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Abstract

The disability benefits programs administered by the US Social Security Administration (SSA) receive between 2 and 3 million new

applications each year. Adjudicators manually review hundreds of evidence pages per case to determine eligibility based on financial,

medical, and functional criteria. Natural Language Processing (NLP) technology is uniquely suited to support this adjudication work

and is a critical component of an ongoing inter-agency collaboration between SSA and the National Institutes of Health. This NLP work

provides resources and models for document ranking, named entity recognition, and terminology extraction in order to automatically

identify documents and reports pertinent to a case, and to allow adjudicators to search for and locate desired information quickly. In

this paper, we describe our vision for how NLP can impact SSA’s adjudication process, present the resources and models that have been

developed, and discuss some of the benefits and challenges in working with large-scale government data, and its specific properties in

the functional domain.
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1. Introduction

The United States Social Security Administration (SSA)

administers the largest federal programs for disability bene-

fits in the US, serving over 15 million individuals (SSA Of-

fice of the Chief Actuary, 2019b; Social Security Adminis-

tration, 2019). The SSA programs provide benefits to those

individuals who are unable “to engage in any substantial

gainful activity by reason of any medically determinable

physical or mental impairment(s) which can be expected to

result in death or which has lasted or can be expected to last

for a continuous period of not less than 12 months” (Social

Security Administration, 2012).

In order to determine whether an individual meets this defi-

nition of disability, SSA uses a five step process, illustrated

in Figure 1. The first step is used to determine whether

the individual meets the financial eligibility criteria. The

second step looks at whether the applicant’s alleged im-

pairments are sufficiently severe. The third step evaluates

whether the applicant meets certain medical criteria. If

these criteria are met, the applicant will receive benefits.

Otherwise, the case proceeds to the fourth and fifth steps,

where SSA considers the individual’s remaining functional

capacity and the ability to work. Thus, both medical and

functional information are critical to SSA’s business pro-

cess. To gather this information, adjudicators solicit medi-

cal records from the applicant’s medical providers. This of-

ten results in hundreds or even thousands of pages of med-

ical records for a single applicant, which the adjudicator

must review manually to determine whether there is suffi-

cient evidence to make a determination. This business pro-

cess is further strained by the volume of applications – ap-

proximately 2 to 3 million new applications each year – and

an aging work force where greater numbers of adjudicators
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Figure 1: Illustration of the SSA disability determination

process, indicating the primary type of information used at

each step and relevant analytic methods.

will be retiring (SSA Office of the Chief Actuary, 2019a;

United States Government Accountability Office, 2018).

In an effort to manage these challenges and better support

adjudicators, the SSA has invested in developing natural

language processing (NLP) systems for efficiently process-

ing medical records. In addition, the SSA has recognized

the importance of engaging external domain experts in or-

der to introduce new perspectives and address key chal-

lenges. Through an inter-agency agreement with the Na-

tional Institutes of Health (NIH), the two agencies have es-

tablished a collaboration to develop novel NLP tools that

particularly target information on function to help improve

SSA’s business process. This paper outlines the vision for

these NLP tools at SSA, the current state of that vision, and

what lessons have been learned.
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2. Vision for NLP in Disability

Determination

The introduction of NLP into SSA’s business process serves

two critical goals: providing decision support and building

a foundation for business intelligence. Decision support in-

cludes using NLP models to quickly identify information

pertinent to a case, alerting adjudicators when documents

contain relevant information, as well as providing tools that

allow adjudicators to search for and locate desired informa-

tion. Abbott et al. (2017) discussed the use of NLP to iden-

tify severely ill applicants to the Compassionate Allowance

(CAL) initiative at SSA. On the other hand, business in-

telligence offers case support by checking for consistency

of evidence when medical records are coming from differ-

ent providers and covering months or even years of med-

ical history. Developing systems for business intelligence

also allows for a more global picture of data and business

processes, such as by detecting fraud and making informa-

tion more readily available for research purposes. The NIH-

SSA collaboration has focused on decision support, where

SSA’s 5-step decision process offers an opportunity to com-

bine the expertise of the two agencies.

Steps 2 and 3 of SSA’s adjudication process are primarily

concerned with medical information, such as documented

symptoms, diseases, and disorders. A wide variety of NLP

tools have been developed for identifying this information

(Kreimeyer et al., 2017), and have proven useful even for

identifying rare diseases (Udelsman et al., 2019). While

there are known challenges in adapting medical NLP sys-

tems to language from the diversity healthcare providers

interacting with a national consumer like SSA (Carrell et

al., 2017), these tools nonetheless present significant po-

tential to reduce adjudicator burden in reviewing medical

evidence.

Steps 4 and 5, however, are concerned primarily with in-

formation on physical and mental function. Function, as

conceptualized in the World Health Organization’s Interna-

tional Classification of Functioning, Disability and Health

(ICF), is determined not only by medical factors, but also

by environmental and personal factors, and by the activities

and social roles an individual chooses to engage in (World

Health Organization, 2001). Anner et al. (2012) showed

that the ICF framework is effective for evaluating disability.

However, functioning information poses distinct problems

for NLP, including inconsistent documentation standards, a

lack of ontological and terminological resources capturing

functional concepts, and a paucity of available data for NLP

development and analysis (Newman-Griffis et al., 2019a).

NIH’s expertise in conceptualization and analysis of func-

tion thus offered a synergistic opportunity to focus on de-

veloping novel tools and resources to address these chal-

lenges in capturing functioning information with NLP.

The remainder of this paper describes NIH’s initial research

and development of NLP technologies for functional infor-

mation.

3. Implementation

For initial research and development, NIH has focused on

mobility reports, one of the most frequent areas of func-

The patient ambulates with front wheeled walker for 300 ft

ambulates with front wheeled walker 300 ft

Action

ICF code: d450

Polarity: Able

Assistance(Modifier)

Source: Device

Quantification

Mobility

Figure 2: Annotation example of a Mobility report with

subentities and attributes.

tional limitation involved in disability cases (Courtney-

Long et al., 2015). Several types of NLP technologies have

been developed for both document-level and case-level sup-

port, including information extraction and document rank-

ing technologies, as well as the automated creation of ter-

minologies supporting identification of functioning infor-

mation.

3.1. Data

Since functional information relevant to a claimant’s alle-

gations is primarily present in free text without structured

codes associated with it, finding such information is a more

time-consuming process for the adjudicators. In our devel-

oped models we focus on finding activity reports (Newman-

Griffis et al., 2019a) that are relevant to a claimant’s func-

tional status. Examples of such information for mobility

include The patient is able to walk using

a cane and The pt requires assistance to

transfer from bed to chair.

For the initial phases of research, we built our resources us-

ing data from NIH Clinical Center medical records as sur-

rogate to SSA data. The NIH data are a rich source of in-

formation about function for terminology discovery and are

often cleaner than SSA records.

A team of rehabilitation and medical experts developed

schemas and guidelines for annotating mobility informa-

tion. Spans of text related to a claimant’s mobility status

were marked in a corpus of 400 English-language physical

therapy notes, provided by the Office of Biomedical Trans-

lational Research Information System (Cimino et al., 2014,

BTRIS). Additional subentities and attributes were marked,

as summarized in Figure 2.

Annotation results are presented in Table 1. Pairwise inter-

annotator agreement as measured on a doubly-annotated set

of 200 documents ranged from 96 to 98% F1 score on over-

lapping text spans (Thieu et al., 2017).

The resulting 400 annotated notes served as the gold stan-

dard for automatic Mobility report detection, and were ran-

domly assigned to an 80/20 split into training and test sets.

3.2. NER Modeling

NIH introduced multiple information extraction baseline

models that cast the problem as a named entity recogni-

tion (NER) task, where named entities are the functional

information reports.
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Type Count IAA (F1)

Mobility 4631 0.980

Action 4527 0.980

Assistance 2517 0.960

Quantification 2303 0.982

Score Definition 303 0.980

Table 1: Annotation results for the Mobility domain on 400

PT notes, and inter-annotator agreement on 200 doubly an-

notated PT notes.

As a baseline model, we used Conditional Random Fields

(CRF) (Finkel et al., 2005) with an extensive list of features

such as word shape, part-of-speech (POS) tags, word clus-

ters, etc. Additionally, we test Bidirectional Long Short-

Term Memory (BiLSTM-CRF) models, given their popu-

larity and high performance in NER (Lample et al., 2016)

and patient notes deidentification tasks (Dernoncourt et al.,

2017). We tested both architectures to build mobility recog-

nition models that handle the full mobility report span and

its subentities. Both the CRF and Bi-LSTM-CRF mod-

els show promising results with respective token-level F1-

scores of 82% and 78% for the mobility reports. Addition-

ally, the models yield good results for subentities, with 75%

and 83% token-level F1-score for Action mentions, which

contain the most salient information for mobility-related

queries.

These results are considerably lower than what NER sys-

tems typically achieve. For instance, state-of-the-art per-

formance on the CoNLL 2003 dataset is 93.5% F1-score

(Baevski et al., 2019). While this discrepancy can be par-

tially attributed to the comparatively limited amount of

training examples, we believe this is also caused by the

challenging nature of the task, the large data variability and

presence of noise (e.g. OCR). We refer to Newman-Griffis

and Zirikly (2018) for further description and analysis of

the results on a subset of the annotated reports.

To complement these modeling strategies, which yield

high-precision predictions but suffer in recall, NIH also

developed a recall-focused model that uses contextual in-

formation to estimate the likelihood that each token in a

document is part of a mobility report (Newman-Griffis and

Fosler-Lussier, 2019). This approach consistently identi-

fied over 90% of relevant tokens in NIH documents, though

with an accompanying increase in false positives necessi-

tating post review. Preliminary evaluation on SSA data has

shown similar results; qualitative review of system outputs

on diverse document types suggests effective generalization

with only a small decrease in precision. These different

strategies therefore offer useful alternatives for applications

that may emphasize high-confidence predictions (e.g., doc-

ument classification) or high-coverage (e.g., evidence re-

trieval).

3.3. Polarity Classification

Identifying relevant information is a key first step to help

the adjudicators in their decision process. However, the

next step in that process is providing the polarity of the

functional report. For instance, given the mobility report

in Figure 2, the polarity associated with the mobility action

mention ambulates is able. The four polarity values in our

annotation schema are able, unable, unclear, and none. Our

proposed models range from rule-based systems, conven-

tional machine learning techniques using random forests

and support vector machines (SVM) to feed-forward (FF)

and convolutional (CNN) neural network models. In addi-

tion we employ ensemble models that use majority voting

between SVM and CNN, and a FF model that dynamically

chooses output from the rule-based, SVM and CNN sys-

tems. Our proposed models predict the ability of a func-

tional activity with 88% F1-score, as opposed to 69% for

the unable label. This large gap in performance is mainly

due to the imbalanced nature of the dataset. For further de-

tails about these models and analysis, we refer to Newman-

Griffis et al. (2019b).

3.4. Document Ranking

Document-level information extraction technologies also

offer an opportunity to support case-level processes, partic-

ularly document triage and prioritization. NIH has investi-

gated using mobility reports extracted using NER models to

rank a set of documents by the amount of predicted mobil-

ity information in each. These experiments yielded strong

correlation with the true number of mobility reports in each

document, indicating that NER technologies present sig-

nificant utility for assisting case-level review of documents

(Newman-Griffis and Fosler-Lussier, 2019).

3.5. Terminology Extraction

Terminologies and ontologies have been heavily devel-

oped and used for NLP in the clinical and biomedical do-

mains. Examples of such repositories are the Unified Med-

ical Language System (UMLS) (Bodenreider, 2004), the

Systematized Nomenclature of Medicine Clinical Terms

(SNOMED CT) (Donnelly, 2006) and the Human Pheno-

type Ontology (Robinson et al., 2008). SNOMED CT ter-

minologies, for instance, provide over 90% coverage of the

commonly used terms in medical problem lists (Elkin et al.,

2006).

Given the utility of terminologies and the lack of any for

the functioning domain, we developed them for multiple

functioning domains including Mobility. A particular chal-

lenge for building these terminologies is that relevant terms

in these domains are often not medical, but highly frequent

and ambiguous. As a result, they need to be captured as

multi-word units that include sufficient context (e.g. able

to walk around), and the many different surface re-

alizations of a concept needs to be generated to increase

recall. We used neural models to expand seed terminology

lists to achieve a partial-match coverage of 88% against an-

notated data.

4. Discussion

This project to develop models and tools for functional in-

formation to support SSA’s business process has provided

insight into the benefits and challenges of collaborations

between federal agencies. At the same time, this is only a

first step in the work to improve the decision-making pro-

cess. In this section, we discuss some of the implications
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of collaborating across agencies, technical challenges, and

future work aimed at addressing them.

4.1. Government Collaborations

The collaboration between SSA and NIH brings together

expertise and knowledge across federal agencies to lever-

age process insights while providing new perspectives on

ways to inform the disability determination process. There

is a lot of work that goes into forming and maintaing such

a relationship to ensure that the collaboration supports the

mission of each agency and offers value to both. In partic-

ular, since SSA provides services to the American public,

it is paramount that the collaboration protects the interests

and privacy of those individuals who apply for benefits. In

the US government, the Privacy Act protects information

about individuals that is ”retrieved by personal identifiers

such as a name, social security number, or other identifying

number or symbol” (Health and Human Services, 2019).

SSA includes information about the Privacy Act as part of

the disability benefits application, as well as any other form

that collects information from an applicant (Social Secu-

rity Administration, 1998). The Privacy Act prohibits the

sharing of this information except if covered by one of

twelve exceptions. These exceptions include use for re-

search and statistical purposes, which therefore allows SSA

to share these data with NIH as part of the collaborative ef-

fort to ”enhance the decision-making process in the Social

Security program” (Social Security Administration, 2020).

While this exception allowed SSA to share these data, since

the NIH is a research institute, we also sought the neces-

sary human subjects’ protection determinations for access-

ing and conducting research with the data. By leveraging

the regulation processes across both agencies, we ensure

that the necessary checks and balances are in place for pro-

tecting the data and the individuals the agencies serve.

4.2. Technical Challenges of SSA Data

While having access to these data is critical in order to de-

velop systems that best suit SSA’s business process, work-

ing with SSA records poses many challenges. SSA collects

and generates enormous amounts of data for each applicant,

and these data are often heterogeneous, noisy and fluid.

Applicants’ data include medical records from across the

country and from all kinds of providers. Such a geographi-

cally diverse set of documents, with regional differences in

use of language, and the evolution of language and medi-

cal jargon over time pose additional hurdles for developing

NLP models.

Finding function information within this corpus inherently

comes with challenges posed by the genre, where the termi-

nology is under-specified and telegraphic at best, and text

is often semi-structured. These properties exacerbate prob-

lems of scoping and ambiguity inherent in natural language,

and make the genre resistant to traditional NLP techniques.

Figure 3 illustrates these challenges with an example from

the function domain. Range of motion (ROM), within func-

tional limits (WFL) and external rotation [strength] (ER)

are examples of telegraphic and ambiguous terminology.

The example also contains two slot and value structures, for

ROM and Strength. Strength observations are not enumer-

 ROM: All WFL for UE and LE’s Strength: MMT was normal  

for all extremities. 10/10 for all except R sided GH ER 8/10 

 

Body Function Type Body Location Qualifier 

Figure 3: Example of terminological and structural ambi-

guity from the function domain.

ated (all extremities), and the shorthand 10/10 for all except

presents scoping issues, as it modifies the truth propositions

from the previous statement. Improvements to any of these

issues in the function domain are applicable more broadly.

To that end, we are building systems to address scoping and

decompose structured text using function as the use case.

5. Future Work

In ongoing work, we are developing classification models

for other functional domains, tuning and validating them on

SSA data, and supporting their integration at SSA.

5.1. From Demonstration to Deployment

Translating novel innovations in informatics research into

operational practice in health systems faces a wide va-

riety of challenges (Goldstein et al., 2004; Scott et al.,

2018). A key challenge posed by current technologies

lies in translating software designed for research and

demonstration, which must be easily modifiable and typ-

ically focuses on small, controlled datasets, into products

ready for enterprise-level deployment, demanding much

greater robustness and the ability to process large-scale data

rapidly. In NLP, two primary factors limit this transla-

tion: computational requirements and engineering environ-

ments. Cutting-edge technologies such as BERT (Devlin

et al., 2019) require GPU capability for effective use, and

present high demands for disk space and memory in pro-

cessing and storing results; this imposes significant burden

in procuring and maintaining sufficient computational re-

sources to support the tools used. In addition, many current

deep learning technologies use libraries implemented in the

Python programming language, whereas Java is often the

language of choice in secure government and enterprise en-

vironments, and for many medical NLP tools designed for

large-scale use. Deployment might therefore necessitate re-

implementation or interoperability layers.

6. Conclusion

Disability benefits case adjudication is an area of govern-

ment functioning where human language technologies have

the potential to improve service quality and cut costs. In

an effort to address challenges with adjudicator case load,

the US Social Security Administration is pursuing NLP so-

lutions and reaching out to external partners with domain

expertise that can help address the most challenging com-

ponents. The SSA-NIH inter-agency agreement has been a

success in bringing together experts from multiple domains,

defining a modern vision and delivering tangible results that

can improve SSA’s business processes.
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