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A B S T R A C T

Fine-grained visual categorization requires the ability to distinguish categories with subtle differences,
which is also a problem constantly burdened by collecting and labelling samples. While transfer
learning is extensively used in Fine-grained visual categorization, these approaches generally does
not work under the few-shot regime. As apposed to meta-learning which suffers limitations such as
shallow adaptation, and traditional transfer learning which is not task-oriented, we propose a novel
transfer learning approach which we refer to as Trans-transfer Learning (T2L). Firstly, a two-phase
learning framework is proposed to facilitate task-orientation. Secondly, a novel explainable-learning
based procedure is employed to reconfigure the network for training on few samples, after which a
deep adaptation procedure is conducted by simultaneously optimizing the feature extractor and the
classification boundaries. It is motivated by the fact that a large factor of the over-fitting comes from
noises that appear in every layers of the activation. The reconfigured model can train solely based on
inter-class differences, which not only alleviates over-fitting, but also rediscovers more discriminating
features. The proposed approach is comparatively evaluated with state-of-the-art approaches in this
field and demonstrates better performances consistently.

1. Introduction

Fine-grained visual categorization (FGVC)[1, 2, 3] aims
to distinguish subordinate object categories with subtle dif-
ferences. For instance, recognizing natural categories such
as species of birds [4], dogs [5] and plants [6]; or man-made
categories such as car make models [7]. Recent advances
on Deep Neural Networks for visual recognition [8, 9, 10]
have stirred remarkable progress on FGVC but most of the
algorithms are fueled with exorbitant data collection cost.
Generally, in order to train a model with reasonable general-
ization performance, one needs to possess a vast amount of
data, either labeled or unlabeled. DNN’s extraordinary abil-
ity of fitting to data is a double-edged blade. On one hand,
it provides unparalleled representation ability to any mathe-
matical functions. But on the other hand, it has substantial
requirement for data not just in terms of total volume but its
distribution.

In order to recognize instances drawn from a certain con-
cept, the number of samples from this particular category
plays a vital role. It is unreasonable to ask for a huge col-
lection of samples for each category we want to handle, es-
pecially when the model is deployed to end users. For that
reason, research in the field of few-shot learning, has gained
more and more interest [11, 12, 13, 14]. In few-shot learn-
ing, we refer to the rare categories as novel classes, which
only have few samples available each, typically 1 to 5.

When it comes to fine-grained domains, transfer learning
approaches are extensively used and achieved prevalence [1,
2, 15]. However, the approaches are designed under regular-
shot assumption, whether it’s adversarial-based [16], discrep-
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Figure 1: The two-stage transfer learning framework. From
left to right, are data from generic visual database, fine-grained
database (from a disjoint set of classes of the end-task), and
the few-shot dataset. Traditional transfer learning are designed
to complete the first stage, but does not consider few-shot
tasks. A typical validation curve when a traditional approach
is conducted on few-shot data is shown, which suggests that
the performance would deteriorate due to severe over-fitting.

ancy-based [17], semi-supervised [18], unsupervised [19],
or even a simple pre-training and fine-tuning. They all as-
sume many-shot in the target domain. As shown in Fig.1, the
above methods would crumble extending to few-shot dataset,
as it is generally observed that even co-training or joint-training
with large auxiliary data, it does not prevent the rare classes
from over-fitting [20, 21, 22].

Few-shot learning is a research filed that specifically ad-
dresses machine learning under input scarce condition. Most
existing FSFG algorithms directly stem from generic few-
shot learning field [23, 24]. There are meta-learning ap-
proaches [25, 26, 27, 28, 29], which mostly works on small-
scale classifiers. And there are non-meta learning approaches [11,
30] which are more computationally efficient, and able to
leverage generic visual databases such as ImageNet. But we
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Figure 2: A visualization of embeddings by different models of
a randomly selected sample from the CUB novel set. Upper
right is extracted by the original model. The lower left is ex-
tracted by naive method on novel classes. The lower right is
produced by the desired model which is facilitated by the tech-
nique proposed in this work. As seen from the circled-out bins
for example, naive method tends to amplify noise which are
very likely misleading while our approach does the opposite.

believe it is still an under-explored area and characteristics
about the fine-grained domains are not fully exploited con-
sidering that most of the previous works are designed for
general domains.

To address the above mentioned limitations, we argue
that Extended Adaptation (EAD) is a key for further im-
provement, which means the model should be both tasks-
oriented, and adjusted for a long horizon in its deep layers.
The model is designed with the following objectives in mind.

The first goal is task-orientation. As shown in Fig.1, gen-
eral visual databases are rich in both volume and semantic
diversity which should be incorporated into the model. In or-
der to achieve that, we hypothesize that three levels of data
sources will be used in consecutive order. Thus, we formu-
late our approach as a two-phase process which we refer to
as Trans-transfer Learning (T2L). Phase one is essentially a
regular-shot transfer learning which infuses general visual
knowledge into a fine-grained domain. Based on theoreti-
cal and empirical evidences that metric-based meta-learning
are able to render the model to be more sensitive for few-
shot data, we propose to combine metric-based learning and
transfer learning for our purpose. Phase two seeks to further
adapt the above learned model to novel classes, not only for
the classification layer, but also for deep layers of the fea-
ture extractor, resulting in an improved classification layer,
as well as a better feature extractor, the later of which could
potentially be utilized by various visual learning tasks [31].

The second goal is deep adaptation. Adaptation to novel
classes has been the goal for many few-shot learning works.
Most of them are under the principle of meta-learning [12,
26, 27, 28, 29], which is motivated by the idea of learning
to learn [32]. This genre of algorithms tries to learn a pa-
rameter initialization that is more sensitive to few-shot data
and can quickly adapt to novel classes. It’s adaptation ap-
proach is essentially fine-tuning, but only for very few steps,
typically 4 to 5. And recently it is pointed out that this adap-

tation mostly affects only the last layer but not the feature
extractor [33].

Thus, the above mentioned prior arts are not able to achieve
EAD and their performances are therefore limited. The main
obstacle is the over-fitting. In traditional supervised learn-
ing, the objective functions are designed to lower the intra-
class divergence and increase the inter-class differences. The
optimization process will iteratively discover similarities be-
tween intra-class samples and weight these similarities under
conditions they do not intervene with other classes, thereby
features are discovered. As a result, intra-class sample plays
a vital role for shaping the manifold. But in few-shot learn-
ing, e.g., 1-shot cases, there is only one sample for each class
thus no intra-class similarity to discover and only inter-class
differences are in effect. However, observably many raw
visual differences could be existing between different cat-
egories, naively applying the optimization often gravitates
towards irrelevant artifacts, i.e., noise, since they are detri-
ment for the classification. A preliminary experiment in fact
proves our intuition: Fig.2 shows an example of how naive
fine-tuning leads to some over extended dimensions in fea-
ture space, which are very likely to be just noise according
to the original graph. This is the fundamental reason for the
catastrophic over-fitting.

Based on the above observation, we make a preliminary
attempt towards this direction. As apposed to previous works
which use the pre-trained model simply as a parameter ini-
tialization, we make dual use of it. In fine-grained domain,
the objects share structural similarity even when shifting to
novel classes since this information is class-agnostic but domain-
relevant. Inspired by explainable-learning method Class-
agnostic Activation Map [34], suppose we are able to locate
a subset of the activations which are the key characteristic
of this class. Subsequently, these selected activations can
be back-propagated, so as to identify corresponding lower
layer features and the weights that connect between them.
The pre-trained model are in turn used as initialization and
train for many epochs, after which the model would exhibit
improved performance. Our contributions are summarized
below:

• In order to facilitate EAD, we propose Trans-transfer
Learning (T2L), which is a two-phase learning approach.
Using our proposed technique, metric-based learning
and a novel deep adaptation module can be concate-
nated seamlessly and the chain of knowledge transfer
is extended onto few-shot tasks. The overall accuracy
out-performs previous SoTAs, e.g., 54.10% top-1 ac-
curacy when recognizing bird species 50-ways.

• For phase two, an CAAM-based reconfiguration strat-
egy is proposed in order to further adjust the model
on a dataset as small as 1-shot, achieving up to 3.2%
further performance gain (by absolute value), while
successfully avoiding over-fitting for networks as deep
as Resnet-50. Up to our knowledge, it is the first ap-
proach that is capable to conduct a full-training on
such small sample size and such deep architectures.
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• For a more realistic scenario where well established
meta-training set is not given, we propose a -based
domain extraction technique to form a pseudo meta-
training set out of a generic dataset with wide domain
coverage. Then the proposed two-phase method can
be applied to transfer the learned model onto a few-
shot fine-grained domain. The results out-perform pre-
vious one-phase method and domain generalization
techniques.

The rest of this paper is organized as follows: Section
2 discusses related works and literatures. Section 3 formal-
izes the notations and backgrounds. Section 4 presents the
proposed methodology and techniques. Section 5 shows the
results of empirical evaluation. Section 6 discussions the ad-
vantage and limitations of our approach and some directions
for our future work. Section 7 summarizes and concludes
the paper.

2. Related Work

2.1. Few-shot Learning
Recent years have witnessed a vast amount of works on

the few-shot classification task. Few-shot learning algorithms
can be roughly categorized into the following branches. The
metric-based approaches are centered around a pair-wise met-
ric function. The first meta-learning style approach are pro-
posed by Vinyals et al. [35], which introduced an episodic
training routine. The meta-task process is trained to be more
sensitive to few-shot data, which can be seen as a utiliza-
tion of the concept of meta-learning. This genre of algo-
rithms includes Prototypical Networks [36] which follows
the episodic training procedure, and propose to use proto-
type to represent the novel samples and a simple euclidean
distance as metric function. There are more sophisticated
ways of constructing the metric function but most of them
introduce a substantial computation overhead especially in
terms of run-time memory [25, 37, 38]. In light that they all
follow a similar episodic training routine and differs only in
the way they calculate the distance function, we choose to
use protonet as the baseline to build our approach. However
we note that our approach can be extended to any metric-
based algorithms in general.

Another branch are the optimization-based approaches [3,
12, 27, 28, 29]. They follow the episodic training proce-
dure as well. The main difference from the metric-based ap-
proaches are the way they integrate the support-set into the
model. Instead of directly using the extracted feature vec-
tors, the optimization-based approaches use a few steps of
gradient descent to train the model on the support-set, a pro-
cess often referred to as the inner-loop. The outer-loop uses
the query-set to optimize this entire process by gradient de-
scent, which is similar to the metric based one.

Related work also includes non-meta learning approaches
that achieved competitive performance [11, 30]. Chen et

al. [11] pointed out that training on all base classes with a
simple softmax classifier achieves comparable performance
on few-shot learning benchmarks. This result indicates that

features learned on the base class are automatically discrim-
inative on the novel class to some extent. In a way, our ap-
proach can be seen as a combination of meta-learning and
non-meta learning.

2.2. Fine-Grained Visual Categorization
Fine-Grained Visual Categorization can be seen as a sub-

area of General Visual Classification. In theory, general im-
age classification algorithms can be use to train the model
on in-domain data. However, to achieve reasonably good
performance with CNNs, one needs to train networks with
vast amounts of in-domain data, preferably with supervision.
But collecting a labeled fine-grained dataset often requires
expert-level domain knowledge and long data curation there-
fore is difficult to scale. As a result, commonly used FGVC
datasets [4, 5, 7] are relatively small, typically containing
around 10k of labeled training images.

In such a scenario, transfer learning base on large generic
visual databases such as ImageNet [39], iNaturalist [6] and
Places [40] are often adopted. Due to the remarkable success
of using pre-trained CNNs for transfer learning, extensive
efforts have been made on understanding transfer learning
[41, 42, 43].

In recent years, deep neural networks have developed ad-
vanced abilities in feature extraction and function approx-
imation [8, 10], bringing significant progress in the fine-
grained image classification task. Notably, second order bi-
linear feature interactions was shown to be very effective [44].
To capture subtle visual differences, visual attention [15] and
deep metric learning [45] are often used.

2.3. Few-shot Fine-grained Visual Categorization
A few generic few-shot learning literatures explored the

performance of their algorithms on FSFG settings [11, 23,
24]. However, the nature of fine-grained domain is hardly
addressed except for some recently published specialized ap-
proaches [46, 47, 48, 49, 50, 51].

Wei et al. [46] proposed a few-shot learning model specif-
ically designed for FSFG by employing bilinear-networks to
tackle the problem exploiting the rich feature provided by the
outer-product of two alexnet [9] on par with a piece-wise
mapping network which maps the bilinear feature to be a
concatenation of modulated features with small dimensions
each focusing on a certain part of the object thereby learns
the decision boundaries of the input data more discrimina-
tively. Li et al. [47] further replace the naive self-bilinear
pooing as the covariance pooling. On the contrary, we did
not add any complex structures to the network but rather fo-
cus on how it is trained.

Huang et al. [48] propose a Low- Rank Pairwise Align-
ment Bilinear Network to capture the nuanced differences
between the support and query images for learning an effec-
tive distance metric. Sun et al. [49] proposed a feature fusion
model to explore the largest discriminative features by focus-
ing on key regions. The model utilizes focus-area location to
discover the perceptually similar regions among objects and
a Center Neighbor Loss to form robust embedding space dis-
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Figure 3: System overview of the proposed approach. On the left, is transfer learning phase one, which is a composite of
pre-training on Daux and metric-based training on Dm successively. On the right, is the phase two adaptation, which transforms
a metric-based model into a Implicit Metric-model, and train the selected feature extractor parameter and the weight vector
collectively in an adaptive manner. The layer-wise importance value calculation is detailed in the figure which is the product of
the channel-wise importance score of two consecutive layers.

tribution for generating discriminative features. But they do
not address adaptation in the deep layers.

Deep data-augmentation based method have also been
proposed in FSFG [50] which achieve significant improve-
ment in generalization performance, but with exorbitant com-
putation cost. And in theory, augmentation-based techniques
can work in tandem with other techniques including ours
but the engineering required to bind them together is not ex-
plored here. In this paper, we have not explored the integra-
tion of any previous deep data-augmentation techniques [52,
53, 54] but only applies standard rotation and random crop-
ping.

Pahde et al. [55] proposed a cross-modality FSFG model,
which embeds the textual annotations and image features
into a common latent space and introduced a discriminative
text-conditional GAN for the sample generation to subsidize
for the absence of training samples. However, it is costly
to obtain rich annotations for the entire fine-grained dataset.
Recently Tang et al. [56] introduces another multi-modal
approach dubbed deep Pose Normalization which aims to
push the ability of FSFG to the next level by exploiting the
information provided by rich annotation. However they re-
quire much more costly annotation which could even be pro-
hibitively expensive.

3. Background

3.1. Problem Setting
We first introduce some notation and formalize the few-

shot image classification problem. Let (x, y) denote an im-
age and its ground-truth label respectively. The training and
testing set for a few-shot task are in turn referred to as Support-

set and Query-set, and respectively denoted as:

Ds =
{
(xi, yi)

}|Ds|
i=1

, (1)

Dq =
{
(xi, yi)

}|Dq|
i=1

. (2)

where yi ∈ Cs for some set of classes Cs. The number of ob-
jective classes, also refer to as ways, is equal to |Cs|. The set{
xi | yi = k, (xi, yi) ∈ Ds

}
is the support-set for class k and

its cardinality is referred to as shots since it gives the number
of support samples for each class. Shot is typically between
1-5 in few-shot settings. The set

{
xi | yi = k, (xi, yi) ∈ Dq

}

is the query of class k and its cardinality is q.
A few-shot task is to categorize each xi ∈ Dq in to Cs,

by only showing the set of samples Ds, suppose this learned
parameterized function Φ∗ is:

ŷ = Φ∗(x; Ds) , (3)

where Φ∗ is, ideally, sufficient to classify Ds, as mea-
sured by, say, the cross-entropy loss

Φ(Ds) = arg min
Φ

1

|Ds|
∑

(x,y)∈Ds

− log pΦ(y|x) . (4)

When presented with a test datum, the classification rule
is typically chosen to be of the form

Φ∗(x;Ds) ≜ arg max
k

pΦ∗ (k|x) , (5)

A simple way to form pΦ∗ is to employ some measure-
ment d and normalize the output with softmax function, the
model can be written as:

p(yi|xi,Φ, w) =
exp(dw(fΦ(xi), wyi

))
∑

k exp(dw(fΦ(xi), wk))
, (6)

Ds is thereby learned by the model and is represented by
Φ∗. This is referred to as Direct Training in this paper.

However, the aforementioned Ds has very few shots, di-
rectly optimizing this model would lead to severe over-fitting.
In analogy to human learning which are able to summon pre-
viously knowledge, the model are required to be given other
sources of information. The status quo in few-shot learning
is exploiting a meta-training set, which is labeled samples
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from the same (or similar) domain of Ds, but from a disjoint
set of classes and has far more samples, denoted as Dm

Dm =
{
(xi, yi)

}|Dm|
i=1

, (7)

where yi ∈ Cm, with set of classes Cm disjoint from Cs.

3.2. Training with Auxiliary Data
Solving few-shot learning usually requires training with

auxiliary data. The above mentioned Dm is one type of aux-
iliary data, which has very small domain distance from the
end task.The other type we use in this paper are from more
general domain [9] or a distant domain [40] both of which
have a generally large distance from the target task. Some of
the methods of making use of auxiliary data are listed below.

3.2.1. Feature training&reusing

To avoid over-fitting of the data-scarce part, a simple
remedy is to simply train the model on Dm, ideally, the trained
model would work well on Ds in light that Dm and Ds are
from similar distributions, it is referred to as Domain Gen-

eralization.

Φ∗w∗(;Dm) = argmin
Φw

∑

(xi,yi)∈Dm

− log p(yi|xi,Φ, w) . (8)

It is clear that the above optimization is irrelevant of Ds, Φ
∗

is only trained on Dm. But during testing, dds is required,
since it represents the identity of classes in the testing test.
For this purpose, a simple Nearest Neighbor classification
can be employed based on the already trained feature extrac-
tor.

3.2.2. Joint training

In this work, we propose to train not only on Dm, but
on Ds as well. The simplest way to use both Dm and Ds in
training of the objective is to just join the data together, than
train on the expanded dataset, which is referred to as joint

training:

Φ∗w∗(;Dm,Ds) = argmin
Φw

∑

(xi,yi)∈Dm∪Ds

− log p(yi|xi,Φ, w) . (9)

During testing, the output logits related to Dm is shut-off
since the output labels are from {y|y ∈ Ds}.

3.2.3. Re-training

Another way to incorporate different dataset in training
is Re-training, take Eq.8 for example, the model trained on
Dm has infused different levels of visual knowledge in a pa-
rameterized model. These parameterized can be seen as a
initialization of next stage training, e.g., Ds:

Φ∗w∗(;Ds)|Φ0w0
= argmin

Φw

∑

(xi,yi)∈Ds

− log p(yi|xi,Φ, w) . (10)

There is no guarantee that the later stage will preserve any
characteristic of the former stage in that their optimization
objective could be completely different. Therefore Re-training
on few-shot data would nevertheless causes over-fitting.

3.2.4. Meta training

Previous Re-training methods are mostly used when both
Dm and Ds are many-shot. Meta-learning is seen to borrow
strength from both Re-training and Feature Train&reusing in
that it both train the model to be able to re-train on few-shot
data and also make (part) use of the trained feature. It uses
the two datasets in a bi-level programming paradigm:

Φ∗(Ds;Dm) = arg min
Φ

∑

(x,y)∈Dm

L(p�∗ (x;Ds) , y)

st.�∗ = argmin
�

∑

(x,y)∈Ds

L(p�(x), y) . (11)

where L is chosen in a set of objective functions. � is op-
timized (usually coarsely) on a small dataset Ds, then this
model is readjusted by optimizing on Dm, ultimately, the
model will gravitate towards a state that works well with
small dataset such as Ds with which few adaptation is enough.
Note that Φ and � might overlap or even equivalent with
each other, meaning the superset of parameter in this meta-
learning process is bounded, the two levels of optimization
just choose a subset of parameters to adjust.

4. Proposed Method

4.1. Implicit Metric-model
First, we formalize two different but correlated few-shot

model and their respective training agenda, the later of which
is introduced as Implicit Metric-model which is a key to
adapt our model to different levels of dataset.

4.1.1. Metric-based model

Metric-based model is a unique branch of meta-learning
model which is extensively used in classification tasks [35,
36, 37]. Its training agenda is denoted as Vexp. It typically
employs an episodic sampling technique, which is randomly
sampling Dm into a series of batches in the form of {Ds, Dq},
to simulate the end task. Each batch is referred to as an
episode. Metric-based training is to directly optimize the
distance between Ds and Dq. Specifically, we introduce metric-
based model:

AΦ(x, y) ∶= (fΦ(x), cy) , (12)

where d is the metric function. For each episode, c is ob-
tained by direct calculation and kept fixed, which is defined
to be the centroid of the support set. Specifically, we denote
the centroid of support set for class k:

ck =
1

|Ds|
∑

(xi,yi)∈Ds

1[yi==k]
fΦ(xi) , (13)

where 1[yi==k]
is the indication function of whether xi be-

long to category k. c is an explicit representation of the class
identities. Typically a cross-entropy is used to construct the
loss function for explicit model Lexp.

Lexp(Φ;D) =
∑

k

yi=k∑

xi∈Dq

[
−AΦ(xi, k)

sun et al.: Preprint submitted to Elsevier Page 5 of 16



Trans-transfer learning for few-shot fine-grained visual categorization

+ log
∑

j

exp(AΦ(xi, k))
]
, (14)

where
∑

xi∈Dq
is the input of the query set. The gradient of

Lexp is used to update parameters Φ, thus the procedure Vexp
is given by the following:

Vexp(AΦ0
(x, y);D) ∶

Φt+1 ∶= Φt + 

)Lexp(Φ;D)

)Φ
. (15)

where t = {0, 1,… , n}, n is the number of iterations.

4.1.2. Implicit Metric-model

Now we discuss a more general form of the metric-based
model. On top of the traditional metric-based models, the
class representation can be replaced by internal variables
which evolves by solving the equation:

w∗(;D) = argmin
Φw

∑

k

yi=k∑

xi∈D

[
−AΦw(xi, k)

+ log
∑

j

exp(AΦw(xi, k))
]
. (16)

where

AΦw(x, y) ∶= (fΦ(x), wy) , (17)

which implies w is no longer fixed during each episode and
is optimized along with the model.  is the exact metric
function as in Eq.12. Note that if you consider the negation
of the dot-product in traditional classification baseline meth-
ods as a metric function, they can be categorized as Implicit
Metric-models. The class representation is now parameter-
ized in w instead directly calculate from class prototype. We
call w the implicit class representation.

The loss function is typically chosen to be the cross-
entropy loss of the support-set going through the model:

Limp(Φ, w;D) = −
∑

(xi,yi)∈D

log
exp(AΦw(xi, yi))

∑N

j=0
exp(AΦw(xi, yj))

.

(18)

Thus we establish the optimization procedure of a metric-
based model with implicit class representations on a dataset
D:

Vimp(AΦ0w0
(x, y);D) ∶

Φt+1 ∶= Φt + 

)Limp(Φ, w;D)

)Φ
, (19)

wt+1 ∶= wt + 

)Limp(Φ, w;D)

)w
. (20)

where t = {0, 1,… , n}, n is the number of iterations.

4.2. T2L: Trans-transfer Learning
We established two training agendasVimp andVexp, which

could be used interchangeably, and are given three datasets,

Daux, Dm , Ds. As discussed in the introduction, we assume
that they will be used to train the model in a consecutive or-
der, in that they are each more closing on to the target task. A
total three rounds of optimization will be conducted, denoted
as V , V ′, V ′′, the entire learning process can be written as:

A ↦ V ′′(V ′(V (A;Daux);Dm);Ds) . (21)

where V and V ′ constitutes the conventional transfer learn-
ing stage and V ′′ is the further adaptation stage. We re-
fer to this framework for few-shot learning as Tran-transfer

Learning (T2L). V ′′ is based on few exemplars, traditionally
trained model would incur over-fitting immediately on this
task therefore no performance improvement can be captured.
As a result, almost all traditionally trained models would
only have two means to incorporate few-shot data, which is
either weight imprinting [30] or fine-tuning [11] of the last
layer. We will show in the experimental section that this
direct incorporation of target data forces the feature extrac-
tor to be oblivious of target domain, therefore only provides
limited generalization ability. In order to achieve EAD, a
novel re-configuration and re-training strategy is introduced
later base-on the aforementioned implicit class representa-
tion which is an extension of the model from phase one.

4.3. T1L: Phase One
Tradition transfer learning solutions have two limitations:

first, they do not address the nature of few-shot learning,
which demands the ability to work with very few samples.
Second, they can’t adapt on few-shot data generally due to
over-fitting. To address the first problem, in the field of few-
shot learning, various techniques have been proposed to deal
with this extreme scarcity of samples, notably, metric-based
learning, which performs well in classification tasks.

In the proposed transfer learning phase one, there are
four variants of combination of training agenda, as shown
in Tab. 1, where ’I’ is for implicit, and ’E’ is for explicit.
Note that the two initial letters represent the training agenda
applied on Daux and Dm. For instance, ’II’ corresponds to

A ↦ Vimp(Vimp(A;Daux);Dm) , (22)

which is in fact the pre-training agenda adopted by [30] where
the linear softmax classifier can be seen as a case of Implicit
Metric-model which measures the "distance" with the nega-
tion of dot-product. In Section 5, we will show that this re-
use of the feature extractor only achieves sub-optimal per-
formance because it is not deeply adapted. The difference
between implicit class representation and explicit class rep-
resentation is in the way w is determined, i.e, Aexp can be
seen as a regularized version of Aimp which ground w with
imprinting. A number of studies on few-shot learning sup-
port that explicit representation is more effective when pre-
dicting results directly from few samples [36]. However on
many-shot data, implicit representation demonstrates a more
general representation power. There seems to be a trade-
off between few-shot and many-shot regime, i.e, the hyper-
parameter k is entangled from training to testing.
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Table 1
four different variants of training agenda for phase one

II Vimp(Vimp(A;Daux);Dm)

IE Vexp(Vimp(A;Daux);Dm)

EE Vexp(Vexp(A;Daux);Dm)

EI Vimp(Vexp(A;Daux);Dm)

We conduct the following theoretical analysis to help un-
derstand this relationship. We use a special case where a bi-
nary classification with two classes a and b being considered,
and the objective for optimization can be expressed as

J =
∑

x∈Dq , y=a

[
− ‖fΦ(x) − ca‖2 + ‖fΦ(x) − cb‖2)

]
. (23)

Let � = ‖fΦ(x) − ca‖2 − ‖fΦ(x) − cb‖2, the expected ac-
curacy is E[� > 0], from one-sided Chebyshev’s inequality,
follows that:

E[� > 0] ≥
E[�]2

E[�]2 + D2[�]
. (24)

the lower bound of Eq.24 is proved to have the following:

Theorem 1. Use �c ≜ E
x
[fΦ(x) ∣ Y (x) = c] and � ≜ Ec

[
�c

]

to denote the expected average of the output feature, Σc ≜

E
x

[(
fΦ(x) − �c

)2
∣ Y (x) = c

]
and Σ ≜ Ec

[(
�c − �

)2]
to de-

note the variance of the class identity under different expec-
tation. The lower bound of the generalization error follows
that

E[� > 0] ≥
4 Tr (Σ)2

4 Tr (Σ)2 + 8(1 +
1

k
) Tr

(
Σc

((
1 +

1

k

)
Σc + 2Σ

)) .

(25)

when k is small, which few-shot learning stipulates, k

serves as a trade-off factor betweenΣ andΣc , i.e,
(
1 +

1

k

)
Σc+

2Σ. It can be interpreted that a specific k is able to control
the lower bound of generalization in that the denominator of
Eq.25 is minimized when k fits a specific configuration of
Σ and Σc . This relationship is locked during training where
Σ and Σc are formed. When using Implicit Metric-models
during training, k amounts to the total number of intra-class
samples which is many-shot. It suggests that an explicit class
representation directed from k samples, are able to maximize
the generalization performance of the pre-training. Thus we
adopt ’EE’ as the combination of pre-training in this paper
and we will validate this choice using empirical evaluation.
The phase one learning of our approach is written as:

A ↦ Vexp(Vexp(A;Daux);Dm). (26)

As we will demonstrate in the experiments, the dual metric-
based learning strategy, significantly boosts the performance,
we refer to this technique as Metric-based Infusion (MI).

Model obtained by simply applying phase one is referred to
as T1L in this paper whose variants are able to work with
naive incorporation of novel classes which are evaluated in
the ablation study.

4.4. T2L: Phase Two
Conventional Transfer Learning techniques adapt knowl-

edge extracted from source domains and find its way into
the target domain. Both the target domain and source do-
main have a sufficient amount of data is a general assumption
made by most of the previous approaches [1, 57]. This as-
sumption only holds for Daux and Dm, which are many-shot.

In phase two, the target task is few-shot where only the
support set are attainable during training. Previous adapta-
tion approaches either do not extend to few-shot, in which
case parameter imprinting is a naive measure which can be
used to incorporate Ds, or do they have many-shot and shal-
low adaptation. However, the essence of transfer learning
lies in deep adaptation to the end task in order to achieve
ideal performance. Moreover the ultimate goal of transfer
learning is to solve a multitude of visual learning tasks by
obtaining a completely adapted feature extractor. Therefore
we propose Extended Adaptation. Clearly, adapting to Ds re-
quires a Vimp training scheme which optimize the backbone
architecture and the class parameter w at the same time:

A ↦ Vimp(A;Ds) . (27)

However, the extremely low sample size is problematic, i.e.,

even a few steps of fine-tuning on such small samples would
be prone to over-fitting and causes deterioration of perfor-
mance in generalization. As stated in the introduction, the
fundamental reason for over-fitting under few-shot, is due to
misguided optimization which inclines to emphasize noise.
Conversely, suppressing noise means strict amplifying of sig-
nals. Unlike approaches introduced in explainable-learning
literatures [58], where the classification result y is directly
used as guidance for lower-layer analysis, we can’t directly
use supervision information y here in that Ds is too small
therefore bias-prone. Instead the amplifying of l2-norm is
adopted as a more general guidance of better signal-noise
ratio since the features are normalized.

Lsel(Φ) = −
∑

j

∑

k

|||
|||fΦ(xj)k

|||
|||
2
, (28)

where k is the index of output channels. This loss function
is used to identify the importance of each layer of the acti-
vation in the same principle as CAAM [34], except that the
original paper is solely intended for the last layer. The rea-
son why we use CAAM instead of class-aware methods is
that when it’s shifting to novel classes, the information em-
bedded in the pre-trained network becomes class-agnostic.
But since the domain distance is small towards Dm, larger
branches of the model are still domain relevant and poten-
tially discriminative. We intent to include them in the re-
configured model, and let the final optimization procedure
to tune their weights. We use back propagation of Lsel to
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Algorithm 1 BinarySearch.

Require: � denotes the hyper-parameters controls the global pa-
rameter selection rate; Ds denotes the support set of the meta-
testing stage; � is the error tolerance; lower is the starting
lower-bound, upper is the starting upper-bound.

1: Calculate selection loss Lsel(Φ;Ds) using Eq.28;
2: Back-propagate Lsel and calculate z and � respectively;
3: Let ! ← upper

4: while ! − lower > � do

5: Select � ← {�j,k ∈ Φ|�j,k > !};
6: if |�| ∕ |Φ| > � then

7: ! ← (lower + !)∕2;
8: else

9: lower ← (lower + !)∕2

10: end if

11: end while

12: return ! as the determined threshold.

Algorithm 2 Pseudo code for phase two.

Require: n, � denotes the hyper-parameters controls the training
epoch and the global parameter selection rate; 
 denotes the
learning rate; w denotes the weight vector of the classification
layer; Ds denotes the support set of the meta-testing stage.

1: for i in range(0, n) do

2: if mod(i, 10) = 0 then

3: Ω ← BinarySearch(�, lower, upper, �);
4: Select � ← {�j,k ∈ Φ|�j,k > Ω};
5: end if

6: Calculate classification loss Limp(Φ, w;Ds) using Eq.18;
7: Update the reconfigured model

�t+1
← �t + 
Δ�Limp(Φ, w;Ds);

8: Update classification weight
wt+1

← wt + 
ΔwLimp(Φ, w;Ds);
9: end for

10: return (Φ, w) representing the trained classification model.

calculate the channel-wise importance score for each layer
of the activation:

zk,l =
1

WH

W∑

i

H∑

j

)Lsel

)A
k,l

ij

. (29)

Ak,l is the matrix denoting the activation map of channel k
in the l-th layer. From a VC-dimension stand point, a neu-
ral network’s VC-dimension is roughly linear to the number
of connecting weights. Therefore when the sample size is
fixed, one way to alleviate over-fitting is to reduce param-
eter size. In light of that, the reconfiguration of the model
should serve two purposes: first, it is to highlight the activa-
tions with more important scores during the tuning. Second,
the parameter-size of the model should be largely reduced. It
is straight forward to obtain the parameter-wise importance
score using the channel-wise one:

�j,k = zk,l ⋅ zj,l+1. (30)

A threshold Ω is used for excluding a subset of Φ where
�j,k < Ω, so that the DoF of the model, which is measured

by a ratio �, can be controlled. It can be seen the Ω is mono-
tonically increasing w.r.t �, but a direct mapping from the
later to the former is not clear. In this case a binary search
strategy can be employed to approximate this relationship to
a certain error tolerance � within the range of (lower, upper):

Ω ← BinarySearch(�, lower, upper, �) . (31)

The pseudo code of Eq.31 is listed in Algorithm 1. The
mechanism of this search is to find the smallest Ω that makes
|�| ∕ |Φ| > � with sub-linear number of iterations. The tol-
erance � is typically set at 1e − 5. Once Ω is obtained, the
network can be reconfigured with

� ∶= {�j,k ∈ Φ|�j,k > Ω} . (32)

Instead of updating Φ, a subset � is updated in exchange
while keeping the rest part of the parameter fixed. The final
optimization procedure is conducted on loss function

Limp(�,wt0 ;Ds) (33)

wherewt0 is initialized with the averaged class prototypes [30].
On the right of Fig.3 is the training process of phase two,
corresponding pseudo code is listed in Algorithm 2. In this
refined fine-tuning procedure, the training epochs can be as
large as 200 by which more representative features will be
discovered based on as few as one sample per-category but
over-fitting is largely avoided. We refer to it as Feature Re-
discovery (FR).

4.5. Absence of Meta-training Set
The framework we proposed here relies on a generic vi-

sual database working in tandem with a fine-grained meta
dataset. However arguably, in most realistic situations, it
will not be possible to establish such a meta dataset since it
is pointed out data collection and annotation in fine-grained
domains are both time-consuming and expensive [20, 21,
22]. Instead it is only safe to assume a generic visual database
be available for most tasks. It would have very wide domain
coverage but not class-wise coverage especially for the fine-
grained categories. Thus Unseen categories will be encoun-
tered during the meta-testing stage which fits the definition
of few-shot learning.

In this case, previous approaches would usually resort
to domain generalization techniques [25, 59] and using one-
phase training [36, 60]. But we believe the proposed two-
phase transfer learning framework and the idea of EAD would
be helpful in such situations considering the concept of ’in-
domain’ dataset is not a binary term when it comes to novel-
classes. E.g., depending on how it is defined, but domain dis-
tance measured between base and novel classes would hardly
be zero [61].

But the thing about fine-grained domain is that is would
probably overlap with a subset of the general domain. In
order to apply the proposed framework, a subset of the base
domain can be extracted and forming two disjoint training
sets, each of which substitutes Daux and Dm respectively. A
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commonly seen approach to measure domain distance, the
-divergence [62], is adopted. It is a practical replacement
of the variational A-distance.

d(s,t) = 2
(
1 − 2 min

ℎ′∈
err(ℎ′)

)
(34)

where

err(ℎ′) =
1

N

∑

s∈s∪t

|ℎ′(s) − 1s∈s
| . (35)

The domain distance can be simply measured by the error
produced by separating the two domains with an hypothe-
sis ℎ out of a hypothesis space  which minimizes the er-
ror. Here, we use simple multi-dimensional hyperplane as
the hypothesis space and sigmoid loss function to find the
optimal hypothesis. We want to construct a pseudo meta-
training set that is as close as possible to the novel training
set and as distant as possible to the generic dataset. Note that
there will be combinatorially many choices to construct the
meta-training set. Instead we select out classes one at a time
base on the -divergence to the formed meta-training set
and regroup until certain number of classes been included (which
can be cross validated). We call this -based domain ex-
traction. We will show in the experimental section that this
technique allows the two-phase training framework to work
in the absence of a directly given in-domain meta-training
set and demonstrates advantages against prior arts.

5. Experiments

5.1. Datasets and Evaluation Protocols
First we describe the bucket of datasets and the evalu-

ation protocols we use in this work. There are three fine-
grained datsets which are used to investigate the performance
of the proposed models: CUB Birds [4] which contains 200
categories of bird species and a total of 11,788 images, Stan-
ford Dogs [5] which contains 120 categories of dogs and a
total of 20,580 images, Stanford Cars [7] which contains 196
categories of car make models and a total of 16,185 images.
On top of that, two generic visual databases ImageNet [39]
and Places [40] are used as the auxiliary dataset for our ex-
periment.

There are two experimental protocols exist in the FSFG
field that considers a transfer learning setting. We empiri-
cally evaluate the proposed algorithm under both settings in
comparison with previous works and demonstrate the effec-
tiveness as well as the generalization capability of our ap-
proach.

• Exp.A [46]: The three datasets CUB, Dogs, Cars are
randomly split into a meta-training set and a meta-
testing set by category and evaluated respectively. The
number of classes in each separation are summarized
in Tab.2. There is no validation set reserved for this
split. Accordingly, the training and validation split
from the original split is used which allows the exper-
iments to cross-validate its hyper-parameters. In this

Table 2
Category split for three datasets. Ctotal denotes the total
number of categories in a dataset, Cm the number of
categories in Dm and Cs the number of categories in Ds.

# CUB-A Dogs-A Cars-A CUB-B Dogs-B Cars-B

Ctotal 200 120 196 200 120 196
Cm 150 90 147 120 70 130
Cs 50 30 49 50 30 49

setting, a transfer learning based on Places is consid-
ered. The results reported on CUB-B, Dogs-B, Cars-B
are 50-way, 30-way, 49-way respectively.

• Exp.B [24]: A experimental setting recently well re-
ceived in the community [48, 50, 51]. The three datasets
are split into a meta-training set, a validation-set and
a meta-testing set by category and evaluated respec-
tively. The number of classes in each separation are
summarized in Tab.2. The validation-sets are used
to cross-validate the hyper-parameters then the meta-
testing set is used to evaluate the performance. In this
setting, all results are evaluated on a 5-way 1-shot and
5-way 5-shot bases.

Exp.A evaluate the performance in larger scales (100-
way and 50-way) than the usual 5-way settings. Both of the
results are averaged over 200 episodes, with 15 queries each.

5.2. Implementation and Hyper-parameter

Settings
5.2.1. Implementation details

For most of our experiments, a standard ResNet18 is
used for the backbone, except for when we analyse gener-
alization on deeper backbones, where a deeper Resnet50 is
adopted. Input images are resized to 224 × 224, standard
data-augmentation including random crop, flip and color jit-
ter is used during training. For optimizer, SGD is adopted
for all experiments. For Daux, model is trained with an initial
learning rate of 0.1, with nesterov momentum 0.9, scheduler
step size 30, decay rate 0.1, a total 90 epochs. For Dm, an
initial learning rate of 0.01 is used, scheduler step size 100,
decay rate 0.1, a total 300 epochs, each epoch consists of 100
episodes. For Ds, model is trained with a fixed learning rate
of 0.005, with momentum 0.4, damping 0.2, batch-size is set
equal to test n-way.

5.2.2. Hyper-parameter settings

there are following hyper-parameters that are specific to
our algorithm. Training epochs n, n′, n′′: n is the training
epoch of V , and it is validated on the validation set of dataset
Dm, which is the target domain of T1L. n1 is the training
epoch of V ′, and it is also validated on the validation set
of Dm. n2 is the training epoch of V ′′ where the dataset is
Ds which has no validation set, therefore, we cross validate
this hyper-parameter on the validation set of Dm, and then
keep it fixed. Weight reconfiguration parameter �, which is
the global ratio of weight selection in phase two of T2L. It
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is cross-validated on the validation set of Dm, we empiri-
cally find that within certain range, the choice for this hyper-
parameters does not have significant impact on the accuracy.
Further more, � is cross-validated and appears to have very
stable optimums across all 4 dataset we tested, therefore we
set the hyper-parameter value of 0.15 to obtain the results.
We will do further analysis on this hyper-parameter along
with the over-fitting analysis in Section 5.6.

5.2.3. Running time

Our method introduces additional computation cost in
the second phase of the training, while phase one and infer-
ence time is uninfluenced (as compared to the corresponding
baseline algorithms [11, 36]) which are largely depending on
the total size of the data pool. Phase two includes a model
reconfiguration time T1 and a deep adaptation time T2. Here
we report T1 and T2 as well as the inference time Ti for 15
samples. The results are averaged over 100 trials on a single
nvidia V100 GPU.

T1 T2 Ti
Exp.A 431ms 2083ms 125ms
Exp.B 889ms 4740ms 131ms

It can be seen that a relatively long time will be required
on each new coming set of Ds comparing to the rapid infer-
ence time. However this cost is very affordable because in
reality it typically does not need to frequently re-train on a
new set of novel classes.

5.3. Classification Accuracy
There are a number of works [11, 23, 24] addressed the

problem setting of FSFG, however most of these works does
not consider transferring knowledge from related domains.
As a result, these works usually went with training on lim-
ited data of Dm, expecting it to generalize well on Ds. This
branch of works usually test the model on 5-way miniature
scenarios. They provide general insight to the problem of
few-shot learning. Another branch of works focus on the
more realistic settings, where a larger classifier is consid-
ered, as well as the availability of generic visual databases.
In order to gain more insight into the area of FSFG, we think
it’s necessary to compare algorithms from both of the branches.
Therefore, in this work, we re-implement some of the state
of art generic few-shot learning algorithms under the transfer
learning setting.

• Imprinting [30] is a non-meta transfer learning ap-
proach proposed for FSFG. It uses centroids of the
support-set directly as the segment of weights for novel
classes.

• Baseline [11] is a traditional softmax-based linear clas-
sifier with fine-tuning of the linear weights which is
empirically proved by Chen et al. to be competitive
on few-shot learning.

• Baseline++[11] is an improved version of Baseline [11]
that substitutes linear layer, instead uses cosine dis-
tance as the output of the classifier.

• Prototypical Networks [36] is one of the simplest yet
most competitive metric-based approach which adopt
the squared euclidean distance as the metric and the
centroid of the feature vector as the prototype.

• Matching Networks [35] leverages a full context em-
bedding module to maintain all samples from the support-
set and uses the cosine distance as the metric.

• FEAT [60] is a generic few-shot learning model which
uses attention-based feature level transformation layer
to obtain better prototypes for the support-set.

And the following methods specialized for fine-grained do-
main are compared:

• Piece-wise Mapping [46] adopts a bilinear encoder
and piecewise classifiers mapping module which was
tailored for FSGF. The performance supersedes all pre-
decessors but the dual feature extractor and the bilin-
ear pooling resulted in much larger computation con-
sumptions.

• PABN [48] targets at FSFG by proposing a low-rank
pairwise alignment bilinear network to capture the nu-
anced differences between images for learning an ef-
fective distance metric.

• BSNet [51] proposes to learn more discriminative and
less similarity-biased features from few shots of fine-
grained images which showed improvements.

• FOT [50] proposes foreground object transformation
module, in order to improve generalization on FSFG
tasks with data augmentation.

For Exp.A, as shown in Tab.3, our method out-performs
previous state-of-the-art model PCM [46] on all three datasets
tested. For generic algorithms we re-implemented on this
setting, it can be seen both the classical algorithms [11, 35,
36] and the more sophisticated algorithms such as [60] which
leads the performance on general domains such as miniIm-
agenet, comes up short in the fine-grained domains. More-
over, improvements can be observed in 1, 2, 5-shot settings
across all three datasets, where it is maximized in 1-shot set-
tings. The reason why the performance is more sensitive to
FR in 1-shot settings, is likely due to the absence of intra-
class data in 1-shot settings where inter-class difference is
more crucial. On the contrary, when more inter-class sam-
ples are given, it becomes over-powering so that inter-class
differences carry less weights.

Fig.4 are some randomly selected samples and their four
nearest neighbors from Exp.A to illustrate the results of our
algorithm both before and after the EAD is conducted. It
can be seen that phase two re-orders the similarity score for
most of the samples and it has the ability to identify distin-
guishing features across exemplars which explains why it is
statistically better than T1L.

As shown in Tab.4, it can be seen for the three datasets
we tested, general-domain models (the first block) are sig-
nificantly inferior than specialized models (second and third
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Table 3
The top-1 accuracy with 95% confidence interval measured across all novel classes of the
split from [46] on three different fine-grained datasets, CUB, Dogs and Cars respectively,
under settings of Exp.A, averaged over 200 episodes 15 queries each. Highest average
accuracy in each column is marked in bold. † indicates our re-implementation of the
original algorithm base on ResNet18 and pre-trained on Places dataset. ‡ indicates the
results reported in [46]. Note that results reported by [46] employs a double Alexnet. ’-’
denotes results not reported by previous works.

CUB Dogs Cars

N-shot 1 2 5 1 2 5 1 2 5

Imprint [30] † 32.23±1.26 42.69±1.33 53.82±1.61 31.87±1.36 42.19±1.58 53.18±1.86 30.26±1.55 41.78±1.58 52.10±1.83

Baseline [11] † 31.86±1.61 42.62±1.80 54.52±1.71 30.26±1.56 41.63±1.61 54.52±1.69 29.93±1.75 40.69±2.06 53.32±2.12

Baseline++ [11] † 34.26±1.72 44.58±1.96 53.57±2.31 33.21±1.55 43.15±2.01 52.72±1.71 32.22±1.70 42.92±1.86 51.97±1.81

Protonet [36] ‡ 35.16±1.09 46.09±1.31 57.12±1.76 35.56±1.23 45.10±1.71 55.73±1.62 34.24±1.82 44.18±2.13 53.89±2.28

Matchingnet [35] ‡ 37.16±2.06 45.16±2.13 55.82±2.56 34.11±2.01 43.92±2.16 53.12±2.46 32.86±2.31 43.32±2.04 52.92±2.16

FEAT [60]† 39.02±1.11 49.15±1.41 59.34±1.71 35.57±1.22 46.31±1.86 57.70±1.58 37.94±1.82 48.01±1.92 55.22±2.01

Piecewise Map [46] 42.10±1.96 - 62.48±1.21 28.78±2.33 - 46.92±2.00 29.63±2.38 - 52.28±1.46

T1L-IE(ours) 37.26±1.56 47.69±2.02 57.52±2.57 35.26±1.76 46.39±1.72 56.42±2.06 34.16±2.11 45.69±1.66 57.92±2.51

+FR(ours) 40.12±1.96 49.42±2.12 59.21±2.74 36.46±1.76 47.73±1.71 57.08±2.18 36.05±2.36 36.52±2.10 58.71±2.19

T1L-EE(ours) 40.26±2.17 49.69±1.91 60.52±2.31 37.36±1.74 49.39±1.86 59.42±2.31 35.26±2.08 46.29±2.36 58.52±2.46

+FR(ours) 43.42±2.01 51.32±2.56 62.01±2.27 38.96±1.90 50.73±2.12 61.08±2.56 37.05±1.86 47.70±2.09 60.12±1.92

Table 4
Top-1 accuracy with 95% confidence intervals on Exp.B, measured across 5-way novel
classes, averaged over 600 episodes 15 queries each. † indicates the results we re-implement
under the same backbone and settings. ‡ indicates the results reported in [50]. The first
block are generic few-shot learning methods. The second block are methods specialised in
fine-grained domains. The third block are model variants using the proposed technique.

CUB Dogs Cars

N-shot 1 5 1 5 1 5

Baseline [11]‡ 45.97±0.74 67.09±0.71 34.42±0.59 51.95±0.64 35.60±0.65 53.21±0.79

Baseline++ [11]‡ 61.08±0.84 79.28±0.68 42.01±0.73 62.52±0.72 46.64±0.80 65.29±0.73

MatchingNet [35]‡ 57.78±0.91 72.44±0.74 42.88±0.77 58.03±0.75 41.26±0.80 62.77±0.79

ProtoNet [36]‡ 44.53±0.83 75.28±0.70 37.32±0.75 59.09±0.71 30.46±0.64 61.89±0.77

FEAT [60]† 55.60±0.89 77.64±0.68 45.41±0.76 63.51±0.62 52.84±0.80 68.65±0.44

PABN [48] 63.56±0.79 75.23±0.59 45.64±0.74 58.97±0.63 53.39±0.72 66.56±0.64

BSNet(R&C) [51] 65.89±1.00 80.99±0.63 51.06±0.94 68.60±0.73 54.12±0.96 73.47±0.75

FOT [50] 67.46±0.68 83.19±0.43 49.32±0.74 68.18±0.69 54.55±0.73 73.69±0.65

T1L (ours) 67.28±1.19 81.43±0.92 50.10±1.11 67.73±1.2 53.30±1.11 71.90±1.51

+FR(ours) 71.04±1.21 83.44±0.94 52.12±1.14 70.83±1.09 56.80±1.23 74.10±1.65

block). Our method out-performs state-of-the-art on the bench-
mark tested in Exp.B. It also shows that even without the
further adaptation phase, T1L based solely on Metric-based
Infusion is alight under the best performance reported by
previous works such as PABN [48], BSNet(R&C) [51] and
FOT [50] under this setting which validate that dual metric-
based learning is effective on this setting but still shows lim-
itation when the model is not deeply adapted. The improve-
ments from T1L to T2L can be observed across three datasets
both 1-shot and 5-shot, especially for the CUB dataset which
are around 3.8% and 2.1% at 1-shot and 5-shot cases re-
spectively. It even out-performs the best performing previ-
ous work FOT which utilizes complex background extrac-
tion and deep data-augmentation techniques which introduces

substantial computation burden. It shows deep adaptation
could be the bottleneck for previously models.

5.4. No Meta-training Set
In the absence of well established ’in-domain’ meta-training

set, we compare methods from two categories. One cate-
gory is the generic FSL models which are designed to apply
for general few-shot learning problems [11, 36]. The other
one is Cross-domain Few-shot models [25, 59], which are
designed to bridge the gap between base and novel classes
under significant domain shift.

For the first comparison, we integrate it into Exp.A and
Imagenet train split becomes the only source of training data,
the results will be detailed along with the ablation study in
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Figure 4: Some random selected category to demonstrate the
classification results in Exp.A from the test set of the CUB
birds dataset. Leftmost column is the query samples. Column
2-5 is the 4 nearest neighbours ordered by their similarity to
the exemplar. For each group from a to c, the first row are the
results before adaptation, the second row are the results after.
Solid border indicates the ground truth if it appears in the list.

Section.5.5.
For the second comparison, we use the experimental set-

ting of previous publications where miniImageNet is adopted
as the base dataset and the validation split of CUB and Cars
as the novel dataset. Then the results are obtained under 5-
way bases. This experimental setting is with two considera-
tions: firstly, we want to see how the portion of the obtained
meta-training set effects the final results down to as few as 5
classes. Secondly, we want to compare results with some of
the prior arts which are usually tested under 5-way settings,
using the above datasets.

The results obtained across different Cm are shown in
Figure 5. The results are compared with two recently pro-
posed one-phase methods, namely FwT [25] and ATA [59].
It can be seen that the performance of our method peaked
when Cm = 20, which surpasses the best one-phase method
ATA. This accounts for evidence of our method being po-
tentially useful in more realistic situations where Dm is not
directly provided.

5.5. Ablation Study
There are a number of different ablated versions of the

proposed algorithm we want to do further analysis. Gener-
ally there are different design choices in both stages of T2L.

For phase one, as aforementioned, there are 4 different
combination of training agenda can be employed by stage
one. We propose in this paper that ’EE’ is the best choice
for end tasks that is under 1, 2, 5-shots. For phase two, the
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Figure 5: Accuracy with 95% confidence intervals on more re-
alistic situation where Dm is not directly provided but extracted
based on domain distance with varied Cm sizes. Comparing
methods are FwT [25] and ATA [59] which are one-phase based
and whose performances are obtained on the entire training set
all the time.

Table 5
Ablation study results using CUB and Dogs dataset from Exp.A
with 95% confidence interval. T1L has five different variants,
II, IE, EI, EE, MT where MT is the multi-task version. For
phase two adaptation we test random selection and FR, with
different hyper-parameters, but all based on T1L-EE models.
In phase two we report results after 200 epochs and EE trained
model to make the results non-trivial.

N-shot 1 2 5 1 2 5

T1L-II 35.16±1.69 44.33±2.01 57.52±2.12 33.12±1.42 43.30±1.89 54.02±1.73

T1L-IE 37.26±1.72 47.69±2.29 57.52±2.36 35.26±1.39 46.39±2.07 56.42±2.29

T1L-EI 36.21±2.09 45.12±1.99 57.76±2.30 34.67±1.68 45.54±2.20 55.47±2.02

T1L-EE 40.26±2.03 49.69±2.32 60.11±2.54 37.36±1.90 49.39±2.12 59.42±2.27

T1L-MT 31.86±1.12 41.45±1.69 53.68±1.90 29.26±1.22 40.68±1.79 52.50±2.21

random0.1 40.16±2.09 49.45±1.80 60.28±1.83 38.23±1.84 49.69±2.01 59.12±2.03

random0.3 39.86±1.95 48.15±1.90 59.63±1.84 37.66±1.57 47.92±1.76 58.52±2.12

random1.0 37.16±2.03 45.92±1.98 56.72±2.02 35.20±1.65 44.59±1.67 55.23±2.01

FR−0.15 38.01±2.01 47.45±1.98 59.86±1.92 35.21±1.67 46.87±1.98 59.82±2.21

FR0.3 41.96±2.12 50.01±1.94 61.68±1.80 37.16±1.93 49.69±2.02 61.32±2.12

FR0.15 43.42±2.01 51.32±2.56 62.01±2.27 38.96±1.90 50.73±2.12 61.08±2.56

Table 6
Impact of auxiliary dataset, using CUB and Dogs from Exp.A
with 95% confidence interval. Four groups divided horizon-
tally indicate results obtained with no auxiliary data, Places,
ImageNet and no meta-training set respectively.

N-shot 1 2 5 1 2 5

w/o T1L-EE 28.16±1.89 37.33±2.01 47.52±2.10 26.92±1.78 38.31±1.67 49.05±1.65

T2L-EE 31.22±1.89 39.25±2.09 49.20±2.12 28.06±1.57 39.80±1.95 51.43±2.03

Places T1L-EE 40.26±1.79 49.69±1.98 60.11±2.12 37.36±1.92 49.39±2.09 59.42±2.12

T2L-EE 43.42±2.01 51.32±2.56 62.01±2.27 38.96±1.90 50.73±2.12 61.08±2.56

Imgnet T1L-EE 50.89±2.16 60.02±2.24 70.50±2.69 45.08±1.99 55.46±2.12 65.41±2.40

T2L-EE 54.10±2.10 62.25±2.20 71.87±2.42 46.12±1.92 56.66±1.81 66.92±1.78

no-meta no-extract 29.56±1.19 37.62±1.28 48.30±1.42 26.31±1.12 35.39±1.29 42.41±1.32

-extract 38.91±1.71 49.37±1.56 57.01±1.37 33.32±1.50 42.73±1.42 53.12±1.36

key for this stage is the model reconfiguration procedure. We
ablate our model with random parameter selection under dif-
ferent global probability, namely 0.1, 0.3, 1.0. Note that se-
lection with probability 1.0 is equivalent to all parameters
enabled. On top of that, we want investigate a version of our
algorithm where Daux and Dm are used in a multi-task fash-
ion, which proves that the successive training assumption we
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made is valid.
Tab.5 presents results for ablation study on Exp.A (the

same setting as results reported in Tab.3). Note that some
of the training schemes over-fit from the first epoch, there-
fore their best performing model is the initialization config-
uration. Here we unanimously use 200 epochs to make the
results non-trivial. It can be seen that Metric-based Infusion
is beneficial to 1, 2 and 5-shot scenarios where its sensitivity
is in descending order, which is a phenomenon reported by
most meta-learning based algorithms, i.e., meta-learning are
capable of rendering the model to be more sensitive to few-
shot data, but its effectiveness will decrease when the shots
get larger. For the effectiveness of phase two, improvements
can be observed in all experiments reported in Tab.5 which
again indicates that FR is most sensitive in 1-shot scenarios
and remains helpful through out all settings evaluated. The
performance of T1L-MT, the multi-task version where both
datasets are trained simultaneously are inferior than the pro-
posed approach, which validates the hypothesize that differ-
ent datasets should train successively base on their relative
domain-distance to the target task.

Next, we analyse the impact of different auxiliary datasets
since our performance is partly attributed to the pre-training
on auxiliary data. Tab.6 presents results obtained based on
Exp.A with different settings of auxiliary data, i.e., without
Daux, with Places and with ImageNet respectively. It can
be shown that even the auxiliary data are from distant do-
mains, thanks to their huge volume and diversity, the per-
formances are boosted on the end task by a large margin,
e.g., 22.73% for 1-shot CUB in the case of ImageNet. For
Places dataset, the gap narrows to 11.10%. The reason is
partly due to that places dataset are from a more distant do-
main of CUB. Also even with a commensurate number of
total images, the places dataset affords much less classes and
a large inter class diversity, which is proved to be a negative
factor for few-shot learning by previous works [63].

The last block of Tab.6 labeled ’no-meta’ presents re-
sults obtained in the absence of no meta-training set. With
the previously introduced -based domain extraction tech-
nique, we are able to implement our model with a complete
two-phase training procedure, which can be seen significantly
out-perform the one-phase version of the same algorithm
which uses the Imagenet train split all at once. It can be seen
that even in the absence of meta-training set, it out-performs
the version where only in-domain meta-training set is used.

5.6. Over-fitting Tendency
For phase two of T2L, we proposed an adaptive recon-

figuration technique to facilitate FR fine-tuning. The num-
ber of epochs for this procedure is fixed to 200 through out
all our experiment. This value is not meticulously tuned for
each setting, but is shown to generally work well across all
datasets during the validation. We want to further analyse
here to see how different hyper-parameter choices of � in-
fluence the training loss, as well as the generalization per-
formance, after which we can have a general understanding
about how the above variations affect the over-fitting ten-
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Figure 6: Overfitting analysis on CUB-B. Results are recorded
at the end of each epoch, and averaged over 10 episodes each
sampled 20 queries. In group (a), "FR#" indicates the results
obtained by the proposed Feature Rediscovery algorithm with
� set to #, while "FR−#" is the reverse version where the least
important features are considered. In group (b), "Random#"
indicates random weight selection with a probability of #.

dency, and how does the model reconfiguration alleviates the
problem we emphasized in Section 1.

It can be seen from Fig.6 that even random enabling of
parameters can avoid over-fitting when only 10% of the weights
are chosen. However random version does not have observ-
able positive impact on the results. When the selection rate
gets higher, the over-fitting gets more severe and appears
more pre-maturely during training.

For our proposed approach, when the hyper-parameter
� is set to 0.15. When � is set to 0.3, 30% of the weights
get enabled, in which case the model still shows improve-
ment but less than the former setting and stronger tendency
to over-fit when the training continues. On the other hand,
when � is set at 0.15 but reverse the direction of the impor-
tance value, we refer to as FR−0.15. Even though the global
selection rate is similar to FR0.15, the model demonstrates
poor performance even worse than the random version, and
over-fitting tendency very prematurely, which suggests fine-
tuning the least important set of weights has strictly negative
impact on the performance which proves the validity of the
importance score. It also coincide with the theory that the
over-fitting is not simply dictated by the number of parame-
ters and degree of freedom, but also on the intrinsic quality
of the model.
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Table 7
The generalization performance of the proposed algorithm on
a deeper backbone which is ResNet50 with 95% confidence
interval, using CUB and Dogs from Exp.A.

N-shot 1 2 5 1 2 5

T1L-IE 39.76±1.40 50.02±1.65 59.78±1.87 37.86±1.23 48.95±1.49 58.02±1.76

+FR 42.32±1.95 51.42±1.86 60.21±1.80 38.46±1.28 49.73±1.49 59.56±1.68

T1L-EE 42.65±1.98 51.29±2.09 60.52±2.29 38.36±1.68 50.39±1.96 59.42±2.02

+FR 45.20±2.06 53.04±1.87 62.71±1.68 39.96±1.37 51.30±1.62 60.78±1.98

5.7. Deeper Backbones
To investigate the generalization performance of our al-

gorithm on deeper network architectures, we conduct abla-
tion study on Resnet50. In this experiment, we only com-
pare the performance of our algorithm’s different ablated
version, because most previous works didn’t report perfor-
mance on Resnet50 backbone, and re-implement them can
be restricted by GPU memory. For instance, Relation Net-
works [37] with a Resnet50 backbone, could take up more
than 100GB gpu memory, since we need to train it 100-way
5-shot, in order to achieve a reasonable performance.

Tab. 7 shows the performance of the proposed approach
on CUB dataset. It can be seen that ’EE’ training agenda
for phase one produce better results than any other ablated
version of the algorithm. And feature rediscovery procedure
in phase two improves the performance of the learned model
for a various ablated versions of the algorithms. Note that the
hyper-parameters n and � are exactly the same with that of
ResNet18, which is set to 200, 0.15 respectively.

5.8. Visualization
Fig.7 visualizes the percentage of weights been selected

by our approach on each layer when � is set to 0.15. Note that
this hyper-parameter can be seen as a global ratio for the pa-
rameter reconfiguration. But when it comes to each layer of
the feature extractor locally, the selection rate varies. It can
be seen for most convolution layers of the model, the prob-
ability of the weight been chosen for fine-tuning is between
0.1 and 0.2. Compared to random selection with a proba-
bility of 0.1, in which case the network over-fitting is large
alleviated, our algorithm brings performance improvement
which random selection fails to (Tab.5).

Fig.8 are the Class Activation Map [58] visualization on
five randomly selected samples from the validation set. The
hotter area indicates the image area that have bigger impact
on the output of the last convolution layer. It can be seen the
hot map is generally around the same area but more compact
which suggests that focus of the model has subtly shifted
after the Feature Rediscovery.

Fig.9 presents some qualitative results by visualizing the
feature extractor learning by our approach in the 2D space.
The dots with the same color denote the features generated
from different validation samples of the same category in
N. As shown in the figure, the features generated by ex-
hibit better category-separability and more centralized intra-
category aggregation.
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Figure 7: Visualization of the local selection rate in each layer
of ResNet18 with a global selection rate set to 0.15. It can be
seen that the average ratio of been selected by FR algorithm
is between 0.1 and 0.2, except for the first and last layer.
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Figure 8: Class Activation Map visualization of our model for
random samples from Exp.A. The first row are the original
image. The second and third rows are the heatmap generated
by T1L and T2L respectively. It can be seen the focus of the
model has shifted after the Feature Rediscovery.

6. Discussion

Leveraging generic visual database for FSFG is a simple
and intuitive idea which dates back to [30]. But the proper-
ties of fine-grained domain are not well explored. We con-
tribute to this idea by proposing a two-phase learning frame-
work and  − based domain extraction technique which al-
low fine-grained classification to excel on generic training
data.

Another of our key novelties lies in phase two, where
the model is fully adapted to few-shot data. Meta-learning
intend to optimize the learning process in order to accommo-
date few-shot data. In concept, the outer loop and inner loop
of meta-learning can be reckon as a two stage learning pro-
cess. However their adaptation procedures are proven to be
shallow [33]. We try to look at this problem from a different
angle which is motivated by the correlation between param-
eter space and vc-dimension. We found that a downsized
parameter space can effectively suppress over-fitting. And
moreover an adaptive model reconfiguration strategy can be
employed to have very positive effect.

In the future, it appears promising to use transfer learn-
ing techniques and train the model in an incremental fashion
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Figure 9: Visualization of the category classifiers generated
by T1L and T2L in 2D space by t-SNE. Each dot denotes
a generated classifier and different colors represent different
categories. This visualization is based on CUB Birds. For each
category, thirty samples are shown, each of which is obtained
via the feature embedding module.

ultimately improving generalization on fine-grained novel
classes. On the other hand, adaptive model reconfiguration
can be used as a technique to enhance certain capability of
the model, which is worth further exploring. In addition,
for the problem of training on very few samples, we only
explored refinement on one factor which is the model’s con-
figuration. For future work, other aspects of the training pro-
cess, such as the loss function itself could potentially be re-
vamped by tailoring to the few-shot domain.

7. Conclusion

In this paper, we addressed the practical and challeng-
ing few-shot fine-grained visual categorization problem. We
argue that a direction for improving generalization perfor-
mance is to explore Extended Adaptation. To this end, we
propose Tran-transfer Learning, which achieves EAD by learn-
ing three levels of datasets consecutively. Base on our pro-
posal that metric-based models can be generalized and have
implicit class representations with which explicit represen-
tation can be used inter-changeably, the chain of knowledge
transfer is complete by composing of two learning phases
concatenated together. The key novelty of our work lies in
how to adapt the model to the few-shot task which is ex-
tremely low on data and prone to over-fitting. By dissect-
ing the roots of this problem, we propose a CAAM-guided
model reconfiguration strategy by back-propagating most rel-
evant features which works adaptively with the training pro-
cess. The over-fitting is largely mitigated and a further im-
provement of performance up to 3.2% can be achieved. Through
comprehensive experiments on three popular fine-grained
image datasets and two different transfer learning experi-
mental settings, our method exhibits promising results.
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