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Generating Narratives of Video Segments to

Support Learning

Abrar Mohammed (Supervised by Vania Dimitrova)

School of Computing, University of Leeds, UK

Abstract. The predominance of using videos for learning has become
a phenomenon for generations to come. This leads to a prevalence of
videos generating and using open learning platforms (Youtube, MOOC,
Khan Academy, etc.). However, learners may not be able to detect the
main points in the video and relate them to the domain for study. This
can hinder the effectiveness of using videos for learning. To address these
challenges, we are aiming to develop automatic ways to generate video
narratives to support learning. We presume that the domain for which
we are processing the videos has been computationally presented (via
ontology). We are proposing a generic framework for segmenting, char-
acterising and aggregating video segments VISC-L which offers the foun-
dation to generate the narratives. The narrative framework designing is
in progress which is underpinned with Ausubel’s Subsumption theory. All
the work is being implemented in two different domains and evaluated
with people to test their awareness of the domains-aspects.

Keywords: Learning videos · Domain ontology · Video segmentation ·
Video characterisation · Video aggregation · Video narratives.

1 Problem Addressed

Videos have been widely used in various learning settings to facilitate inde-
pendent learning and are becoming a key platform for digital learning [9, 10].
However, there are major challenges that affect user engagement with videos.
Learners’ concentration span is reduced over time, which makes it hard to follow
long videos [13,16]. Also, video content complexity could affect the engagement
with videos and may cause confusion or boredom [15]. Consequently, learners
may have to watch videos many times and may not be able to identify the most
relevant key points in a video. This calls for finding new ways to identify the
main points in a video and to direct learners to the corresponding parts in the
video, and crucially, create narratives from these video parts to elaborate spe-
cific key points. These challenges are experienced at a scale with the increase
of both the amount of video footage available and the number of learners who
use videos for learning. Previous researches have different attempts to address
this issue by manually annotation important parts in the videos by teachers or
learners [5, 12]. To maintain the quality of the annotation some researchers use
ontologies [8,17]. However the manual attempts did not scale the process; hence
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an automated approaches are required to facilitate how to characterise segments
of videos, especially if the domain of the videos is represented with an ontology
(or a knowledge graph) [4,6]. Existing automatic ways for characterising videos
do not offer domain related annotation, not linking to the domain hierarchy
of the concepts mentioned in the videos. Moreover, existing studies have not
evaluated the impact of segmenting and characterising videos on learning.

To address these challenges, this PhD project poses the following research
questions: RQ1: How to characterise video transcripts for learning by using
domain ontology and past users’ comments? RQ2: How to automatically seg-
ment videos to identify segments which are suitable for learning? RQ3: How to
generate narratives from the characterised videos segments to support learning?

For RQ1, we were able to characterise predefined video segments by using
the video’s transcript, past users’ comments and the domain ontology to apply
semantic tagging . The output was characterised video segments with the focus
topic/concept mentioned in both the transcript and the users’ comments. This
work was published in [14]. When there are no predefined video segments, we are
proposing our generic framework for video segmentation, characterisation and
aggregation to support learning (VISC-L), which addresses RQ2 (see Figure 1).
The outcome of VISC-L, together with the domain ontology, will be used to
video generate narratives following the subsumption theory for learning (RQ3).

Fig. 1. Framework of Videos Segmentation and Characterisation for Learning VISC-L.

2 Framework Outline and Methodology

2.1 Framework Outline and Theoretical Underpinning

Input. VISC-L is based on two assumptions. Firstly, it is assumed that the
video transcript relates to the domain to be learned is providing a description of
what aspects of the domain are covered. The second assumption is that there is
a domain ontology Ω = {C,H} which includes the relevant domain concepts C
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linked in a concept hierarchy H. We use ci ⊂ cj to denote that ci is a subclass
of cj . The top level concepts in the concept hierarchy define the main domain
topics {T1, ..., Tm}. In order to identify the main topics in the video, as part of
the characterisation step, training data with domain topics as labels are needed.
This can either be created with expert annotators or collected from past user in-
teractions. when we applied our framework. We have used past user interactions
in one domain, and we will explore expert annotations in the other domain.

Output. The output of VISC-L is a set of aggregated video segments with a
start and end time in the corresponding video. Each video segment i is charac-
terised with a set of domain focus topics (top concepts in Ω) and a set of concepts
from the focus topics mentioned in the transcript of the video segment. Initial

Segments. Our video segmentation approach is inspired by text-tilling in text
segmentation - starting with smaller units (e.g. sentences) and aggregating them
to get larger coherent units (e.g. paragraphs). Hence, we include an initial seg-
mentation step where the video transcripts are cut into small segments that are
used as a starting point for aggregation. Initial segments can be done by using
certain number of text lines (e.g. we are using 6 lines) or by using pre-defined
segments (e.g. as when we applied our semantic tagging algorithm in one of the
domain where we have used high attention intervals from past interactions).

Segment Characterisation. In order to aggregate the initial segments, we
need to identify what domain content is presented in each segment. This is done
during the segment characterisation step which links each video segment i with
a set of focus topics Ti and a set of concepts Ci. To do so, we propose to use two
algorithms: semantic tagging and topic classification. The semantic tagging

algorithm links each video segment to focus topics and concepts by mapping the
terms from the ontology to the text in the video transcript. The algorithm first
pre-processes the transcript, including: (a) tokenisation; (b) cleaning from stop
words and punctuation; (c) selecting nouns and noun phrases from the tran-
script; (d) matching the ontology terms to the noun phrases. If there is a match
between the transcript noun phrases and the ontology, the ontology concept ci
will be identified (tagged to the text), noting also the path to reach a top-level
concept. As a result, each segment i is linked to a set of focus topics and their
corresponding concepts; we denote this as < T 1

i , C
1

i > (where 1 indicates that
this is an output from the first segment characterisation algorithm). A key chal-
lenge for this algorithm is word sense disambiguation - we need to disambiguate
the topics based on the context, which is done with the second algorithm.

The second algorithm is a topic classifier which identifies a domain topic
based on the context of that topic. Following the latest development in natural
language processing, we use Bidirectional Encoder Representations from Trans-
formers (BERT) [7] as a topic classifier. BERT embeds pre-trained deep bidirec-
tional representations from unlabelled text by jointly conditioning on both left
and right context in all layers. Accordingly, it can be fine tuned with just one
additional output layer to create state-of-the-art models for different language
tasks, topic classification in this case. First, the BERT model is fine-tuned using
training data with domain topic labels. The fine-tuned model is used as classi-
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fier to link each segment i to domain topics T 2

i (2 indicates an output from the
second segment characterisation algorithm). The last step in segment character-
isation is to combine the outputs from both algorithms. For each segment
i, the outcomes from both algorithms < T 1

i , C
1

i > and T 2

i are combined by in-
tersecting the focus topics T i = T 1

i ∩ T 2

i and selecting the concepts Ci from C1

i

that belong to Ti. Each segment is characterised by < Ti, Ci > - a set of focus
topics and their concepts.

Segments Aggregation. Following the text-tilling approach, small seg-
ments will be aggregated in larger segments. To maintain the flow of information
within adjacent segments, we have developed an aggregation algorithm based on
Thematic Progression Theory [3]. This theory has been widely used for cre-
ating coherent text, and states that a good written text should have a relation
between theme (which is the main clause) and rheme (which is the remainder
of the text used to develop the theme). Three patterns for coherent text are
suggested: Constant theme (when the first theme in one sentence is carried on
and used at the beginning of the second sentence); Linear theme (the important
message in a rheme of one sentence is carried on a theme in the second sentence),
and Split theme (a development of a rheme with important information is used
as themes in the subsequent sentence).

We adapt the Thematic Progression Theory theory when we aggregate adja-
cent segments to indicate coherent parts within videos. We associate the focus
topic with the segment’s theme and the focus concepts with the segment’s rheme.
We propose a linear aggregation with interpolation algorithm. The linear
theme pattern was selected as the most appropriate, as it allows to keep a contin-
uous focus topic and at the same time to take into account the specific concepts
within that topic. Some segments can be without characterisation (i.e. it is not
possible to link the video transcript to domain concepts), which can be because
the speaker is silent or is digressing from the domain. If we look strictly for
adjacent segments, these gap segments which break the topic flow will lead to
starting a new aggregate. To smoothen the aggregation, we use interpolation. If
the segments before and after a gap segment have common focus concepts, it
is assumed that the common concepts spread across the three segments. Hence,
the gap segment will be interpolated in the aggregated segment.

To generate video narratives, the video segments are combined following the
Ausubel’s Subsumption Theory for meaningful learning [2]. According to
this theory, a primary process in learning is subsumption in which new mate-
rial is related to relevant ideas in the existing cognitive structures derived from
learning experiences. According to the subsumption theory, there are four types
of subsumption: Derivative, Correlative, Super-ordinate and Combinational. We
are aiming to automate the linking of video segments to generate narratives by
following the focus topics and concepts in them using the hierarchical of the
concepts in the domain ontology. Our narratives work using Ausubels’ theory is
motivated by its successful adoption for meaningful learning by using concept
maps [1,11] that allow learners to group information in related modules making
the connections between modules more apparent.
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2.2 Methodology

We have adopted a data-driven approach to generate narratives from videos
by first: segmenting videos, characterising video segments, aggregating adjacent
segments and creating narratives from these segments. Our data set is either
available videos collected by other researchers or to be collected using the search
schema we have designed by utilising ontology terms to search for videos avail-
able on social learning platforms (i.e. YouTube) as follows: <Domain Name,

Topic Name, Concept Name>. The input to our work is the video transcript
and the domain ontology. Additionally, we need training data labeled with do-
main topics. Based on this, we can apply our segmentation, characterisation and
aggregation framework (VISC-L). The output segments will provide the founda-
tion to generate video segments narratives. The narratives will be generated by
applying the narratives framework in two different domains and evaluate them
with people to test their awareness of the domain aspects and their possible
effect on their life.

2.3 Progress to Date

The work on characterising video segments using domain ontology and videos-
past users’ comments and videos transcript has been published in [14]. Addition-
ally, we have applied VISC-L framework in a domain (Presentation Skill). The
result have been evaluated with learners by comparing the usability, perceived
usefulness, mental demand and the learning impact of the characterised video
segments generated by our work and by using the Google outcome. This work
is submitted to another conference and is currently under review.

The next step in this PhD research is to design, apply and evaluate the narra-
tive framework in one domain (Presentation Skill). After that VISC-L framework
and the narrative framework will be be applied and evaluated in another domain
(i.e. health domain-COPD).

3 Expected Contribution

We propose a novel way to create narratives from video segments to support
learning which is underpinned by pedagogical theories and utilises natural lan-
guage processing. Our main contribution is the designing of two generic frame-
works - one for videos segmentation, characterisation and aggregation for learn-
ing (VISC-L) and the other one for generating narratives from video segments.
The work is being applied in two soft skills domains - presentation skills (giving
pitch presentations) and healthcare (patient’s quality of life needs assessment).

Acknowledgements. The application in the healthcare domain is funded
by the the European Union’s Horizon 2020 research and innovation programme
under grant agreement No 825750 (InADVANCE project).
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