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How the choice of more risk-sensitive capital requirements by some banks influences
average borrowing costs for their customers remains an open question. By exploiting
cross-country manually collected capital requirement data, we find higher portfolio loan
spreads in banks that compute a larger share of these requirements for the loan portfolio
through internal rating-based (IRB) models. This result is driven by larger IRB adopters
operating in credit markets with low competition from banks computing capital require-
ments with the less risk-sensitive standardized models, by IRB adopters in credit markets
where borrowers have more limited funding opportunities, and by IRB adopters in mar-
kets characterized by lower levels of political connectedness. Our results contrast with
theoretical predictions suggesting that the heterogeneity in risk weights induced by IRB
models should reduce average borrowing costs for bank customers. Instead, we show that
IRB adopters do not fully incorporate the decrease in capital requirements obtained with
these models into their pricing policies when competitive and political pressures are low.

Introduction

It is a widely held view that the level of riski-
ness underlyingmanagerial decisionswill affect the
realized profitability (Delis, Hasan and Tsionas,
2015). In the context of banks, managerial deci-
sions are influenced, among other things, by the
applicable capital regulation (Ayadi et al., 2021).
Depending on how risk-sensitive the regulatory
framework is, bank managers might apply differ-
ent business strategies, possibly achieving different
performance outcomes (Nguyen,Nguyen and Sila,
2019). With this paper, we are the first to uncover
how the use of more sensitive methodologies to
assess credit risk, by some banks, influences their
lending spreads, and how this relationship varies
depending on the type of banking system and the
level of political connectedness.

The presence of regulations that link bank cap-
ital to lending risk with the purpose of ensuring
bank stability is a key peculiarity of the bank-
ing industry (Berger and Bouwman, 2013). Since
the adoption in 2006 of the revised regulatory

framework known as Basel II, banks can use in-
ternal rating-based (IRB) models to quantify their
capital requirements for the loan portfolio. With
these models, banks estimate the probability of
default (PD) of each borrower and, often, other
credit risk parameters.1

The general consensus emerging from previous
studies is that IRB models reduce the capital
requirements of a bank and increase the hetero-
geneity of the requirements that a bank applies
across different borrowers (Abbassi and Schmidt,
2018; Behn, Haselmann and Wachtel, 2016;
Benetton, 2021; Glancy and Kurtzman, 2022;
Plosser and Santos, 2018). Theoretical studies
suggest that we should then potentially observe
a decrease in the loan portfolio spread of banks
opting for IRB models (Repullo and Suarez, 2004;
Ruthenberg and Landskroner, 2008). This de-
crease materializes if the heterogeneity in capital
requirements generated by IRB models (namely,

1We provide an extensive institutional background in
Section A of the Online Appendix.
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penalizing riskier borrowers and rewarding safer
ones) is properly priced in lending contracts and
if competitors in the credit market employ the less
risk-sensitive standardized approach to quantify
capital requirements. Ultimately, a bank’s average
margins should decrease with the use of IRBmod-
els, signalling a reduction in average borrowing
costs (Repullo and Suarez, 2004).

In this paper we test the empirical validity of
the above theoretical arguments. To this end, we
offer the first analysis on how IRB models are
associated with the spread of the loan portfolio
of IRB adopters relative to non-adopting banks
and document how this association is influenced
by the competitive pressure from standardized
banks, by the type of lending relationship and by
the level of political connectedness.2 Our study
enhances, therefore, our understanding of whether
IRB models matter for bank performance and of
the potential business consequences of regulatory
restrictions introduced from 2022 on their use (see
Basel Committee on Banking Supervision, 2017;
EBA, 2019; Federal Register, 2014).

We conduct our analysis using a unique cross-
country dataset covering the period from 1992 to
2016, including 2,191 banks located in 40 high-
income countries. From the year of the adoption
of Basel II in each country, and for each bank, we
manually collect information on the use of the IRB
approach and measure the relative importance of
this approach in quantifying a bank’s capital
requirements for credit risk. Therefore, differ-
ently from previous cross-country studies on IRB
adopters (Beltratti and Paladino, 2016; Cucinelli
et al., 2018; Mariathasan and Merrouche, 2014;
Vallascas and Hagendorff, 2013), our focus is
on measuring the share of risk-weighted assets
(RWAs) of credit exposures computed using IRB
models (over the total RWAs for credit risk, which
can be computed using both the standardized
approach and the IRB methodologies). We term
this ratio ‘IRB Intensity’ and use it to capture how
intensively our sampled banks employ IRBmodels
to quantify the credit risk used to comply with
regulatory objectives.

2We use the phrase ‘standardized banks’ or ‘SA adopters’
to indicate banks exclusively adopting the standardized
approach (SA) to quantify the capital requirements for
credit risk. Those adopting (at least in part) IRB models
are termed ‘IRB adopters’ or ‘IRB banks’.

In the theoretical arguments that postulate
an impact of IRB models on the loan portfolio
spread, high-risk borrowers should avoid credit
relationships with IRB banks, as they can obtain
cheaper credit from standardized banks, while
safer borrowers would obtain cheaper funding
from IRB banks compared to the previous reg-
ulatory regime. From this perspective, we should
empirically observe lower capital requirements
for IRB banks compared to Basel I and an im-
provement of the quality of their loan portfolio.
Examining if this is the case in our sample, we
document that IRB models indeed reduce capital
requirements, but we only find partial evidence
indicating that this effect is associated with an
improvement in loan portfolio quality.

We next move to our main focus and examine
whether the reduced capital requirements achieved
by IRB banks decrease the loan portfolio spread
because of lower average borrowing costs for bank
customers. We estimate panel data models based
on conventional analyses on the determinants of a
bank’s loan portfolio spread (defined as in Abedi-
far, Molyneux and Tarazi, 2018), with the addition
of our measure of how much banks intensively
employ IRB models. Against the theoretical pri-
ors discussed previously, we find that as banks
rely more heavily on IRB models to compute the
capital requirements for credit risk, the spread of
the loan portfolio increases and does not decrease.
Our key conclusion holds under a number of
alternative settings and is robust to endogeneity.
We then provide several tests to understand the
rationale behind the positive association between
spread and IRB Intensity.

Overall, our empirical findings reveal that the
introduction of more risk-sensitive capital require-
ments has affected banks’ business management,
with a consequent improvement of banks’ lending
spreads as banks rely more heavily on IRB models
for regulatory purposes. The significant reduction
of capital requirements for IRB adopters could
potentially be due to a strategic use of risk-based
models, namely IRB banks underestimating their
risk exposures in an attempt to save capital (Be-
gley, Purnanandam and Zheng, 2017; Colliard,
2019). Although the enhancement of banks’ prof-
itability is usually desirable from a regulatory
standpoint (being suggestive of bank viability),
if this is achieved via risk under-reporting, then
our results are supportive of regulatory inter-
ventions aimed at mitigating banks’ discretion in

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Internally-Assessed Bank Capital Requirements and Loan Portfolio Spreads 3

determining their RWAs. The phased-in imple-
mentation of Basel III reforms – ultimately aimed
at restoring reliability in the calculation of RWAs
and enhancing the comparability of banks’ capital
ratios – should be leaning towards this outcome.
However, the implications of such changes for
a bank’s performance are not easily predictable.
Indeed, it might well be that IRB banks will still
be able to charge borrowers with higher spreads
– despite the mitigated risk-sensitivity of capital
requirements – if they hold a dominant position
in the lending market and do not face political
pressures.

Our paper contributes to recent work highlight-
ing the importance of within-bank heterogene-
ity of risk weights for the pricing decisions of
IRB banks in certain lending categories (Benetton,
2021; Benetton et al., 2021; Glancy andKurtzman,
2022). The consensus is that higher risk weights
lead to more penalizing pricing decisions in line
with models where the additional costs due to in-
creased capital requirements are somehow charged
to borrowers since equity is amore expensive fund-
ing source for banks.We expand this work by look-
ing at the implications of risk-weight heterogene-
ity across banks competing for the same borrowers
and in the presence of potential frictions in the way
borrowers and lenders match. To this end, we build
on the theoretical work of Repullo and Suarez
(2004) and Ruthenberg and Landskroner (2008).

Finally, and more generally, our study is linked
to the literature on IRB models and bank be-
haviour. This literature focuses on the impact of
these models on the regulatory risk weights and
regulatory capital (Beltratti and Paladino, 2016;
Mariathasan and Merrouche, 2014; Plosser and
Santos, 2018; Vallascas andHagendorff, 2013) and
highlights the procyclicality issues arising from
their adoption (Behn, Haselmann and Wachtel,
2016; Repullo and Suarez, 2013). Different from
our analysis, none of these studies offers evidence
on whether the use of the IRB models results in
any effect for the risk–return trade-off in the tradi-
tional intermediation function of a bank, despite
this trade-off being closely related to how banks
manage their exposure to credit risk.

Literature and hypotheses

Several empirical studies have highlighted how
within-bank variation in risk weights generated

by the use of IRB models affect loan rates
(Benetton et al., 2021) or loan volumes (Behn,
Haselmann and Wachtel, 2016; Fraisse, Lé and
Thesmar, 2020). It is a widely held view that bor-
rowers with higher capital requirements are re-
quired to pay higher borrowing costs (Benetton,
2021; Benetton et al., 2021; Glancy andKurtzman,
2022). This finding can be explained using models
where equity is a more expensive funding source
for banks and the additional costs due to capital
requirements are charged to borrowers (Kashyap,
Stein and Hanson, 2010; Slovik and Cournède,
2011).
The effect of IRB models on the heterogene-

ity of risk weights is at the core of theoretical
frameworks on how these models influence the
loan portfolio spread (Repullo and Suarez, 2004;
Ruthenberg and Landskroner, 2008) and the
distribution of market shares between large and
small banks in the lending market (Hakenes
and Schnabel, 2011). The influence is due to the
higher risk sensitivity of IRB models compared
to standardized models that should result in an
increase in price discrimination across borrowers,
with higher rates applied to riskier borrowers and
lower rates to safer ones, with implications for
bank–borrower matching (Repullo and Suarez,
2004; Ruthenberg and Landskroner, 2008).
Specifically, in the model of Repullo and Suarez

(2004), based on a perfectly competitive credit
market, riskier borrowers should avoid matching
with IRB banks and search for cheaper lending
opportunities from standardized banks. Ruthen-
berg and Landskroner (2008) achieve a similar
conclusion in a setting wherein banks operate
under uncertainty in an imperfectly competitive
market and when they consider both corporate
and retail borrowers. In these theoretical frame-
works, if the impact of capital requirements is
fairly reflected in the portfolio pricing policy of a
bank, IRB banks should then observe a decrease
in their loan portfolio spreads accompanied by
an improved quality of the same portfolio (and
consequently improved regulatory capital ratios
independently of any regulatory arbitrage).
While IRB models lower capital requirements

for safer borrowers, and this should potentially re-
sult in lower rates for these borrowers compared
to the pre-adoption period, there are no reasons
forcing adopters to offer these borrowers lower
rates than standardized banks. Indeed, IRB banks
might still attract these borrowers, or maintain

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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4 Mascia

existing lending relationships, by simply matching
the pricing conditions of competing standardized
banks.

The above arguments imply that IRB banks
might selectively incorporate the impact of capi-
tal requirements across risk categories in such a
way as to increase, and not decrease, the over-
all performance of the loan portfolio. Ultimately,
how the use of IRB models influences the loan
portfolio spread via an impact on borrowing costs
is ex ante unclear and remains an unanswered
question. Answering this question would increase
our understanding of the full range of implica-
tions of IRB models on the banking business and
whether lower capital requirements benefit bank
borrowers.

Therefore, based on the arguments from the
aforementioned literature, we propose the follow-
ing hypotheses:

H1a: The greater the IRB Intensity, the lower the
bank’s spread.

H1b: The greater the IRB Intensity, the higher the
bank’s spread.

The models proposed by Repullo and Suarez
(2004) and Ruthenberg and Landskroner (2008),
although based on different designs of the lend-
ing market, implicitly assume no frictions in
the selection of lenders by borrowers. Devia-
tions from this assumption might affect how
IRB lenders incorporate the heterogeneity in risk
weights in pricing decisions. More specifically,
these theoretical frameworks require that riskier
borrowers have no constraints or disincentives
in selecting an alternative lender when loan rates
by IRB banks increase. However, risky borrow-
ers might find it difficult to switch to a different
lender, especially in banking markets wherein the
competitive pressure from standardized banks
is not sufficiently strong. Furthermore, in these
theoretical settings, borrowers that avoid credit
relationships with IRB banks implicitly signal
to outsiders that they are riskier than their com-
petitors; some risky borrowers might prefer to
avoid the reputational damage from this signal.
We therefore formulate our second hypothesis as
follows:

H2: The lower the competitive pressure from stan-
dardized banks, the greater the bank’s spread
charged by IRB adopters.

In addition to finding it difficult to switch lender
when the competitive pressure from standardized
banks is not sufficiently strong, risky borrowers
might also struggle to turn to a different bank
when relationship lending is predominant and
pricing is not always the main driver of lender–
borrower matching (Berger and Udell, 2002).
More generally, in markets wherein relationship
lending is the main technology, banks have the
ability to privately observe proprietary infor-
mation about the borrower (Berger et al., 2021;
Cowling and Sclip, 2022) which cannot be trans-
ferred to other lenders, thereby determining a
lock-in effect and, consequently, a switching cost
for the borrower (Degryse and Ongena, 2005;
Degryse and Van Cayseele, 2000). In such a set-
ting, wherein banks gain monopoly power over
the borrower relative to competing lenders, it
is also likely that borrowing costs increase as
the bank–firm relationship matures (Degryse
and Van Cayseele, 2000; Ioannidu and Ongena,
2010; Kysucky and Norden, 2016). We therefore
hypothesize:

H3: The greater the importance of relationship
lending, the greater the bank’s spread charged
by IRB adopters.

As opposed to the above, borrowers could be
favoured in contexts wherein banks are character-
ized by a higher degree of political connectedness.
Indeed, managerial decisions in politically con-
nected banks may follow logics that deviate from
the optimum, in an attempt to favour borrowers.
In other words, politically connected institutions
are more likely to pursue political objectives at the
banks’ cost, thereby undermining bank perfor-
mance. For instance, there is evidence that political
connections may squeeze bank interest margins
(Carretta et al., 2012; Micco, Panizza and Yanez,
2007; Papadimitri and Pasiouras, 2023). In con-
trast, borrowers may be penalized when the degree
of political connectedness is lower. Indeed, banks
that are not confronted with political pressures
can achieve better performance outcomes, through
their lending function, by charging borrowers with
higher spreads. We thus hypothesize:

H4: The lower the level of political connectedness,
the greater the bank’s spread charged by IRB
adopters.

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Internally-Assessed Bank Capital Requirements and Loan Portfolio Spreads 5

Data and methodology
The sample of banks

Our dataset contains cross-country yearly data
on banks’ balance sheets and income statements
for the period spanning from the year a country
adopted Basel I (which varies country by coun-
try) to 2016. The cross-country dimension of our
study ensures the presence of a large number of
IRB banks in the sample. Furthermore, it gives
us the opportunity to exploit cross-country differ-
ences to assess the potential drivers of our find-
ings. However, we reduce the influence of omitted
country controls and confounding factors, by fo-
cusing only on high-income countries (as defined
by theWorld Bank) and requiring that these coun-
tries have adoptedBasel II by the end of the sample
period. Furthermore, as discussed in the ‘Depen-
dent variable’ section below, our econometric set-
ting employs country× year fixed effects to control
for time-varying country factors.3

We take accounting data from BankScope (for
the period up to 2014) and from Orbis-Bank
Focus (for 2015 and 2016). Both databases pro-
vide accounting data in a standardized manner,
thus favouring cross-country comparisons. Since
our focus is on the regulatory measurement of
capital requirements for credit risk, we select only
banks involved in lending and subject to capital
requirements (commercial, cooperative, savings
and mortgage banks).

To avoid duplicates from banks that are consol-
idated within the balance sheet of another bank,
and contamination effects due to differences in
how banks within the same group, but located in
different countries, measure capital requirements,
we keep only accounting information from the
unconsolidated annual report as in Lepetit, Saghi-
Zedek and Tarazi (2015) and De Mooij and Keen
(2016). This choice allows us to achieve a more
precise assessment of the impact that the use of the
IRB approach has on the return of a bank’s loan

3To mitigate potential concerns related to the sampled
countries being heterogeneous along some dimensions
(e.g., institutional background), for robustness we run
our baseline tests utilizing a different country grouping.
Specifically, we employ a subsample of banks chartered in
OECD countries only (therefore excluding the Bahamas,
Bahrain, Croatia, Cyprus, Hong Kong, Kuwait, Malta,
Qatar, Russia, Saudi Arabia, Singapore and the United
Arab Emirates). Unreported results reveal our key find-
ings are corroborated when we employ such a subsample.

portfolio and to also tightly link the loan portfolio
to a specific lending market. We include consoli-
dated statements only when unconsolidated data
are not available (Lepetit, Saghi-Zedek and Tarazi,
2015). This choice affects 15% of our sample.4

Finally, we select banks that (based on a yearly
country ranking as defined by BankScope/Orbis-
BankFocus) are classified among the top 50 largest
banks within a country by total assets at least once
throughout the sample period. This criterion leads
to some countries having more than 50 banks in
the sample as banks enter and exit the yearly coun-
try ranking. Equally, some countries have less than
50 banks in the sample because of the small num-
ber of banks in their banking system. Our sam-
ple selection reduces the degree of concentration
of the sample in a small number of countries and
restricts the number of annual reports we have to
inspect to construct the key variable for our anal-
ysis.5 Furthermore, provided that large banks are
typically the ones most likely to adopt the IRB
methodologies (Behn, Haselmann and Vig, 2022;
Gornall and Strebulaev, 2018), the use of such a
size filter – by limiting the tail of non-IRB adopters
– offers the advantage of reducing the heterogene-
ity between adopters and non-adopters of IRB
models.6

Our final sample consists of 25,020 bank-year
observations from 2,191 banks chartered in 40
countries and represents (on average) about 80%
of the total bank lending in the selected countries.
Table 1 provides the distribution of the total num-
ber of observations and the number of banks by
country.

The new IRB database

Our key explanatory variable is a measure of
the importance of the IRB models to assess the
capital requirements for credit risk. To construct
this variable, we compile a unique dataset on the

4Our results remain similar if we exclude these banks from
the sample.
5The sample also excludes 4% of observations for which
we were unable to gather information on the credit risk
approach adopted with Basel II.
6While we acknowledge that some large banks in ‘country
A’might still be small relative to banks in ‘country B’, this
does not represent a problem in our setting. Indeed, these
cross-country differences are not relevant in our empirical
setup provided that, with the inclusion of country × year
fixed effects, we are modelling within-country differences.

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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6 Mascia

Table 1. Sample distribution by country

Banks Observations

Number Percentage Number Percentage

Australia 57 2.60 562 2.25
Austria 89 4.06 1,139 4.55
Bahamas 32 1.46 242 0.97
Bahrain 14 0.64 168 0.67
Belgium 81 3.70 860 3.44
Canada 89 4.06 778 3.11
Croatia 49 2.24 545 2.18
Cyprus 17 0.78 121 0.48
Czech Republic 38 1.73 475 1.90
Denmark 76 3.47 1,152 4.60
Finland 23 1.05 208 0.83
France 143 6.53 1,563 6.25
Germany 131 5.98 1,866 7.46
Greece 30 1.37 316 1.26
Hong Kong 32 1.46 281 1.12
Iceland 22 1.00 124 0.50
Ireland 22 1.00 158 0.63
Israel 16 0.73 197 0.79
Italy 107 4.88 1,367 5.46
Japan 80 3.65 1,302 5.20
Kuwait 7 0.32 140 0.56
Luxembourg 102 4.66 1,106 4.42
Malta 13 0.59 129 0.52
Netherlands 63 2.88 446 1.78
Norway 73 3.33 870 3.48
Poland 69 3.15 746 2.98
Portugal 35 1.60 396 1.58
Qatar 5 0.23 81 0.32
Republic of Korea 34 1.55 303 1.21
Russian Federation 64 2.92 495 1.98
Saudi Arabia 11 0.50 226 0.90
Singapore 21 0.96 209 0.84
Slovakia 22 1.00 241 0.96
Slovenia 27 1.23 330 1.32
Spain 105 4.79 1,219 4.87
Sweden 57 2.60 755 3.02
Switzerland 128 5.84 1,363 5.45
United Arab Emirates 19 0.87 369 1.47
United Kingdom 78 3.56 704 2.81
United States 110 5.02 1,468 5.87
Total 2,191 100.00 25,020 100.00

adoption of Basel I and Basel II at the coun-
try level by gathering information from various
sources including Barajas, Chami and Cosimano
(2005). Section B of the Online Appendix de-
scribes in detail the construction of the database.
The date of implementation of Basel I defines the
beginning of our sample period for each coun-
try. The adoption date of Basel II identifies the
period from which we retrieve manually, for each
bank, the credit risk measurement model that is
employed for regulatory purposes.

From the inspection of the annual reports, we
identify (i) what approach (or approaches) a bank
has adopted year by year and (ii) what share of
the credit portfolio has been allocated to each
approach. Our key explanatory variable (IRB
Intensity) is defined as follows:

IRB Intensityi,t = RWAIRB_Credit_Riski,t

RWATotal_Credit_Riski,t
(1)

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Internally-Assessed Bank Capital Requirements and Loan Portfolio Spreads 7

Figure 1. Evolution of the importance of the IRB approach to measure credit risk [Colour figure can be viewed at wileyonlinelibrary.com]
The figure shows the evolution of the measures of IRB Intensity, in terms of years of implementation, by IRB adopters. The vertical axis
plots the average and 3-year moving average of IRB Intensity based on the number of years of implementation at the bank level.

where the numerator is the value of the RWA of
credit exposures computed using IRB models by
a bank i at time t, while the denominator is the
total RWA for credit risk. A value of zero indi-
cates that banks do not employ the IRB approach
and a value of one that a bank computes capi-
tal requirements for credit risk using only the IRB
approach. Compared to a simple categorization
based on an IRB dummy variable, our IRB vari-
able allows us to achieve a more refined distinction
not only between IRB adopters and other banks,
but also within the sample of adopters. For in-
stance, in 2016 two large banks, such as HSBC
and Banco Santander, are both classified as IRB
adopters in our sample. However, while the first
bank has a value of IRB Intensity close to 80%,
the second reports a value well below 50%.

Approximately 32% of the sample belongs to
a period where banks can employ the IRB ap-
proach. Figure 1 reports the yearly average and the
3-year moving average of IRB Intensity based on
the number of years of adoption by each bank.We
construct this figure starting from the first year we
classify a bank as an IRB adopter. As a result, the
first values we report in Figure 1 are the average

of IRB Intensity during the first year of adoption
and the average in the first 3 years of adoption by
the subsample of IRB adopters.7

The figure shows that the IRB adopters increas-
ingly use the IRB approach for regulatory pur-
poses. There is, therefore, not only cross-sectional
variation in how banks use IRB models, but also
time-series variation.

Dependent variable

The dependent variable is the difference between
interest income scaled by total earning assets and
interest expenses scaled by interest-bearing liabil-
ities (Spread). A similar measure has been used
in several previous studies (see, e.g., Abedifar,
Molyneux and Tarazi, 2018).

7For instance, consider a Japanese bank and a British
bank that started adopting the IRB methodologies in
2006 and 2008, respectively. The values of IRB Intensity
for those two banks, observed in those years, will thus be
used to compute the ‘Year 1’ mean of the IRB Intensity
variable. The values observed in the following years will
then contribute to calculate the ‘Year 2’ mean, ‘Year 3’
mean, and so on.

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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8 Mascia

Table 2. Summary statistics

Observations Mean SD Min Median Max

Panel A: Key explanatory variable
IRB Intensity Risk-weighted assets (RWAs) (of the

credit exposures) obtained from the
IRB methods, over the total RWAs of
the credit exposures

25,020 0.062 0.219 0.000 0.000 1.000

Panel B: Dependent variables
Spread Difference between interest income

scaled by total earning assets and
interest expense scaled by
interest-bearing liabilities

25,020 0.020 0.018 −0.028 0.017 0.109

Loan Spread Difference between a bank’s interest
income on loans scaled by gross loans
and interest expense scaled by
interest-bearing liabilities

17,156 0.054 0.110 −0.027 0.028 0.888

Panel C: Bank controls
Size Log transformation of bank total assets

(in constant 2012 thousand US
dollars)

25,020 15.584 2.121 7.542 15.653 21.922

Equity Equity over total assets 25,020 0.091 0.079 0.008 0.071 0.631
Deposits Customer deposits over total assets 22,608 0.545 0.259 0.001 0.601 0.933
Liquidity Liquid assets over total assets 22,608 0.208 0.188 0.001 0.150 0.896
NII Non-interest income over total earning

assets
22,608 0.015 0.024 −0.008 0.009 0.220

LLP Loan loss provisions over gross loans 22,608 0.008 0.016 −0.024 0.004 0.126
Cost-to-Income Overheads over total operating income 22,608 0.651 0.297 0.043 0.622 2.394
Market Leader A dummy that takes a value of one when

the ratio of gross loans of bank i at
year t over the sum of bank loans at
the country level (taken from the
World Bank) in year t is above the 75th
percentile of the yearly sample
distribution

22,608 0.266 0.442 0.000 0.000 1.000

In additional tests we use an alternative, and
more refined, measure of the portfolio lending
spread; namely, we calculate Loan Spread as the
difference between a bank’s interest income on
loans scaled by gross loans and interest expenses
scaled by interest-bearing liabilities (similar to
Carbó Valverde and Rodríguez Fernández, 2007;
Lepetit et al., 2008). This measure is, however,
available only for a much smaller number of ob-
servations in our sample (17,156) and this would
amplify the risk that our findings are driven by se-
lection bias. As a result, we identify Spread as our
main dependent variable. Panel B of Table 2 re-
ports descriptive statistics for the dependent vari-
ables.

Econometric approach

We use a panel within estimator that controls for
unobserved bank heterogeneity caused by factors

that remain constant across the sample period at
the bank level. This approach is well suited to
capturing variations in the dependent variables at
the level of individual banks over time. We adjust
standard errors for heteroscedasticity and cluster
them at the bank level to remove any estimation
bias from within-bank group correlation. More
formally, we estimate the following specification:

Yi,t = αi + δIRB Intensityi,t−1 + βXi,t−1

+Country × Year + εi,t (2)

where Yi,t is one of the spread variables described
in the previous section, for bank i at time t; αi
is the bank-specific intercept; IRB Intensityi,t−1 is
our IRB variable and is lagged by one year to re-
duce endogeneity concerns and simultaneity bi-
ases; Xi,t−1 is a vector of (lagged) bank control
variables; Country × Year is a vector of country ×
year fixed effects; εi,t is an idiosyncratic error. The

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Internally-Assessed Bank Capital Requirements and Loan Portfolio Spreads 9

Table 3. t-Tests

Bank characteristics (A) IRB adopters (B) SA adopters t-Test (A−B)

Size 17.616 15.545 2.071***
Equity 0.072 0.101 −0.029***
Deposits 0.511 0.607 −0.096***
Liquidity 0.216 0.201 0.015***
NII 0.009 0.014 −0.005***
LLP 0.006 0.007 −0.001***
Cost-to-Income 0.745 0.713 0.032***
Market Leader 0.501 0.194 0.307***
Loans Ratio 0.559 0.617 −0.058***

This table presents t-tests of differences in means – for various bank characteristics – between banks adopting (in part or in full) the
IRB approach and banks exclusively adopting the SA approach. Size is the log transformation of bank total assets in 2012 US dollars.
Equity is the ratio between equity capital and total assets. Deposits is the ratio of customer deposits scaled by total assets. Liquidity is
the ratio of liquid assets divided by total assets. NII is the share of total operating income due to non-interest income activities. LLP
is the ratio of loan loss provisions scaled by gross loans. Cost-to-Income is computed as overheads divided by total operating income.
Market Leader is a dummy that takes a value of one when the ratio of gross loans of bank i at year t over the sum of bank loans at the
country level (taken from the World Bank) in year t is above the 75th percentile of the yearly sample distribution. Loans Ratio is the
ratio of gross loans divided by total assets. *, ** and *** denote statistical significance at the 10%, 5% and 1% level, respectively.

inclusion of country × year fixed effects allows us
to focus on the impact of an increasing use of IRB
models on Spread for a bank operating in a coun-
try in a given year.

Panel C of Table 2 provides summary statistics
of the bank controls included in Equation (2).
These include: the logarithmic transformation of
bank total assets measured in constant thousands
of US dollars at year 2012 (Size); the ratio be-
tween equity and total assets (Equity); the ratio
between deposits and total assets (Deposits); the
ratio of liquid assets to total assets (Liquidity);
the non-interest income share (NII); the ratio be-
tween bank overheads and total operating income
(Cost-to-Income); a dummy – capturing a bank’s
dominant position in the loan market – that takes
the value of one when the ratio of gross loans of
bank i at year t over the sum of bank loans at the
country level (taken from the World Bank) in year
t is above the 75th percentile of the yearly sample
distribution (Market Leader); the ratio between
loan loss provisions and gross loans (LLP).8

IRB versus SA adopters: key differences

Before discussing the main results of our empirical
investigation, we first highlight the key differences
between IRB and SA adopters emerging from our
dataset. Essentially, we take the post-Basel I period
of our sample and compute t-tests of differences
in means – for the various bank controls described

in the previous section – between banks adopting
(in part or in full) the IRB approach and banks
exclusively adopting the standardized approach.
Table 3 reports the results of these tests, whose

key highlights are the following. Consistently
with previous studies (inter alia Behn, Haselmann
and Vig, 2022), we observe that IRB adopters
are significantly larger than standardized banks.
Interestingly, the share of deposits over total as-
sets is significantly lower in IRB banks relative to
SA adopters (51% vs. 61%). Furthermore, while
lending is the dominant business in both types of
bank, the share of gross loans over total assets is
significantly lower in IRB banks (56%) compared
to SA adopters (62%).

Baseline empirical results
Preliminary analyses: Do IRB adopters obtain
benefits in terms of capital requirements?

The shared expectation of theoretical models built
on the heterogeneity of risk weights is that IRB
adopters should benefit from a decrease in the to-
tal capital requirements, at least in part, due to
changes in the pool of borrowers that are willing to
establish, or maintain, lending relationships with

8Table OA1 of the Online Appendix shows that multi-
collinearity does not appear to be a major concern in our
analysis.

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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10 Mascia

Table 4. IRB Intensity, capital requirements and portfolio lending risk

(1) (2) (3) (4) (5) (6) (7) (8)
Capital requirements Lending quality

Total Capital Ratio Tier 1 Ratio LLR LLP

IRB Intensityt−1 0.023*** 0.017*** 0.026*** 0.027*** −0.005** −0.005** −0.000 −0.000
(0.01) (0.01) (0.01) (0.01) (0.00) (0.00) (0.00) (0.00)

Sizet−1 −0.034*** −0.023*** −0.032*** −0.025*** −0.001 −0.001 0.001** 0.001***
(0.01) (0.00) (0.01) (0.00) (0.00) (0.00) (0.00) (0.00)

Equityt−1 −0.010 −0.015 −0.005 −0.006
(0.01) (0.01) (0.01) (0.01)

Depositst−1 −0.057*** −0.036** −0.011*** 0.000
(0.01) (0.01) (0.00) (0.00)

Liquidityt−1 0.074*** 0.051*** 0.004 −0.007***
(0.02) (0.02) (0.00) (0.00)

NIIt−1 0.239* 0.179 −0.024 −0.002
(0.13) (0.14) (0.03) (0.02)

LLPt−1 −0.166 −0.011
(0.11) (0.11)

Cost-to-Incomet−1 −0.004 −0.008* 0.005*** 0.001
(0.00) (0.00) (0.00) (0.00)

Market Leadert−1 0.000 0.000 0.000 −0.000
(0.00) (0.00) (0.00) (0.00)

Constant 0.744*** 0.582*** 0.689*** 0.589*** 0.050*** 0.058*** −0.008 −0.015*
(0.12) (0.07) (0.11) (0.08) (0.02) (0.02) (0.01) (0.01)

Observations 12,840 12,015 10,083 9,610 24,986 22,601 23,429 22,179
R-squared 0.24 0.26 0.27 0.28 0.29 0.32 0.22 0.22
Number of banks 1,496 1,463 1,243 1,220 2,190 2,112 2,123 2,098
Error cluster Bank Bank Bank Bank Bank Bank Bank Bank
Bank FE YES YES YES YES YES YES YES YES
Country × year FE YES YES YES YES YES YES YES YES

This table shows regression results for the fixed-effects model concerning the impact of the IRB approach on the Total Capital Ratio
(measured as Tier 1 capital (i.e., shareholder funds plus perpetual non-cumulative preference shares) + Tier 2 capital (i.e., subordinated
debt, hybrid capital, loan loss reserves and valuation reserves) over risk-weighted assets and off balance sheet risks) – columns (1) and
(2), the Tier 1 Ratio (measured as Tier 1 capital (i.e., shareholder funds plus perpetual non-cumulative preference shares) over risk-
weighted assets and off balance sheet risks) – columns (3) and (4), the LLR (loan loss reserves over gross loans) – columns (5) and (6),
and the LLP (loan loss provisions scaled by gross loans) – columns (7) and (8). IRB Intensity is the share of risk-weighted assets of
credit exposures measured utilizing the IRBmethodologies. The set of bank-specific controls includes Size (log transformation of bank
total assets in 2012 US dollars), Equity (the ratio between equity capital and total assets), Deposits (customer deposits scaled by total
assets), Liquidity (liquid assets divided by total assets), NII (the share of total operating income due to non-interest income activities),
Cost-to-Income (overheads divided by total operating income), Market Leader (a dummy that takes a value of one when the ratio of
gross loans of bank i at year t over the sum of bank loans at the country level (taken from the World Bank) in year t is above the 75th
percentile of the yearly sample distribution). LLP (loan loss provisions scaled by gross loans) is included, as a control, in columns (2)
and (4). Heteroscedasticity-robust standard errors, clustered at the bank level, are reported in parentheses. All specifications control
for bank and country × year fixed effects. *, ** and *** denote statistical significance at the 10%, 5% and 1% level, respectively.

IRB banks. In turn, IRBmodels should then influ-
ence the return of the loan portfolio. Therefore, as
a first step it is worth understanding if the expected
impact of IRBmodels on capital requirements and
lending quality predicted by these theory models is
present in our sample.

Accordingly, we start by estimating regressions
as described in the previous section using the fol-
lowing dependent variables: (i) the total regulatory
capital ratio (Total Capital Ratio); (ii) the Tier 1

capital ratio (Tier 1 Ratio). These two variables are
available for about half of our sample. We report
summary statistics for these dependent variables
in Table OA2 of the Online Appendix. As ex-
planatory variables we use the same set of controls
discussed in the ‘Data and methodology’ section,
in addition to bank and country × year fixed
effects.

We initially estimate the models only controlling
for bank size and then we include the full set of

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Internally-Assessed Bank Capital Requirements and Loan Portfolio Spreads 11

explanatory variables. As shown in Table 4, we find
that an increasing use of IRB models results in an
improvement in the regulatory capital ratios for
the adopting banks. In Table OA3 of the Online
Appendix, we show that this result holds when we
add the lag value of the equity ratio as a control.
This latter finding excludes the possibility that our
results are driven by pre-existing differences in the
capital structure of adopters and non-adopters.
Along these lines, in the same table of the Online
Appendix, we document that IRB Intensity is
not associated with variation in a bank’s equity
ratio.

Next, we assess whether the improved capital
requirements for IRB adopters are, at least in
part, due to the improved quality of borrowers
that match with adopters. To this end, we estimate
regressions with loan portfolio risk measures as
dependent variables. As lending risk variables, we
employ the ratio between loan loss reserves and
total loans (LLR) and the ratio between loan loss
provisions and total loans (LLP). These two ratios
are forward-looking indicators of credit risk, and
as such are more suitable thanmeasures of lending
risk based on non-performing loans to capture the
risk implications from the adoption of IRB mod-
els. However, we recognize that these two variables
can be affected by a bank’s accounting choices,
which can partially distort their ability to capture
the riskiness of the loan portfolio. Although we
have to keep in mind these limitations, the analysis
reported from columns (5) to (8) of Table 4 does
not seem to entirely support the argument that
the reduced capital requirements are due to IRB
adopters specializing in better quality borrowers.
We only observe a significant negative impact
of IRB Intensity when the dependent variable
is LLR. However, we cannot exclude that our
lending risk variables do not offer a sufficiently
granular picture of the riskiness of a bank’s loan
portfolio, as measured by the PD of borrowers for
regulatory purposes.

Taken together, our findings on regulatory
capital ratios confirm the presence of generalized
benefits produced by IRB models in terms of cap-
ital requirements, but these benefits do not seem
to necessarily be linked to an improved quality
of bank borrowers in the adopting banks. Our
main purpose is now to establish to what extent
these capital requirement benefits are transferred
to bank borrowers via a reduced average spread
of bank loan portfolios.

The IRB approach and loan portfolio spreads

We report the results on the relationship between
Spread and IRB Intensity in Table 5. We start
with a baseline specification, shown in column (1),
where Spread is the dependent variable, IRB Inten-
sity is the key explanatory variable and Size and
Equity are the only controls. We then add further
controls in the next column. Both models include
bank fixed effects and country × year fixed effects.
We consistently find a positive association

between Spread and IRB Intensity: banks that
increasingly measure their capital requirements
for credit risk with the IRB approach show a
higher Spread.9 This result, therefore, goes against
the predictions of models focusing on the hetero-
geneity of capital requirements within and across
banks operating in a given banking market. In
terms of economic impact, the estimated coeffi-
cients indicate that adopting the IRB approach
to quantify the credit risk of the entire portfolio
(i.e., when the IRB Intensity is equal to one)
leads to a 20 basis point increase in Spread. This
corresponds to a 10% rise, given that the average
Spread in the sample is equal to 2%.
To further validate our results, we next restrict

the estimation period to 6 years prior to and 6
years post the Basel II adoption in each country,
with the purpose of mitigating concerns over
confounding factors arising in the pre-adoption
period. The results, reported in column (3), remain
substantially unchanged.10

9Additional analyses – not reported for the sake of brevity
– reveal that our key finding (i.e., the positive associa-
tion between the use of IRB models and Spread) is also
observed when we employ a dummy variable (taking the
value of one for the years a bank employed the IRB
approach to measure capital requirements) instead of
IRB Intensity.
10Another important aspect to consider in our setting –
given the relatively long dataset – is whether the relation-
ship between IRB Intensity and Spread changes during
turbulent times. Indeed, at least a couple of widespread
crises occurred during our observed period (i.e., the
Global Financial Crisis and the Eurozone SovereignDebt
Crisis – see, e.g., Berger, Makaew and Turk-Ariss, 2023).
We conjecture two possible outcomes for our main rela-
tionship of interest, during turbulent times. A first view
suggests a further increase of Spread. This is motivated
by the fact that, if PDs go up, then the pricing of loans
should increase to reflect such risk. In this case, the re-
sulting greater riskiness would, in turn, translate into a
widening of IRB banks’ spreads during turbulent times.
A second view instead conjectures that Spread should not

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Internally-Assessed Bank Capital Requirements and Loan Portfolio Spreads 13

A potential additional issue is the size hetero-
geneity between IRB adopters and other banks.
Unreported tests show that the median logarith-
mic transformation of total assets for IRB banks
is equal to 17.1, while it is only 15.1 for other
banks. This size difference might then hide other
differences between the two groups of banks that
we do not fully control for. To rule out this pos-
sibility, in column (4) we run our regressions by
excluding non-adopters in the lowest 10% of the
non-adopter sample distribution and adopters in
the higher 10% of the adopter sample distribution.
Our results remain unchanged. More importantly,
in column (5) we re-estimate themodel with the ad-
dition of country× size quintile fixed effects. In this
setting, we are, therefore, focusing on the effect of
IRB models in banks operating in the same coun-
try and the same size category. This test confirms
our baseline findings.

One further source of heterogeneity that we
might not fully account for is the business model
of the sampled banks, as the asset portfolio com-
position can also affect the value of the spread.
In an attempt to mitigate this concern, we repeat
the estimation of our baseline model with the ad-
dition of country × gross loan/assets quintile fixed
effects. In this setting, we are therefore focusing
on the effect of IRB models in banks operating
in the same country and in the same quintile of
the loan to asset ratio distribution. Although this
approach is extremely conservative, we still ob-
serve that Spread is positively associated with IRB
Intensity.

Finally, it might also be argued that ourmeasure
of the average lending price in the loan portfolio is

widen further. This is motivated by at least a couple of
reasons. (i) PDs are based on past data and hence default
rates are normally underestimated during turbulent times
(Behn, Haselmann and Vig, 2022). In other words, IRB
models do not instantly adjust to account for new PDs.
(ii) Themapping fromPDs toRWAs is concave in the IRB
setting, which implies lower sensitivity when PDs increase
(see Figure OA1 in the Online Appendix). To empirically
test which one of the above two conjectures holds true, we
interact our IRB Intensity variable with a crises dummy
that equals one for the years a country experienced a crisis
(following the definition provided by Laeven and Valen-
cia, 2018). We report the results of this test in Table OA4
in the Online Appendix. Given the non-significance of the
interaction term in Table OA4, our empirical finding leans
towards our second conjecture, that is during turbulent
times loan portfolio spreads do not widen further com-
pared to normal times.

very imprecise, being based on total earning assets.
Although our sample focuses on lending-oriented
banks, and this should reduce the importance of
this critique, in additional tests – reported in the
last two columns of Table 5 – we find that our
results are confirmed when we use Loan Spread
(defined in the ‘Dependent variable’ section) as
the dependent variable.
Overall, more intensive use of the IRB approach

for computing capital requirements for credit risk
increases the return of the loan portfolio. From
the preliminary tests discussed in the previous
section, it seems that IRB adopters achieve cap-
ital requirement benefits, but these benefits do
not seem to be fully priced at the loan portfo-
lio level. The positive association between Spread
and IRB Intensity does not conform, therefore,
to the predictions of theoretical models in which
the heterogeneity of regulatory risk models within
the banking system should induce a decrease in
the average return of the loan portfolio of IRB
adopters.

Addressing endogeneity

A potential concern in our analyses is dynamic
endogeneity, wherein past values of Spread in-
fluence the choice of IRB models by banks (see
Wintoki, Linck and Netter, 2012). Specifically, it
might be argued that banks with past high Spread
might find it preferable to use IRB models as they
have lending relationships with riskier borrowers
for which borrowing costs should further increase
with Basel II.
To address this issue, we estimate a dynamic

panel data model via system generalized meth-
ods of moments (GMM) (Blundell and Bond,
1998). This empirical setting allows us to mitigate
concerns due to dynamic endogeneity by using
internal instruments. The set of instruments needs
to comply with the identification of the GMM
estimation method. In our case, this is achieved
by utilizing from the third to the sixth lag dif-
ference of bank characteristics as instruments
in the level equation and from the third to the
sixth lag of bank characteristics as instruments
in the difference equation. Therefore, consistently
with consolidated practice in the literature, in the
GMM model all bank explanatory variables are
treated as endogenous, while the year fixed effects
are exogenous. As reported in Table 6, the GMM
specification – whose diagnostic tests highlight the

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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14 Mascia

Table 6. IRB Intensity and loan portfolio spread – system GMM
specification

(1)
Spread

IRB Intensityt−1 0.003**
(0.00)

Spreadt−1 0.803***
(0.04)

Observations 22,177
Number of banks 2,106
Bank-level controls YES
Bank FE YES
Country FE YES
Year FE YES
Number of instruments 139
Hansen (p-value) 0.182
AR(2) (p-value) 0.379

This table show regression results for the systemGMM specifica-
tion (Blundell and Bond, 1998) concerning the impact of the IRB
approach on the Spread measured as the difference between in-
terest income scaled by total earning assets and interest expense
scaled by interest-bearing liabilities. IRB Intensity is the share of
risk-weighted assets of credit exposures measured utilizing the
IRB methodologies. The set of bank-specific controls includes
Size (log transformation of bank total assets in 2012 US dollars),
Equity (the ratio between equity capital and total assets), De-
posits (customer deposits scaled by total assets), Liquidity (liq-
uid assets divided by total assets), NII (the share of total operat-
ing income due to non-interest income activities), LLP (loan loss
provisions scaled by gross loans), Cost-to-Income (overheads di-
vided by total operating income), Market Leader (a dummy that
takes a value of one when the ratio of gross loans of bank i at
year t over the sum of bank loans at the country level (taken
from the World Bank) in year t is above the 75th percentile of
the yearly sample distribution). Heteroscedasticity-robust stan-
dard errors are reported in parentheses. The model specification
includes bank, country and year fixed effects. *, ** and *** de-
note statistical significance at the 10%, 5% and 1% level, respec-
tively.

validity of the setting – shows that our baseline
result holds.11

In Section C of the Online Appendix, we discuss
a number of additional tests that we carry out in an
attempt to mitigate further endogeneity concerns.
Overall, we consistently show that endogeneity is
not a concern in our study.

11It is worth noting that the model does not include coun-
try × year fixed effects, but only country and year fixed
effects. This choice is necessary to ensure convergence of
the GMM estimator.

What drives our key result?
(A lack of) competition from standardized banks

The decrease in the loan portfolio spread pre-
dicted in Repullo and Suarez (2004) for IRB
adopters is motivated by the competition stem-
ming from standardized banks in a perfectly com-
petitive market. Hence, our results might indicate
a lack of sufficient competitive pressure on IRB
banks from standardized banks operating in the
same credit market. Therefore, when the compe-
tition from standardized banks becomes signifi-
cant, we could observe empirical results aligned
with the predictions of the highlighted theoretical
framework.

To test if variation in competitive pressure from
standardized banks matters for our findings, for
each country c we approximate the aggregate mar-
ket share of standardized banks in the lending
market each year t as follows:

SD_MARKET_SHAREc,t =
∑n

iCrediti,t
TotalPrivateCreditc,t

(3)
where the numerator is the sum of the lending
provided by n standardized banks in country c
and the denominator is the total private lend-
ing by domestic banks in the same country. We
then repeat the analysis by splitting the sample
into countries with low competitive pressure from
standardized banks (market share below the sam-
ple median) and high competitive pressure from
standardized banks (market share above the sam-
ple median). Table 7 shows the results of this
test.

We find that the positive association between
Spread and IRB Intensity is confined to the sub-
sample of countries where the competition from
standardized banks is lower. Nevertheless, it is
worth noting that even in countries where compe-
tition by standardized banks is stronger, there is no
evidence of a lower Spread for banks adopting the
IRBmodel. This result might suggest that, in these
markets, IRB banks, on average, mimic the pricing
policy of standardized banks.

Ultimately, while higher competition from stan-
dardized banks seems to affect the possibility of
IRB adopters achieving a higher spread of the loan
portfolio, it never results in a reduced spread of
the loan portfolio of IRB banks compared to stan-
dardized banks.

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Internally-Assessed Bank Capital Requirements and Loan Portfolio Spreads 15

Table 7. IRB Intensity and loan portfolio spread – split by the mar-
ket share of standardized approach (SA) adopters

(1) (2)
Market share of SA adopters

Low High

IRB Intensityt−1 0.002*** 0.001
(0.00) (0.00)

Constant 0.018** 0.008
(0.01) (0.01)

Observations 11,305 11,303
R-squared 0.31 0.29
Number of banks 1,577 1,422
Error cluster Bank Bank
Bank-level controls YES YES
Bank FE YES YES
Country × year FE YES YES

This table shows regression results for the fixed-effects model
concerning the impact of the IRB approach on the Spread mea-
sured as the difference between interest income scaled by total
earning assets and interest expense scaled by interest-bearing lia-
bilities. IRB Intensity is the share of risk-weighted assets of credit
exposures measured utilizing the IRB methodologies. The set of
bank-specific controls includes Size (log transformation of bank
total assets in 2012 US dollars), Equity (the ratio between eq-
uity capital and total assets), Deposits (customer deposits scaled
by total assets), Liquidity (liquid assets divided by total assets),
NII (the share of total operating income due to non-interest in-
come activities), LLP (loan loss provisions scaled by gross loans),
Cost-to-Income (overheads divided by total operating income),
Market Leader (a dummy that takes a value of one when the
ratio of gross loans of bank i at year t over the sum of bank
loans at the country level (taken from the World Bank) in year
t is above the 75th percentile of the yearly sample distribution).
Results reported in columns (1) and (2) concern regressions run,
respectively, on subsamples below and above the sample median
of the market share of banks exclusively adopting the standard-
ized approach for credit risk (SA adopters). Heteroscedasticity-
robust standard errors, clustered at the bank level, are reported
in parentheses. All specifications control for bank and country ×
year fixed effects. *, ** and *** denote statistical significance at
the 10%, 5% and 1% level, respectively.

Type of borrowers in an IRB bank’s portfolio

The IRB approach is applied to both retail and
corporate clients. The latter tend to be larger
firms that plausibly have more opportunities to
find alternative funding sources in the market.
Larger corporations are also potentially penalized
more from the increased risk sensitivity of capital
requirements due to the IRB adoption and, as
a result, they might have stronger incentives to
match with standardized banks. It follows that
IRB adopters with more corporate clients should
consequently exhibit a lower increase in Spread

if our results are driven by the ability of these
adopters to avoid transferring capital requirement
advantages to borrowers. In other words, the
general increase in Spread experienced by IRB
adopters should be mitigated when banks hold a
greater share of corporate loans in their portfolio.
This could be explained by IRB banks trying to
favour their larger customers in an attempt to
refrain them, for example, from switching to a
different lender or raising funds in the market.
To find support for the argument above, we

interact the mean-centred IRB variable with the
mean-centred ratio between corporate loans and
total assets, which is also added as a further
control in our baseline specification. The results
reported in column (1) of Table 8 show that the
increase in Spread for IRB adopters declines as
the proportion of corporate loans in their loan
portfolio increases. Column (2) shows that the
results are virtually the same when we add country
× gross loan/assets quintile fixed effects to exclude
the possibility that we are capturing a broader and
more general lending effect.
Additionally, we achieve a similar conclusion in

column (3), where we repeat the test by adding,
as a further control, the ratio between total loans
and total assets in addition to country × gross
loan/assets quintile fixed effects.

Types of lending relationships

In countries where relationship banking is the
prevalent lending technology, IRB adopters
should be less likely to lose risky borrowers due
to their pricing policy. It is primarily in these
credit markets that IRB adopters should then
be capable of achieving higher spreads. To val-
idate this argument, we employ a couple of
country-based measures to capture the impor-
tance of relationship banking in a credit market.
We identify bank-based financial systems and

market-based financial systems using two vari-
ables: (i) the ratio between domestic private credit
and domestic GDP and (ii) the ratio between
stock market capitalization and domestic GDP.
We define economies as bank-based when the first
(second) ratio is above (below) the sample median.
The remaining countries are defined as market-
based economies. We then repeat the analysis
separately for the two groups of countries. Our
intuition is that relationship lending is more likely
to be a key lending technology in bank-based

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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16 Mascia

Table 8. The IRB approach and spread – interactions with corporate lending

(1) (2) (3)

IRB Intensityt−1 0.002** 0.002** 0.002**

(0.00) (0.00) (0.00)
(Corporate Loans/Total Assets)t−1 0.001 0.000 0.000

(0.00) (0.00) (0.00)
IRB Intensityt−1 × (Corporate Loans/Total Assets)t−1 −0.003*** −0.003*** −0.003***

(0.00) (0.00) (0.00)
(Gross Loans/Total Assets)t−1 0.008*

(0.00)
Constant 0.011 0.007 0.000

(0.01) (0.01) (0.01)
Observations 10,209 10,209 10,209
R-squared 0.30 0.33 0.33
Number of banks 1,371 1,371 1,371
Error cluster Bank Bank Bank
Additional bank-level controls YES YES YES
Bank FE YES YES YES
Country × year FE YES YES YES
Gross loan/assets quintile × country FE YES YES

This table shows regression results for the fixed-effects model concerning the impact of the IRB approach on the Spread measured
as the difference between interest income scaled by total earnings asset and interest expense scaled by interest-bearing liabilities. IRB
Intensity is the mean-centred share of risk-weighted assets of credit exposures measured utilizing the IRB methodologies. Corporate
Loans/Total Assets is the mean-centred share of corporate loans over total assets. Gross Loans/Total Assets – which is included in
column (3) – is the ratio of gross loans scaled by total assets. The set of bank-specific controls includes Size (log transformation of
bank total assets in 2012 US dollars), Equity (the ratio between equity capital and total assets), Deposits (customer deposits scaled
by total assets), Liquidity (liquid assets divided by total assets), NII (the share of total operating income due to non-interest income
activities), LLP (loan loss provisions scaled by gross loans), Cost-to-Income (overheads divided by total operating income), Market
Leader (a dummy that takes a value of one when the ratio of gross loans of bank i at year t over the sum of bank loans at the country
level (taken from the World Bank) in year t is above the 75th percentile of the yearly sample distribution). Heteroscedasticity-robust
standard errors, clustered at the bank level, are reported in parentheses. All specifications control for bank and country × year fixed
effects. Specifications in columns (2) and (3) also include gross loans/assets quantile × country FE. *, ** and *** denote statistical
significance at the 10%, 5% and 1% level, respectively.

economies wherein pricing conditions are not the
main driver of lending relationships. Along these
lines, the results, reported in Table 9, show that our
findings are confined to bank-based economies.

Political connectedness

IRB adopters could also be able to widen their
spreads in countries characterized by lower lev-
els of political connections of banking institu-
tions. There is evidence, indeed, that political con-
nections normally squeeze bank interest margins
(Carretta et al., 2012; Micco, Panizza and Yanez,
2007; Papadimitri and Pasiouras, 2023). Hence, a
lower level of political connectedness may be con-
ducive to greater spreads for IRB adopters.

Following Papadimitri and Pasiouras (2023), we
use the measure developed by Braun and Raddatz
(2010) to identify countries characterized by low

and high levels of connectedness between banks
and politicians. In line with our intuition, results
reported in Table 10 reveal that the relationship
between IRB Intensity and Spread is confined to
economies with lower levels of political connect-
edness of banking institutions.

Conclusions

We employ a unique cross-country dataset on IRB
models validated by domestic regulators and test
the empirical validity of theoretical predictions
that expect an income loss for the loan portfolio
of IRB banks due to riskier borrowers shifting to
standardized banks and to the lower rates applied
to safer borrowers.

Although we are able to confirm the widely
held view that IRB models reduce capital require-
ments for the adopting banks, we do not find clear

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Internally-Assessed Bank Capital Requirements and Loan Portfolio Spreads 17

Table 9. IRB Intensity, loan portfolio spread and lending relation-
ships

(1) (2) (3) (4)
Domestic credit Stock market

capitalization

Low High Low High

IRB Intensityt−1 0.002 0.001** 0.003*** 0.001
(0.00) (0.00) (0.00) (0.00)

Constant 0.012 0.012 0.003 0.020**

(0.01) (0.01) (0.01) (0.01)
Observations 11,228 11,380 11,087 11,521
R-squared 0.26 0.34 0.32 0.20
Number of banks 1,325 1,339 1,363 1,521
Error cluster Bank Bank Bank Bank
Bank-level

controls
YES YES YES YES

Bank FE YES YES YES YES
Country × year

FE
YES YES YES YES

This table shows regression results for the fixed-effects model
concerning the impact of the IRB approach on the Spread mea-
sured as the difference between interest income scaled by total
earning assets and interest expense scaled by interest-bearing lia-
bilities. IRB Intensity is the share of risk-weighted assets of credit
exposures measured utilizing the IRB methodologies. The set of
bank-specific controls includes Size (log transformation of bank
total assets in 2012 US dollars), Equity (the ratio between eq-
uity capital and total assets), Deposits (customer deposits scaled
by total assets), Liquidity (liquid assets divided by total assets),
NII (the share of total operating income due to non-interest in-
come activities), LLP (loan loss provisions scaled by gross loans),
Cost-to-Income (overheads divided by total operating income),
Market Leader (a dummy that takes a value of one when the
ratio of gross loans of bank i at year t over the sum of bank
loans at the country level (taken from the World Bank) in year
t is above the 75th percentile of the yearly sample distribution).
Results reported in columns (1) and (2) concern regressions run,
respectively, on subsamples below and above the sample median
of domestic credit over GDP. Results reported in columns (3)
and (4) concern regressions run, respectively, on subsamples be-
low and above the sample median of stock market capitalization
over GDP. Heteroscedasticity-robust standard errors, clustered
at the bank level, are reported in parentheses. All specifications
control for bank and country × year fixed effects. *, ** and ***
denote statistical significance at the 10%, 5% and 1% level, re-
spectively.

evidence to support the theoretical claim that the
decrease should be at least in part due to an im-
proved lending quality resulting from the match-
ing of IRB banks with better quality borrowers.
More importantly, despite the reduced capital re-
quirements of IRB adopters, and in sharp contrast
to theoretical predictions, we find an increase in
the average lending spreads when banks increas-

Table 10. IRB Intensity, loan portfolio spread and political con-
nectedness

(1) (2)
Political connectedness

High Low

IRB Intensityt−1 0.001 0.002***

(0.00) (0.00)
Constant 0.011 0.020**

(0.01) (0.01)
Observations 9,572 13,036
R-squared 0.30 0.28
Number of banks 957 1,156
Error cluster Bank Bank
Bank-level controls YES YES
Bank FE YES YES
Country × year FE YES YES

This table shows regression results for the fixed-effects model
concerning the impact of the IRB approach on the Spread mea-
sured as the difference between interest income scaled by total
earning assets and interest expense scaled by interest-bearing lia-
bilities. IRB Intensity is the share of risk-weighted assets of credit
exposures measured utilizing the IRB methodologies. The set of
bank-specific controls includes Size (log transformation of bank
total assets in 2012 US dollars), Equity (the ratio between eq-
uity capital and total assets), Deposits (customer deposits scaled
by total assets), Liquidity (liquid assets divided by total assets),
NII (the share of total operating income due to non-interest in-
come activities), LLP (loan loss provisions scaled by gross loans),
Cost-to-Income (overheads divided by total operating income),
Market Leader (a dummy that takes a value of one when the ra-
tio of gross loans of bank i at year t over the sum of bank loans at
the country level (taken from the World Bank) in year t is above
the 75th percentile of the yearly sample distribution). Results re-
ported in columns (1) and (2) concern regressions run, respec-
tively, on subsamples of countries whose financial institutions
are characterized by high and low levels of political connected-
ness. Heteroscedasticity-robust standard errors, clustered at the
bank level, are reported in parentheses. All specifications control
for bank and country × year fixed effects. *, ** and *** denote
statistical significance at the 10%, 5% and 1% level, respectively.

ingly rely on IRB models to compute the capital
requirements for credit risk.
Additional tests show that the higher average

spreads for IRB adopters seem to be present in
credit markets where the adopters have significant
market power and are consequently sheltered from
the competition of standardized banks. We also
document that IRB banks benefit from the pres-
ence of borrowers facing constraints in selecting
alternative lenders. Furthermore, IRB adopters
enjoy greater spreads when political connected-
ness is low. Jointly, these tests indicate that IRB
adopters exploit market frictions, and indepen-
dence from political power, to avoid passing on the

© 2023 The Author. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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benefits of reduced capital requirements to their
portfolio of borrowers, while possibly increasing
borrowing costs charged to riskier borrowers. As a
result, their competitive advantage in terms of cap-
ital requirements compared to standardized banks
translates into an average loan spread improve-
ment.

Our results offer important insights for both
managers and policymakers. From a policymak-
ing standpoint, our findings support the need to
provide SA and IRB adopters with a level playing
field. This would contain the benefits that the latter
type of adopters enjoy in terms of reduced capital
requirements and enhanced margins, compared to
the former. Themost recent Basel III reforms seem
to lean towards addressing these shortcomings, by
restoring credibility in the computation of RWA
and improving the comparability of banks’ capital
ratios (Basel Committee on Banking Supervision,
2017).

Finally, our analyses offer valuable insights
into the managerial implications of changes to
the regulatory framework. Indeed, bank managers
will have to revise their decision-making process to
account for the new restrictions in the use of IRB
models enforced from 2022 through the implemen-
tation of the Basel III reforms. These restrictions
will clearly impact on the competitive benefits that
IRB adopters enjoy in terms of capital require-
ments compared to standardized banks. More
specifically, the phased-in implementation of an
aggregate ‘output floor’ – according to which, by
January 2027, banks’ RWAs obtained via IRB
models will be no lower than 72.5% of RWAs gen-
erated by the standardized approach – will place
a limit on the regulatory capital benefit that IRB
banks can derive relative to SA adopters (Basel
Committee on Banking Supervision, 2017).12

However, the implications of these changes for
bank borrowers are less obvious from our re-
sults. Indeed, IRB banks not facing significant
competitive pressures and political interference
do not seem to anchor their pricing strategy in
the lending market to the capital requirements
computed via internal ratings. Future studies
could therefore explore whether the phased-in
regulatory changes will have been effective in ad-

12The use of such a backstop therefore aims at reducing
the variability of RWAs between IRB and SA banks, by
limiting the extent to which the former type of banks can
lower their capital requirements relative to the latter.

dressing the shortcomings that emerged from our
research, regardless of the institutional features
characterizing the market being considered.
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