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EXTREME VALUE THEORY FOR A SEQUENCE OF SUPREMA OF A CLASS OF

GAUSSIAN PROCESSES WITH TREND

LANPENG JI AND XIAOFAN PENG

Abstract: We investigate extreme value theory of a class of random sequences defined by the all-time suprema

of aggregated self-similar Gaussian processes with trend. This study is motivated by its potential applications

in various areas and its theoretical interestingness. We consider both stationary sequences and non-stationary

sequences obtained by considering whether the trend functions are identical or not. We show that a sequence

of suitably normalised kth order statistics converges in distribution to a limiting random variable which can

be a negative log transformed Erlang distributed random variable, a Normal random variable or a mixture of

them, according to three conditions deduced through the model parameters. Remarkably, this phenomenon

resembles that for the stationary Normal sequence. We also show that various moments of the normalised kth

order statistics converge to the moments of the corresponding limiting random variable. The obtained results

enable us to analyze various properties of these random sequences, which reveals the interesting particularities

of this class of random sequences in extreme value theory.

Key Words: Extreme value; self-similarity; Gaussian processes; fractional Brownian motion; generalized

Weibull-like distribution; moments; Pickands constant; Poisson convergence; order statistics; phantom distri-

bution function; extremal index.

AMS Classification: Primary 60G15; secondary 60G70

1. Introduction

Let {Xi(t), t ≥ 0}, i = 1, 2, . . . , be independent copies of a centered self-similar Gaussian process with almost

surely (a.s.) continuous sample paths, self-similarity index H ∈ (0, 1) and variance function t2H , and let

{X(t), t ≥ 0} be another independent centered self-similar Gaussian processes with a.s. continuous sample

paths, self-similarity index H0 ∈ (0, 1) and variance function t2H0 . We refer to the recent contribution [9]

for a nice discussion on properties and examples of self-similar Gaussian processes. We define, for positive

constants σ, σ0, ci, i ≥ 1 and β > max(H,H0),

Qi := sup
t≥0

(σXi(t) + σ0X(t)− cit
β), i = 1, 2, . . . .(1)

Studies on distributional properties of a single extremum, Qi, or joint extrema (e.g., (Q1, . . . , Qd) for some

d ∈ N) have attracted growing interest in recent literature. On one side, it is a natural object of interest in the

extreme value theory of stochastic processes. On the other side, strong motivation for this investigation stems,

for example, from (multivariate) stochastic models applied to modern risk theory, advanced communication

networks and financial mathematics, to name some of the applied-probability areas. Since explicit formulas

for the (joint) distributions are out of reach except for some very special cases, current studies have been

focused on deriving (joint) tail asympotitics for these (joint) extrema; see e.g., [8, 15, 22, 25] on the single

extremum and [12, 13, 26] on the joint extrema of some Gaussian processes.
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In this paper, we are interested in developing extreme value theory for the sequence of random variables

{Qi}i≥1 defined in (1). Precisely, denoting the kth largest value (or kth order statistics) of Q1, . . . , Qn by

M (k)
n :=

(k)
max
i≤n

Qi, 1 ≤ k < n ∈ N,(2)

we aim to establish limit theorems for e−1n (M
(k)
n − dn), as n → ∞, for some suitably chosen normalising

deterministic functions en, dn, n ∈ N. To this end, it is easily seen that we can simply assume σ = 1 without

loss of generality. For notational simplicity, we will make this assumption throughout the rest of the paper but

we should bare in mind that general results for σ 6= 1 can be derived by an easy adjustment of the normalizing

functions en, dn. Note that by our notation M
(1)
n =

(1)
max
i≤n

Qi should be understood as Mn = maxi≤n Qi.

One of motivations for this study stems from the increasing interest in developing extreme value theory for

Gaussian processes in random environment. We refer to a series of papers by Piterbarg and his co-authors, e.g.,

[24], [35] and [36], for recent developments on this topic. The model in (1) can be seen as a multi-dimensional

counterpart and may be interpreted as follows: The processes {σXi(t) − cit
β , t ≥ 0}, i = 1, 2, . . . , n, are the

subject of primary interest that are affected (or perturbed) by a common random environment modelled by

{σ0X(t), t ≥ 0}. For example, we consider an insurance company running n lines of business, where the claim

surplus processes are modelled by {σXi(t) − cit
β , t ≥ 0}, i = 1, 2, . . . , n, which are affected by the common

random environment {σ0X(t), t ≥ 0}. In this context, one could think of environmental factors affecting the

claim surplus processes, such as the state of the economy, the political situation, weather conditions, and

policy regulations. For this model, the obtained results below can give an approximation for the probability

P

{
M (k)

n > dn + enx
}

for any x ∈ R, and large n. This approximation can be used to evaluate the probability that at least k lines

of business will ultimately get ruined, if ruin is defined to occur when the claim surplus process exceeds the

capital dn + enx for a chosen x and a chosen large n.

Another motivation of our study comes from a recent contribution [29], where the authors investigate a

particular model with all the Gaussian processes involved in (1)-(2) being Brownian motions, c = ci, i ≥ 1,

and β = 1 (hereafter, referred to as Brownian model with linear drift). In their context, Mn models the

maximum queue length in a fork-join network of n statistically identical queues (i.e., Q1, . . . , Qn) which are

driven by a common Brownian motion perturbed arrival process and independent Brownian motion perturbed

service processes, respectively. The obtained theoretical limit result on Mn therein is the key to developing

structural insights into the dimensioning of assembly systems; interested readers are referred to [29] for more

details on this application. We extend the model of [29] by considering general self-similar Gaussian processes

with (non-identical) non-linear drifts, and study the limit properties for the kth order statistics of Q1, . . . , Qn.

It is known that Gaussian processes play an important role in network modelling, see e.g., [28], we expect that

the obtained results potentially have general applications in this area, particularly for fork-joint networks.

Besides the motivations in the application areas as above, the study of the random sequence {Qi}i≥1 is of

interest from a theoretical point of view. Note that the random variables Qi, i ≥ 1 are mutually dependent

with a dependence structure induced by the common stochastic process {σ0X(t), t ≥ 0}. The random sequence

{Qi}i≥1 is a stationary sequence if c = ci, i ≥ 1, and a non-stationary sequence, otherwise. Most of the work

in extreme value theory has been done for independent and identically distributed (IID) sequences; see, e.g.,

[10, 18, 37]. We refer to Chapters 3 and 5-6 in [27] and Chapters 8-9 in [19] for some early discussions on

extreme value theory for general dependent (stationary or non-stationary) sequence. Extreme value theory for

general class of (non-)stationary sequences normally involves an asymptotic independence condition D(un) of

mixing type. Clearly, the stationary sequence {Qi}i≥1, with c = ci, i ≥ 1, is non-ergodic (in fact, exchangable)

and thus the mixing condition D(un) can not be verified. This means that many results in the classical
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theory may not be proved using the classical point process approach. For example, a Poisson point process

approximation for the number of high-level exceedances by {Qi}i≥1 may be impossibe (or meaningless as

commented in Example 8.2.1 in [19]), since a proof of such a result normally relies on the mixing condition.

Although the dependence structure of the sequence {Qi}i≥1 is generally hard to analyze (see [12] for some

remarks on the Brownian model with linear drift), this sequence exhibits some interesting (sometimes uncom-

mon) properties as follows:

• Some convergence results for suitably normalised order statistics e−1n (M
(k)
n − dn), as n → ∞, are

approachable directly without first deriving point process convergence as in the classical theory. More

precisely, we show, in Theorem 3.1 and Theorem 3.5 that, for different scenarios (derived trough

H,H0, β), there exist en, dn, n ∈ N such that the weak limit of e−1n (M
(k)
n − dn) can be a negative log

transformed Erlang distributed random variable, a Normal random variable or a mixture of them.

This phenomenon remarkably resembles that of the stationary Normal sequences, for which it has

been well known that a sequence of suitably normalised maxima of a stationary Normal sequence

with correlation function rn will converge to a Gumbel random variable, a Normal random variable or

a mixture of them, according to different limiting values of rn log n; see [27]. By considering the kth

order statistics we can obtain an equivalent (mixed) Poisson distribution convergence of the number

of high-level exceedances by {Qi}i≥1; some result that might be useful in applications.

• The notion of phantom distribution function was introduced by O’Brien [31], and that the existence

of such a distribution is a quite common phenomenon for staitonary weakly dependent sequences. In

[17] the authors derive equivalence statements for the existence of a continuous phantom distribution

function for a stationary sequence, where it is claimed that the asymptotic independence of maxima

(i.e.,D(un)) is not really a necessary condition. They also constructed a non-ergodic stationary process

which admits a continuous phantom distribution function; see Theorem 4 therein. The stationary

sequence {Qi}i≥1 (with c = ci, i ≥ 1) here gives another example of non-ergodic stationary process

which admits a continuous phantom distribution function under some scenario, while under other

scenarios it does not admit a phantom distribution function. See Remarks 3.2 (d) below for some

detailed discussions.

• It is well known that for IID sequences, the weak convergence of any one of the normalised order

statistics is equivalent to the convergence of the corresponding maxima; see e.g., Theorem 2.2.2 in

[27]. However, for general dependent random sequences this might not always be true, for example,

Mori [30] provides an example of such a sequence for which convergence for lower order statistics

does not guarantee the convergence for the higher order statistics. We refer to [21] for some related

discussions. In particular, the author derives an interesting equivalence result on the (compound)

Poisson point process approximation for exceedences and the convergence for all the order statistics

(see Theorem 5.1 therein). Note again that a mixing condition is crucial in the proof of this result.

The sequence {Qi}i≥1 here, regardless of stationarity, gives an example where the convergence of all

the order statistics can be established. Since the results obtained in Theorem 3.1 and Theorem 3.5 are

scenario specific, it is easily seen that the convergence for any one of the order statistics is equivalent

to the convergence for the maxima.

• An overview of extreme value theory for general non-stationary sequences can be found in Chapter

9 in [19] which was developed on the basis of assuming some general mixing condition D(uni). As

discussed earlier, the non-stationary sequence {Qi}i≥1 (with different ci’s) may not satisfy this mixing

condition. That being said, we can derive, under a mild restriction on ci’s, some convergence results

for the order statistics M
(k)
n with some suitable normalisation, which can be seen as a thinning version

of the results for stationary cases where all the ci’s are the same.
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It is well known that weak convergence of a sequence of random variables does not imply convergence of

moments. In the classical extreme value theory for IID sequences, it has been shown that such convergence

of moments of normalised maxima is valid provided that some moment conditions are satisfied; see, e.g., [33]

or Section 2.1 of [37]. More recently, in [4] and [32] the authors discuss moment convergence of extremes

under power normalization. A natural question here is whether various moments of e−1n (M
(k)
n − dn) converge

to the moments of the corresponding limiting random variable. In Theorem 3.3 (see also Theorem 3.5), this

question is answered affirmatively without imposing any further conditions. As a by-product of this study,

we derive, in Proposition 2.3, some moment convergence result for the kth order statistics of IID generalized

Weibull-like random variables. This problem is of independent interest and has not been extensively explored

in the existing literature as far as we are aware.

It is worth mentioning that in [29], the stationary and independent increment property of Brownian motion

is the key to their proof for the weak convergence. Whereas, our proof mainly relies on the asymptotic theory

of Gaussian processes, particularly, the Borell-TIS inequality and the tail asymptotics of supremum. Some

ideas in our proof for the weak convergence results are stimulated by the intuitive interpretations provided

for the Brownian model with linear drift in Section 5.1 of [29].

Brief outline of the paper: In Section 2 we present some preliminary results concerning the tail asymptotics

of the all-time supremum of a class of self-similar Gaussian processes with trend and some limit results for

generalized Weibull-like random variables. The main results on the convergence of the suitably normalised

order statistics are given in Section 3, with the proofs displayed in Section 4. Some technical proofs for Section

2.2 and some frequently used Cr inequalities are presented in an Appendix.

2. Preliminaries

2.1. Extremes of self-similar Gaussian processes with trend. Let {XH(t), t ≥ 0} be a centered self-

similar Gaussian process with a.s. continuous sample paths, self-similarity index H ∈ (0, 1) and variance

function t2H . Define, for β > H and c > 0,

τu = inf{t ≥ 0 : XH(t)− ctβ > u}

to be the first hitting time of a level u > 0 by the stochastic process {XH(t)− ctβ , t ≥ 0}.
By self-similarity of XH , the probability of ultimately crossing an upper level u > 0 by the process {XH(t)−
ctβ , t ≥ 0} is given as

P {τu < ∞} = P

{
sup
t≥0

(
XH(t)− ctβ

)
> u

}
= P

{
sup
t≥0

Z(t) > u1−H/β

}
,

with

Z(t) =
XH(t)

1 + ctβ
, t ≥ 0.

It follows from Proposition 3 of [15] that

lim
t→∞

Z(t) = 0 a.s.

which means that the sample paths of {Z(t), t ≥ 0} are bounded a.s. This ensures supt≥0
(
XH(t)− ctβ

)
< ∞

a.s. and is important when we apply the Borell-TIS inequality later in some of the proofs. Next, from [22] or

[23], we have that the standard deviation function

σZ(t) =
√

Var(Z(t)) =
tH

1 + ctβ
, t ≥ 0,
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attains its maximum on [0,∞) at the unique point t0 =
(

H
c(β−H)

) 1
β

and

σZ(t) = A− BA2

2
(t− t0)

2 + o((t− t0)
2), t → t0,

where

A =
tH0

1 + ctβ0
=

β −H

β

(
H

c(β −H)

)H
β

, B =

(
H

c(β −H)

)−H+2
β

Hβ.(3)

Furthermore, we assume a local stationarity of the standardized Gaussian process XH(t) := XH(t)/tH , t > 0

in a neighbourhood of the point t0, i.e.,

lim
s,t→t0

E
{
(XH(s)−XH(t))2

}

K2(|s− t|) = 1(4)

holds for some positive function K(·) which is regularly varying at 0 with index α/2 ∈ (0, 1). Condition (4)

is a common assumption in the literature; see, e.g., [15] and [22]. It is worth noting that the assumption (4)

is slightly general than the S2 in the definition of self-similar Gaussian processes in [9], and in [22] a slightly

larger class of Gaussian processes is also discussed. Throughout this paper, we denote by
←
K(·) the asymptotic

inverse of K(·), and thus

←
K(K(t)) = K(

←
K(t))(1 + o(1)) = t(1 + o(1)), t ↓ 0.

It follows that
←
K(·) is regularly varying at 0 with index 2/α; see, e.g., [18].

Below, by {Bα/2(t), t ≥ 0} we denote a standard fractional Brownian motion (sfBm) with Hurst index

α/2 ∈ (0, 1), and

Cov(Bα/2(t), Bα/2(s)) =
1

2
(tα + sα− | t− s |α), t, s ≥ 0.

The well known Pickands constant Hα in the Gaussian theory is defined by

Hα = lim
T→∞

1

T
E

{
exp

(
sup

t∈[0,T ]

(
√
2Bα/2(t)− tα)

)}
∈ (0,∞).

We refer to [6, 14, 16, 34] and references therein for basic properties of the Pickands and related constants.

The following proposition gathers some useful results from [22] and [23] (see also [11]).

Proposition 2.1. Let {XH(t), t ≥ 0} be a centered self-similar Gaussian process defined as above satisfying

(4) and let c > 0. Assume β > H. Then, for any ε0 ∈ (0, t0) and any T > t0,

P

{
sup
t≥0

(
XH(t)− ctβ

)
> u

}
= P

{
sup

t0−ε0≤t≤t0+ε0

XH(t)

1 + ctβ
> u1−H/β

}
(1 + o(1))

= P

{
sup

0≤t≤T

XH(t)

1 + ctβ
> u1−H/β

}
(1 + o(1))

= R(u) exp

(
−u2(1−H

β )

2A2

)
(1 + o(1)), u → ∞,(5)

where (with A,B given in (3))

R(u) =
A

3
2− 2

αHα

2
1
αB

1
2

u
2H
β −2

←
K(u

H
β −1)

, u > 0.(6)
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2.2. Limit theorems for order statistics of Weibull-like random variables. As in [7], a probability

distribution function F is called a generalized Weibull-like distribution if

F (x) = 1− ρ(x) exp(−Cxτ ), x ≥ x0(7)

for some x0 > 0, where C, τ are two positive constants and ρ(x) > 0 is a regularly varying function at infinity

with index γ ∈ R. Note that in [3, 18, 20], the special case ρ(x) = ρ0x
γ , for some ρ0 > 0, is discussed.

Let {Yi}i≥1 be a sequence of IID random variables which are right tail equivalent to a generalized Weibull-

like distribution function of the form (7). The following result gives a limit theorem for the kth order

statistics Y
(k)
n :=

(k)
max
i≤n

Yi. Hereafter,
d→ denotes convergence in distribution and

d
= means equivalence in

(finite-dimensional) distribution.

Proposition 2.2. Let

µn = (C−1 log n)1/τ +
1

τ
(C−1 log n)1/τ−1

(
C−1 log(ρ((C−1 log n)1/τ ))

)
, n ∈ N,(8)

νn = (Cτ)−1(C−1 log n)1/τ−1, n ∈ N.

We have, for any fixed integer k > 0,

ν−1n

(
Y (k)
n − µn

)
d→ Λ(k), n → ∞,

where Λ(k) = − lnEk, with Ek being an Erlang distributed random variable with shape parameter k and

rate parameter equal to 1. In particular, Λ(1) is the standard Gumbel random variable, i.e., P
{
Λ(1) ≤ x

}
=

exp(−e−x), x ∈ R.

The next result is about the (absolute) moment convergence of the normalized kth order-statistics ν−1n (Y
(k)
n −

µn) defined in Proposition 2.2. To this end, we need to control the left tail of the generalized Weibull-like

random variables Yi. This problem does not seem to have been explored in the existing literature. Some

results exist only when k = 1, that is, for the maximum; see, e.g., [33] or [37].

Proposition 2.3. Suppose

lim sup
x→∞

P {Y1 < −x}xη < ∞(9)

holds for some η > 0. We have, for any λ > 0, that

lim
n→∞

E

{∣∣∣ν−1n

(
Y (k)
n − µn

)∣∣∣
λ
}

= E

{∣∣∣Λ(k)
∣∣∣
λ
}
.

As an application of the above results, we consider order statistics of independent random variables obtained

by removing the process {σ0X(t), t ≥ 0} from (1)-(2) which are defined as

M̃ (k)
n :=

(k)
max
i≤n

Q̃i :=
(k)
max
i≤n

sup
t≥0

(Xi(t)− cit
β), n > k.(10)

Recall that we have assumed σ = 1. Without loss of generality, for any fixed n we assume that the constants

ci’s are of ascending order with

c := c1 = · · · = cmn
< cmn+1 ≤ · · · ≤ cn,(11)

where mn ≤ n is some integer such that limn→∞mn/n = p ∈ (0, 1], i.e., the number of minimal drifts is

proportional to the total number n. In what follows, when we say mn = n we simply mean that all the ci’s

are equal to c and thus assuming {Q̃i}i≥1 is an IID sequence.

Comparing (5) and (7), we see that each Q̃i is right tail equivalent to a generalized Weibull-like distribution.

Particularly, for Q̃1 we have

ρ(u) = R(u), τ = 2(1−H/β), C =
1

2A2
.(12)
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With A given in (3), R(u) given in (6) and τ given in (12), we define

bn := (2A2 log n)1/τ +
1

τ
(2A2 log n)1/τ−1

(
2A2 log(R((2A2 log n)1/τ ))

)
, n ∈ N,(13)

an := 2A2τ−1(2A2 log n)1/τ−1, n ∈ N.

Proposition 2.4. Assume that (11) holds with some mn ≤ n such that limn→∞mn/n = p ∈ (0, 1]. We have,

a−1mn
(M̃ (k)

n − bmn
)

d→ Λ(k), n → ∞,(14)

and, for any λ > 0,

lim
n→∞

E

{∣∣∣a−1mn
(M̃ (k)

n − bmn
)
∣∣∣
λ
}

= E

{∣∣∣Λ(k)
∣∣∣
λ
}
.(15)

3. Main results

In this section, we shall first consider the stationary sequence {Qi}i≥1 where c = ci, i ≥ 1, and then present

results for the general non-stationary case where the constants ci’s may not be the same. Finally, as an

application a fractional Brownian model with linear drift is discussed.

Below is one of the principal results on the weak convergence of suitably normalised M
(k)
n defined in (2) for

the stationary sequence {Qi}i≥1. This result extends one of the main results in [29] where only the Brownian

model with linear drift is discussed. We also present an equivalent (mixed) Poisson distribution convergence

result on the number of exceedances of a level un(x) = bn + anx by Q1, . . . , Qn, denoted by Nn(x), for any

x ∈ R. In what follows, we denote by N a standard Normal random variable, independent of Λ(k).

Theorem 3.1. Let M
(k)
n , n ∈ N be defined in (1)-(2) with σ = 1 and c = ci, i ≥ 1, and let bn, an, n ∈ N be

given as in (13). Assume β > max(H,H0). We have, for any k ∈ N,

(i). If β > 2H −H0, then

σ−10 t−H0
0 b−H0/β

n (M (k)
n − bn)

d→ N , n → ∞.

(ii). If β < 2H −H0, then

a−1n (M (k)
n − bn)

d→ Λ(k), n → ∞,

or equivalently, for any x ∈ R,

lim
n→∞

P {Nn(x) < k} = exp
(
−e−x

) k−1∑

l=0

e−lx

l!
.

That is, the number of exceedances Nn(x) is approximately Poisson distributed with intensity λ(x) =

e−x.

(iii). If β = 2H −H0, then

a−1n (M (k)
n − bn)

d→ Λ(k) +
σ0cβ

H
N , n → ∞,

or equivalently, for any x ∈ R,

lim
n→∞

P {Nn(x) < k} =

∫ ∞

−∞
exp

(
−e−x+yσ0cβ/H

) k−1∑

l=0

el(−x+yσ0cβ/H)

l!
ϕ(y)dy,

where ϕ(y) = (2π)−1/2e−y
2/2, y ∈ R, is the density function of the standard Normal distribution. That

is, the number of exceedances Nn(x) is approximately mixed Poisson distributed with random intensity

λ(x) = e−x+Nσ0cβ/H .
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Remarks 3.2. (a). In the case β > 2H −H0, it can be understood as that the dependence among {Qi}i≥1 is

so strong that in the limit the sequence will have either infinitely many or no exceedances of a high-level.

(b). It is interesting to notice that the above three types of limiting result for k = 1 (i.e., Normal, Gumbel and

a mixture of them) resemble the classical results for the stationary Normal sequences.

(c). It is worth noting that in the case of stationary Normal sequence (and many other general stationary

sequences) it is the the Poisson (or Cox) point process convergence that is first obtained which implies the

convergence for order statistics. As discussed in the Introduction this approach might not work here due

to non-existence of a mixing condition for the stationary sequence {Qi}i≥1. Here we directly prove a weak

convergence result for the order statistics which is equivalent to a (mixed) Poisson distribution convergence

under the last two scenarios.

(d). A stationary sequence {ξi}i≥1 is said to admit a phantom distribution function G if

P

{
max
i≤n

ξi ≤ un

}
−Gn(un) → 0, n → ∞,

for every sequence {un}n≥1 ⊂ R, see e.g., [17] and references therein. It can be shown that under scenarios

(i) and (iii) the stationary sequence {Qi}i≥1 does not admit a phantom distribution function, whereas under

scenario (ii) it admits a continuous phantom distribution function. A proof is given in Section 4 following the

proof of Theorem 3.1.

(e). It is of interest to study the existence and value (if exists) of extremal index θ of the stationary sequence

{Qi}i≥1; see Section 3.7 of [27] for a definition of extremal index. To this end, the asymptotics of P {Q1 > u},
as u → ∞, seems to be a key tool; some results regarding this asymptotics have been obtained in [25] under

some additional conditions (see A1 and A2 therein for slightly general Gaussian processes) which are assumed

to hold here for simplicity. In order to save some space we only give some comments, omitting technical

assumptions and derivations, for this remark. We can show that under scenario (ii), the extremal index

θ = 1. This can be checked by choosing un(x) = anx+ bn and using the asymptotics of Theorem 2.1 combined

with formulas (5) and (7) in [25]. In fact, it is quite intuitive that when H is large enough (in the sense

of scenario (ii)) the stationary sequence {Qi}i≥1 shows a strong independence which allows it to have an

associated independent sequence in the sense of [27] and thus θ = 1. Similarly, we can check that the extremal

index does not seem to make sense under scenario (iii), this is understandable due to the mixture type of

the limiting distribution in (iii) of Theorem 3.1. Finally, under scenario (i) we conjecture that θ = 0, this

is understandable intuitively due to some strong clustering property discussed in remark (a) above. It seems

hard to confirm such a result in general because of the complicated higher than first order asymptotics for the

function f2
u(s), as u → ∞, in (5) of [25] under this scenario. However, we can easily verify this conjecture

for the Brownian model with linear drift, using explicit formulas.

(f). We remark that extensions of Theorem 3.1 to multivariate order statistics of the form

M
(k)
n :=

(
(k)
max
i≤n

Q1,i,
(k)
max
i≤n

Q2,i, · · · ,
(k)
max
i≤n

Qd,i

)
,

can be done similarly, where Ql,i = supt≥0(X
(l)
i (t)+σ0X

(l)(t)−ctβ) with {X(l)
i (t), t ≥ 0}, l = 1, · · · d, i = 1, · · · , n

being independent copies of a self-similar Gaussian process and {(X(1)(t), · · · , X(d)(t)), t ≥ 0} being a d-

dimensional self-similar Gaussian process. We refer to [2] for examples of multivariate self-similar Gaussian

processes which include some multivariate fBm as special case.

The next result shows that for the stationary sequence {Qi}i≥1, the (absolute) moments of the normalised

order statistics converge to the (absolute) moments of the corresponding limiting random variable.

Theorem 3.3. Under the assumptions of Theorem 3.1, we have, for any λ > 0,
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(i). If β > 2H −H0, then

lim
n→∞

E

{∣∣∣σ−10 t−H0
0 b−H0/β

n

(
M (k)

n − bn

)∣∣∣
λ
}

= E

{
|N |λ

}
.

(ii). If β < 2H −H0, then

lim
n→∞

E

{∣∣∣a−1n

(
M (k)

n − bn

)∣∣∣
λ
}

= E

{∣∣∣Λ(k)
∣∣∣
λ
}
.

(iii). If β = 2H −H0, then

lim
n→∞

E

{∣∣∣a−1n

(
M (k)

n − bn

)∣∣∣
λ
}

= E

{∣∣∣∣Λ
(k) +

σ0cβ

H
N
∣∣∣∣
λ
}
.

Remark 3.4. We can see from the proof of Theorem 3.3 that, when λ is an integer, the above convergence re-

sults still hold for moments without the modulus. Absolute moments of the limiting distributions can sometimes

be given more explicitely, for example, it follows from [38] that E
{
|N |λ

}
= 2λ/2
√
π
Γ
(
λ+1
2

)
, with Γ(·) the Gamma

function. Furthermore, by a change a variable formula, we can obtain E

{∣∣Λ(1)
∣∣λ
}
=
∫∞
0

|log y|λ e−ydy. The
formula for other distributions seems to be complicate and thus omitted here. Moreover, these moments can

be easily approximated by using Monte Carlo simulations.

The following theorem presents analogues of Theorem 3.1 and Theorem 3.3 for a non-stationary sequence

{Qi}i≥1 with general ci’s.

Theorem 3.5. Let M
(k)
n , n ∈ N be defined in (1)-(2) with σ = 1, and (11) holds with some mn < n such that

limn→∞mn/n = p ∈ (0, 1], and let bn, an, n ∈ N be given as in (13). Assume β > max(H,H0). Then, the

claims of (i)-(iii) in Theorem 3.1 and Theorem 3.3 hold true when replacing an, bn with amn
, bmn

, respectively.

Remark 3.6. The above result is understandable intuitively as follows: The probability of exceeding a high-

level threshold by Qi, for any i > mn is much less than that of Qi, i ≤ mn, so a lower threshold umn
(x) (defined

through mn instead of n) is needed in order to derive the same limiting distribution as for the stationary case.

In this sense, the above results for the non-stationary sequence {Qi}i≥1 can be seen as a thinning version of

the results in Theorem 3.1 and Theorem 3.3.

We conclude this section with an example, where we derive corresponding results for the fBm model with a

linear drift (i.e., β = 1). For a sfBm {X1(t), t ≥ 0} with Hurst index H ∈ (0, 1),

Cov(X1(t), X1(s)) =
1

2
(t2H + s2H− | t− s |2H), t, s ≥ 0.

One can check that sfBm X1 fulfills (4) with K(t) = t−H0 tH = (H/(c(1 − H)))−H/βtH , t ≥ 0. Thus, by

Proposition 2.1, we have

P

{
sup
t≥0

(X1(t)− ct) > u

}
= R(u) exp

(
− uτ

2A2

)
(1 + o(1))

as u → ∞, where

A =
HH(1−H)1−H

cH
, τ = 2(1−H), R(u) =

2−
1

2H H2H√
H(1−H)

(
cHu1−H

HH(1−H)1−H

) 1
H−2

.(16)

Corollary 3.7. Let {Xi(t), t ≥ 0}, i = 1, 2, . . . , be independent sfBm’s with common Hurst index H ∈ (0, 1)

and {X(t), t ≥ 0} be another independent sfBm with Hurst index H0 ∈ (0, 1). Assume σ = 1 and β = 1.

Then, the claims in Theorems 3.1, 3.3 and 3.5 are valid, with bn, an in (13) defined through (16).

Remark 3.8. Particularly, if H = H0 = 1/2, c = ci, i ≥ 1 and k = 1, we recover Theorem 5.2 of [29].
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4. Further results and Proofs

Before starting the proof, we first give some auxiliary results which will be used later. Recall the key point

t0 =
(

H
c(β−H)

) 1
β

as given above the formula (3). The lemma below is about limiting properties of an and bn

which can be obtained immediately from their definition.

Lemma 4.1. For an and bn in (13), we have

lim
n→∞

b
H0/β
n

an
= τ(2A2)

H0−β

2(β−H) lim
n→∞

(log n)
β−2H+H0
2(β−H) =





∞, if β > 2H −H0,

0, if β < 2H −H0,

τ/(2A2), if β = 2H −H0.

(17)

Furthermore, as n → ∞,

b1−H/β
n = A

√
2 log n

(
1 +

1

2
(log n)−1 log(R((2A2 log n)

β
2(β−H) ))(1 + o(1))

)
.(18)

Lemma 4.2. For any ε0 ∈ (0, t0), there exists some small ĉ ∈ (0,min(1, c)) such that

σ∗ = σ∗(ε0, ĉ) := max

{
max

t∈[0,t0−ε0]
tH

1− ĉ+ ctβ
, max

t≥t0+ε0

tH

1− ĉ+ (c− ĉ)tβ

}
<

tH0

1 + ctβ0
= A.(19)

Proof of Lemma 4.2: We only show the proof for the maximum taken over [0, t0−ε0], since similar arguments

also apply to the second maximum taken over [t0 + ε0,∞). Note that, for any ε1 > −1 and ε2 ∈ [0, c),

argmax
t≥0

tH

1 + ε1 + (c− ε2)tβ
= t0

(
c

c− ε2
(1 + ε1)

)1/β

.(20)

[This formula is given in a general form which is also helpful for later.] Thus, for any ε0 ∈ (0, t0), we can find

some small enough ĉ such that

max
t∈[0,t0−ε0]

tH

1− ĉ+ ctβ
=

(t0 − ε0)
H

1− ĉ+ c(t0 − ε0)β
<

tH0

1 + ctβ0
,

where the last inequality follows by (20) with ε1 = ε2 = 0. This completes the proof. �

4.1. Proof of Theorem 3.1. In the following subsections, we first present the proof for scenario (i) and then

a generic proof for scenarios (ii)-(iii).

4.1.1. Proof for (i). We need to show that, for any x ∈ R,

P

{
b−H0/β
n

(
M (k)

n − bn

)
> x

}
→ P

{
σ0t

H0
0 N > x

}
, n → ∞.

We will consider asymptotic lower and upper bounds, respectively. First, we have, from Lemma 4.3 below,

that

P

{
b−H0/β
n

(
M (k)

n − bn

)
> x

}
≥ P

{
b−H0/β
n

(
(k)
max
i≤n

Xi(t0b
1/β
n ) + σ0X(t0b

1/β
n )− c(t0b

1/β
n )β − bn

)
> x

}

→ P

{
σ0t

H0
0 N > x

}
, n → ∞,(21)
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which yields the required lower bound. Next, for any ε0 ∈ (0, t0), we introduce the following notation,

A1,i =

{
b−H0/β
n

(
sup

(t0−ε0)b1/βn ≤t≤(t0+ε0)b
1/β
n

(Xi(t) + σ0X(t)− ctβ)− bn

)
> x

}
, 1 ≤ i ≤ n,

A2,i =

{
b−H0/β
n

(
sup

0≤t≤(t0−ε0)b1/βn

(Xi(t) + σ0X(t)− ctβ)− bn

)
> x

}
, 1 ≤ i ≤ n,

A3,i =

{
b−H0/β
n

(
sup

t≥(t0+ε0)b
1/β
n

(Xi(t) + σ0X(t)− ctβ)− bn

)
> x

}
, 1 ≤ i ≤ n,

B2 = ∪i≤nA2,i, B3 = ∪i≤nA3,i.

We derive that

P

{
b−H0/β
n

(
M (k)

n − bn

)
> x

}
= P





⋃

{j1,...,jk}
⊆{1,...,n}

( (
∪3
i=1Ai,j1

)
∩ · · · ∩

(
∪3
i=1Ai,jk

) )




= P





⋃

{j1,...,jk}
⊆{1,...,n}

( (
∪3
i=1Ai,j1

)
∩ · · · ∩

(
∪3
i=1Ai,jk

) )
, (B2 ∪B3)

c





+P





⋃

{j1,...,jk}
⊆{1,...,n}

( (
∪3
i=1Ai,j1

)
∩ · · · ∩

(
∪3
i=1Ai,jk

) )
, (B2 ∪B3)





(22)

≤ P





⋃

{j1,...,jk}
⊆{1,...,n}

(
A1,j1 ∩ · · · ∩A1,jk

)




+ P {B2}+ P {B3} ,

where
⋃

{j1,...,jk}⊆{1,...,n}
denotes the union of all the possible combinations of j1, . . . , jk drawn without replace-

ment from {1, . . . , n}. Thus, the above inequality can be re-written as

P

{
b−H0/β
n

(
M (k)

n − bn

)
> x

}
≤ P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> x

}

+ P

{
max
i≤n

sup
0≤t≤(t0−ε0)b1/βn

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> x

}

+ P

{
max
i≤n

sup
t≥(t0+ε0)b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> x

}
.

In view of (28) and (29) in Lemma 4.4 below, we know that the last two terms on the right-hand side converge

to 0, as n → ∞. For the remaining first term, it follows, by self-similarity, that

P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> x

}

≤ P

{
(k)
max
i≤n

sup
t≥0

Xi(t)− ctβ − bn

b
H0/β
n

+ sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

σ0X(t)

b
H0/β
n

> x

}

= P

{
b−H0/β
n (M̃ (k)

n − bn) + sup
1≤t≤(t0+ε0)/(t0−ε0)

σ0X(t)(t0 − ε)H0 > x

}
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with M̃
(k)
n defined in (10) with c = ci, i ≥ 1 in the stationary case. Therefore, we derive from (14) and (17)

that, for β > 2H −H0,

b−H0/β
n (M̃ (k)

n − bn) =
an

b
H0/β
n

M̃
(k)
n − bn
an

d→ 0, n → ∞,

and thus

lim
ε0→0

lim sup
n→∞

P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> x

}

≤ lim
ε0→0

P

{
sup

1≤t≤(t0+ε0)/(t0−ε0)
σ0X(t)(t0 − ε0)

H0 > x

}
= P

{
σ0t

H0
0 N > x

}
,

which gives the required upper bound. The proof is complete. �

Below we present the two lemmas used in this proof.

Lemma 4.3. Under the assumption of Theorem 3.1 and the condition in (i) (i.e., β > 2H −H0), we have,

as n → ∞,

b−H0/β
n

(
(k)
max
i≤n

Xi(t0b
1/β
n )) + σ0X(t0b

1/β
n )− c(t0b

1/β
n )β − bn

)
d→ σ0t

H0
0 X(1).

Proof of Lemma 4.3: First, by self-similarity,

b−H0/β
n

(
(k)
max
i≤n

Xi(t0b
1/β
n )) + σ0X(t0b

1/β
n )− c(t0b

1/β
n )β − bn

)

d
= tH0

(
(k)
max
i≤n

Xi(1)−
1 + ctβ0
tH0

b1−H/β
n

)
b(H−H0)/β
n + σ0t

H0
0 X(1).

It is sufficient to show that(
(k)
max
i≤n

Xi(1)−
1 + ctβ0
tH0

b1−H/β
n

)
b(H−H0)/β
n

d→ 0, n → ∞.(23)

For the IID standard Normal sequence Xi(1), i = 1, 2, . . ., we have from Proposition 2.2 (see also Theorem

1.5.3 in [27]) that

Z(k)
n :=

√
2 log n

(
(k)
max
i≤n

Xi(1)−
(√

2 log n− log(4π log n)

2
√
2 log n

))
d→ Λ(k), n → ∞.(24)

Then, we can rewrite the left-hand side of (23) as
(

(k)
max
i≤n

Xi(1)−
1 + ctβ0
tH0

b1−H/β
n

)
b(H−H0)/β
n

=

√
2 log n

(
(k)
max
i≤n

Xi(1)−
(√

2 log n− log(4π logn)

2
√
2 logn

))

√
2 log n b

(H0−H)/β
n

−
1+ctβ0
tH0

b
1−H/β
n −

(√
2 log n− log(4π logn)

2
√
2 logn

)

b
(H0−H)/β
n

=:
Z

(k)
n√

2 log n b
(H0−H)/β
n

− rn.(25)

By the definition of bn in (13) and the assumption β > 2H −H0, we have

lim
n→∞

√
2 log n b(H0−H)/β

n = lim
n→∞

A
H0−H
β−H (2 log n)

β+H0−2H

2(β−H) (1 + o(1))
(H0−H)/β

= ∞,(26)

which together with Taylor expression (18) implies that

lim
n→∞

rn =
1

√
2 log n b

(H0−H)/β
n

(
log(R((2A2 log n)1/τ ))(1 + o(1)) + 2−1 log(4π log n)

)
= 0.(27)

Consequently, substituting (24) and (26)-(27) into (25), we get (23). This completes the proof. �
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Lemma 4.4. Under the assumption of Theorem 3.1, we have, for any ε0 ∈ (0, t0) and any x ∈ R,

lim
n→∞

P

{
max
i≤n

sup
0≤t≤(t0−ε0)b1/βn

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> x

}
= 0,(28)

lim
n→∞

P

{
max
i≤n

sup
t≥(t0+ε0)b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> x

}
= 0.(29)

Proof of Lemma 4.4: We first prove (28). Note, by self-similarity,

P

{
max
i≤n

sup
0≤t≤(t0−ε0)b1/βn

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> x

}

≤ P

{
max
i≤n

sup
0≤t≤(t0−ε0)b1/βn

Xi(t)− ctβ − bn

b
H0/β
n

+ sup
0≤t≤(t0−ε0)b1/βn

σ0X(t)

b
H0/β
n

> x

}
(30)

= P

{
max
i≤n

sup
0≤t≤(t0−ε0)

(
b(H−H0)/β
n Xi(t)− (1 + ctβ)b1−H0/β

n

)
+ sup

0≤t≤(t0−ε0)
σ0X(t) > x

}
.

Since sup0≤t≤(t0−ε0) X(t) < ∞ a.s., it is sufficient to show that, for any x ∈ R,

J1(n, x) := P

{
max
i≤n

sup
0≤t≤(t0−ε0)

(
b(H−H0)/β
n Xi(t)− (1 + ctβ)b1−H0/β

n

)
> x

}
→ 0,(31)

as n → ∞. For the fixed ε0, choosing a small ĉ ∈ (0, 1) satisfying (19), then using Borell-TIS inequality (see,

e.g., Theorem 2.1.1 in [1]), we have, for large enough n such that xb
H0/β−1
n > −ĉ,

J1(n, x) ≤ n P

{
sup

0≤t≤(t0−ε0)

Xi(t)

1 + ctβ + xb
H0/β−1
n

> b1−H/β
n

}

≤ n P

{
sup

0≤t≤(t0−ε0)

Xi(t)

1− ĉ+ ctβ
> b1−H/β

n

}

≤ n exp


−(b1−H/β

n −K1)
2

(
sup

t∈[0,t0−ε0]

2t2H

(1− ĉ+ ctβ)
2

)−1


≤ exp

(
− (b

1−H/β
n −K1)

2

2σ2∗
+ log n

)
,

where K1 := E

{
sup0≤t≤(t0−ε0) X1(t)/(1− ĉ+ ctβ)

}
< b

1−H/β
n for all large enough n, and the last inequality

follows from (19). Furthermore, by (18) and (19) we have

lim
n→∞

b
2−2H/β
n

2σ2∗ log n
> 1,

implying (31). Thus, (28) is established. Next, by a similar argument we derive, for some ĉ ∈ (0,min(1, c))

satisfying (19), that

P

{
max
i≤n

sup
t≥(t0+ε0)b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> x

}

≤ P

{
max
i≤n

sup
t≥(t0+ε0)b

1/β
n

Xi(t)− (c− ĉ)tβ − bn

b
H0/β
n

+ sup
t≥(t0+ε0)b

1/β
n

σ0X(t)− ĉtβ

b
H0/β
n

> x

}

≤ P

{
max
i≤n

sup
t≥(t0+ε0)

(
b(H−H0)/β
n Xi(t)− (1 + (c− ĉ)tβ)b1−H0/β

n

)
+ b−H0/β

n sup
t≥0

(
σ0X(t)− ĉtβ

)
> x

}
.
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Note that limn→∞ b
−H0/β
n supt≥0(σ0X(t)− ĉtβ) = 0 a.s.. Thus, in order to prove (29), it is sufficient to show

that, for any fixed x ∈ R,

J2(n, x) := P

{
max
i≤n

sup
t≥(t0+ε0)

(
b(H−H0)/β
n Xi(t)− (1 + (c− ĉ)tβ)b1−H0/β

n

)
> x

}
→ 0,

as n → ∞. Again, by Borell-TIS inequality, we have,

J2(n, x) ≤ n P

{
sup

t≥(t0+ε0)

Xi(t)

1 + (c− ĉ)tβ + xb
H0/β−1
n

> b1−H/β
n

}

≤ n P

{
sup

t≥(t0+ε0)

Xi(t)

1− ĉ+ (c− ĉ)tβ
> b1−H/β

n

}

≤ n exp


−(b1−H/β

n −K2)
2

(
sup

t≥(t0+ε0)

2t2H

(1− ĉ+ (c− ĉ)tβ)
2

)−1


≤ exp

(
− (b

1−H/β
n −K2)

2

2σ2∗
+ log n

)
→ 0, n → ∞,

where K2 := E

{
supt≥(t0+ε0)

X1(t)
1+(c−ĉ)tβ

}
< ∞. Thus, the proof is complete. �

Before proving scenarios (ii) and (iii), we shall derive two important lemmas below.

Lemma 4.5. Under the assumptions of Theorem 3.1 and the conditions in (ii) and (iii) (i.e., β ≤ 2H−H0),

we have, for any ε0 ∈ (0, t0) and any x ∈ R,

lim
n→∞

P

{
max
i≤n

sup
0≤t≤(t0−ε0)b1/βn

Xi(t) + σ0X(t)− ctβ − bn
an

> x

}
= 0,(32)

lim
n→∞

P

{
max
i≤n

sup
t≥(t0+ε0)b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn
an

> x

}
= 0.(33)

Proof of Lemma 4.5: The claims follow by similar arguments as those used in the proof of Lemma 4.4, with

b
H0/β
n replaced by an. The assumption β ≤ 2H −H0 is used to show that

lim
n→∞

bH0/β
n a−1n sup

0≤t≤(t0−ε0)
X(t) < ∞ and lim

n→∞
a−1n sup

t≥0
(X(t)− ĉtβ) = 0, a.s..

The details are thus omitted. �

Remark 4.6. It is easy to check that the claims in (32) and (33) are still valid if we remove σ0X(t) from

the numerators and without assuming β ≤ 2H −H0. This observation is useful for the following result.

Lemma 4.7. Under the assumptions of Theorem 3.1, we have, for any ε0 ∈ (0, t0),

(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t)− ctβ − bn
an

d→ Λ(k),

as n → ∞.

Proof of Lemma 4.7: We need to show that, for any x ∈ R,

lim
n→∞

P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t)− ctβ − bn
an

> x

}
= P

{
Λ(k) > x

}
.(34)
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First, from (14) we have for any x ∈ R,

P

{
Λ(k) > x

}
= lim

n→∞
P

{
a−1n

(
M̃ (k)

n − bn

)
> x

}

≥ lim sup
n→∞

P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t)− ctβ − bn
an

> x

}
.(35)

Next, similarly to (22) we can derive, for any n ∈ N and x ∈ R, that

P

{
a−1n

(
M̃ (k)

n − bn

)
> x

}
≤ P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t)− ctβ − bn
an

> x

}

+ P

{
max
i≤n

sup
0≤t≤(t0−ε0)b1/βn

Xi(t)− ctβ − bn
an

> x

}

+ P

{
max
i≤n

sup
t≥(t0+ε0)b

1/β
n

Xi(t)− ctβ − bn
an

> x

}
,

where the last two probabilities on the right-hand side tend to 0 as n → ∞, as discussed in Remark 4.6. Thus,

we obtain

lim inf
n→∞

P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t)− ctβ − bn
an

> x

}
≥ P

{
Λ(k) > x

}
.(36)

Therefore, (34) follows from (35) and (36), and the proof is complete. �

4.1.2. Proof for (ii) and (iii). First, similarly to (22) we can derive, for any ε0 ∈ (0, t0) and any x ∈ R,

P

{
a−1n (M (k)

n − bn) > x
}

≤ P

{
max
i≤n

sup
0≤t≤(t0−ε0)b1/βn

Xi(t) + σ0X(t)− ctβ − bn
an

> x

}

+P

{
max
i≤n

sup
t≥(t0+ε0)b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn
an

> x

}

+P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn
an

> x

}

=: I1(ε0, n, x) + I2(ε0, n, x) + I3(ε0, n, x).

From Lemma 4.5 we know

lim
n→∞

I1(ε0, n, x) = lim
n→∞

I2(ε0, n, x) = 0.

For the remaining I3(ε0, n, x), we note that

I3(ε0, n, x) ≤ P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t)− ctβ − bn
an

+ sup
(t0−ε0)≤t≤(t0+ε0)

σ0X(t)
b
H0/β
n

an
> x

}
.

Then, by (17), Lemma 4.7, and the independence of the Gaussian processes X and Xi’s, we obtain

lim sup
n→∞

P

{
a−1n (M (k)

n − bn) > x
}

≤ lim
ε0→0

lim sup
n→∞

I3(ε0, n, x)(37)

≤ P

{
Λ(k) +

σ0cβ

H
1{β=2H−H0}N > x

}
,

where in the last inequality we used that, for β = 2H −H0,

tH0
0 τ(2A2)

H0−β

2(β−H) = tH0
0 τ(2A2)−1

=

(
H

c(β −H)

)H0/β (2(β −H)

β

)
1

2

(
β

β −H

)2(
H

c(β −H)

)−2H/β

= cβ/H.
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Next, since

P

{
a−1n (M (k)

n − bn) > x
}
≥ I3(ε0, n, x)

≥ P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t)− ctβ − bn
an

− b
H0/β
n

an
sup

(t0−ε0)≤t≤(t0+ε0)

(−σ0X(t)) > x

}
,

and thus by the same reason as above we have

lim inf
n→∞

P

{
a−1n (M (k)

n − bn) > x
}

≥ lim
ε0→0

lim inf
n→∞

I3(ε0, n, x)(38)

= P

{
Λ(k) +

σ0cβ

H
1{β=2H−H0}N > x

}
.

Consequently, combining (37) and (38) yields

lim
n→∞

P

{
a−1n (M (k)

n − bn) > x
}
= P

{
Λ(k) +

σ0cβ

H
1{β=2H−H0}N > x

}
.

This completes the proof for both (ii) and (iii).

4.2. Proof of Remarks 3.2 (d). We first consider the scenarios (i) and (iii) where β ≥ 2H − H0. The

claim of non-existence of a phantom distribution function can be proved by a contradiction. If a phantom

distribution function G exists, then by definition we know for a sequence un(x) = enx+ bn, n ∈ N with x ∈ R

(here en = σ0t
H0
0 b

H0/β
n under scenario (i) and en = an under scenario (iii)),

P {Mn ≤ un(x)} −Gn(un(x)) → 0, n → ∞,

which, by Theorem 3.1, implies that

Gn(un(x)) →





P {N ≤ x} , if β > 2H −H0,

P

{
Λ(1) + σ0cβ

H N ≤ x
}
, if β = 2H −H0,

n → ∞.

The above result is not possible because these limiting distributions are not members of the only three possible

non-degenerate extreme value distribution families for IID sequence. Thus, there is no phantom distribution

function for the stationary sequence {Qi}i≥1 under scenarios (i) and (iii).

The claim of existence of a continuous phantom distribution function under scenario (ii) follows by applying

Theorem 2 of [17]. Indeed, it can be shown by Theorem 3.1 that

P
{
M[nt] ≤ bn

}
= P

{
a−1[nt](M[nt] − b[nt]) ≤ a−1[nt](bn − b[nt])

}
→ e−t, ∀t > 0.

4.3. Proof of Theorem 3.3. In the following two subsections, we present the proof for scenario (i) and

scenarios (ii)-(iii), respectively.

4.3.1. Proof for (i). Due to the weak convergence result in scenario (i) of Theorem 3.1 and the arguments as

in the proof of Proposition 2.1 in [37], it is sufficient to show that

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1P
{∣∣∣b−H0/β

n (M (k)
n − bn)

∣∣∣ > s
}
ds = 0.(39)

Note that
∫ ∞

L

λsλ−1P
{∣∣∣b−H0/β

n (M (k)
n − bn)

∣∣∣ > s
}
ds

=

∫ ∞

L

λsλ−1P
{
b−H0/β
n (M (k)

n − bn) > s
}
ds+

∫ ∞

L

λsλ−1P
{
b−H0/β
n (M (k)

n − bn) < −s
}
ds

≤
∫ ∞

L

λsλ−1P
{
b−H0/β
n (M (1)

n − bn) > s
}
ds+

∫ ∞

L

λsλ−1P
{
b−H0/β
n (M (k)

n − bn) < −s
}
ds

=: H1(n, L) +H2(n, L).
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Below we discuss H1(n, L) and H2(n, L) for large n and L, and aim to find uniform (for large n and large s)

integrable upper bounds for the probability terms in their integrands so that (39) holds.

Consider H1(n, L). Fix a small ĉ ∈ (0, c), we can choose a large enough G such that

(t0(1 +G))H

1 + (c− ĉ)(t0(1 +G))β
<

tH0

1 + ctβ0
= A,(40)

δG := 2
(
(1 +G)β(c− ĉ)/c− 1

)
> 0,(41)

and
(

c

c− ĉ

)−2H/β

(1 + δG/2)
2(1−H/β) =

(
c

c− ĉ

)−2
(1 +G)2(β−H) ≥ 4.(42)

It follows that

P

{
b−H0/β
n (M (1)

n − bn) > s
}

≤ P

{
max
i≤n

sup
0≤t≤(1+G)t0b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> s

}

+P

{
max
i≤n

sup
t≥(1+G)t0b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn

b
H0/β
n

> s

}

=: I11(n, s) + I12(n, s).

By self-similarity, we have

I11(n, s) ≤ P

{
max
i≤n

sup
0≤t≤(1+G)t0b

1/β
n

Xi(t)− ctβ − bn

b
H0/β
n

> s/2

}
+ P

{
sup

0≤t≤(1+G)t0b
1/β
n

σ0X(t)

b
H0/β
n

> s/2

}

≤ nP

{
sup

0≤t≤(1+G)t0

Xi(t)

1 + ctβ
> f(n, s)

}
+ P

{
sup

0≤t≤(1+G)t0

σ0X(t) >
s

2

}
,(43)

where

f(n, s) :=
sb

(H0−H)/β
n

2(1 + c(1 +G)βtβ0 )
+ b1−H/β

n , n ∈ N, s ≥ L.

We have, from Proposition 2.1, that for all large n and s

nP

{
sup

0≤t≤(1+G)t0

Xi(t)

1 + ctβ
> f(n, s)

}
≤ 2

A
3
2− 2

αU
1
αHα

2
1
αB

1
2

f(n, s)−2
←
K(f(n, s)−1)

exp

(
−
(
f(n, s)2

2A2
− log n

))

≤ A
3
2− 2

αU
1
αHα

2
1
α−1B

1
2

f(n, s)γ0 exp

(
−
(
f(n, s)2

2A2
− log n

))
,(44)

with some γ0 > 1 large enough, where the second inequality follows since (v2
←
K(v−1))−1, v > 0 is a regularly

varying function at infinity. By (18) and the assumption β > 2H −H0, we have

lim
n→∞

b
2(1−H/β)
n /(2A2)− log n

b
β+H0−2H

β
n

= 0,

and thus

f(n, s)2

2A2
− log n ≥

(
b
2(1−H/β)
n

2A2
− log n

)
+

sb
β+H0−2H

β
n

2A2(1 + c(1 +G)βtβ0 )
(45)

≥ Lb
β+H0−2H

β
n

4A2(1 + c(1 +G)βtβ0 )
+

s− L

2A2(1 + c(1 +G)βtβ0 )

holds for all large s and large n. Using the Cr inequality (see Lemma A in Appendix) we know

f(n, s)γ0 ≤ sγ0b
(H0−H)γ0/β
n

2γ0(1 + c(1 +G)βtβ0 )
γ0

+ b(1−H/β)γ0
n .(46)
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Then, substituting (45) and (46) into (44), we obtain that, for all large enough n,

nP

{
sup

0≤t≤(1+G)t0

Xi(t)

1 + ctβ
> f(n, s)

}
≤ sγ0 exp

(
− s

2A2(1 + c(1 +G)βtβ0 )

)
.(47)

Furthermore, in the light of the Borell-TIS inequality, we get

∫ ∞

L

λsλ−1P

{
sup

0≤t≤(1+G)t0

σ0X(t) >
s

2

}
ds ≤

∫ ∞

L

λsλ−1 exp

(
− (s/(2σ0)−K3)

2

2(1 +G)2Ht2H0

)
ds → 0(48)

as L → ∞, where K3 := E

{
sup0≤t≤(1+G)t0 X(t)

}
< ∞. Consequently, it follows from (43) and (47)-(48) that

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1I11(n, s)ds = 0.

Next, we show

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1I12(n, s)ds = 0,(49)

which, together with the above equation, will give the desired result that

lim
L→∞

lim sup
n→∞

H1(n, L) = 0.(50)

Now, we focus on I12(n, s). By self-similarity, we have, for large n,

I12(n, s) ≤ P

{
max
i≤n

sup
t≥(1+G)t0b

1/β
n

Xi(t)− (c− ĉ)tβ − bn

b
H0/β
n

> s/2

}

+ P

{
sup

t≥(1+G)t0b
1/β
n

σ0X(t)− ĉtβ

b
H0/β
n

> s/2

}

≤ nP

{
sup

t≥(1+G)t0

X1(t)− (1 + (c− ĉ)tβ)b1−H/β
n > b(H0−H)/β

n s/2

}

+ P

{
sup
t≥0

σ0X(t)− ĉtβ > bH0/β
n s/2

}

≤ nP

{
sup

t≥(1+G)t0

X1(t)

dn,s + (c− ĉ)tβ
> b1−H/β

n

}
+ P

{
sup
t≥0

σ0X(t)− ĉtβ > s/2

}
,(51)

with

dn,s := 1 +
s

2
bH0/β−1
n .

From Proposition 2.1, we see

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1P

{
sup
t≥0

σ0X(t)− ĉtβ > s/2

}
ds = 0.(52)

Furthermore, define

gn,s(t) :=
tH

dn,s + (c− ĉ)tβ
, t ≥ 0.

By (20), we know the unique maximum point of gn,s(t), t ≥ 0 is given by

t∗n,s = t0

(
c

c− ĉ
dn,s

)1/β

.

Recalling δG defined in (41), we have

s ≤ δGb
1−H0/β
n ⇔ t∗n,s ≤ (1 +G)t0.
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Therefore, we can divide the following integral into two parts,

∫ ∞

L

nλsλ−1 P

{
sup

t≥(1+G)t0

X1(t)

dn,s + (c− ĉ)tβ
> b1−H/β

n

}
ds

=

(∫ δGb1−H0/β
n

L

+

∫ ∞

δGb
1−H0/β
n

)
nλsλ−1P

{
sup

t≥(1+G)t0

X1(t)

dn,s + (c− ĉ)tβ
> b1−H/β

n

}
ds

=: J11(n, L) + J12(n, L).(53)

For the first integral J11(n, L), since s ≤ δGb
1−H0/β
n , we obtain

sup
t≥(1+G)t0

gn,s(t) = gn,s((1 +G)t0) =
(t0(1 +G))H

dn,s + (c− ĉ)(t0(1 +G))β
,

and thus by the Borell-TIS inequality,

nP

{
sup

t≥(1+G)t0

X1(t)

dn,s + (c− ĉ)tβ
> b1−H/β

n

}
≤ n exp

(
−
(
dn,s + (c− ĉ)(t0(1 +G))β

)2

2(t0(1 +G))2H
(b1−H/β

n −K4)
2

)

holds for all large n such that b
1−H/β
n > K4, where K4 := E

{
supt≥(1+G)t0

X1(t)
1+(c−ĉ)tβ

}
< ∞. Since

(
dn,s + (c− ĉ)(t0(1 +G))β

)2 ≥
(
1 + (c− ĉ)(t0(1 +G))β

)2
+
(
1 + (c− ĉ)(t0(1 +G))β

)
sbH0/β−1

n ,

it follows, by (18), (40) and the assumption β > 2H −H0, that, for all large n,

nP

{
sup

t≥(1+G)t0

X1(t)

dn,s + (c− ĉ)tβ
> b1−H/β

n

}
≤ n exp

(
−
(
1 + (c− ĉ)(t0(1 +G))β

)2

2(t0(1 +G))2H
(b1−H/β

n −K4)
2

)

× exp

(
−
(
1 + (c− ĉ)(t0(1 +G))β

)
s

4(t0(1 +G))2H
b(β+H0−2H)/β
n

)

≤ exp (−K0s) ,

holds, with some constant K0 > 0. Thus,

lim
L→∞

lim sup
n→∞

J11(n, L) ≤ lim
L→∞

∫ ∞

L

λsλ−1e−K0sds = 0.(54)

For the second integral J12(n, L), since s ≥ δGb
1−H0/β
n , we have

sup
t≥(1+G)t0

gn,s(t) = gn,s(t
∗
n,s) =

(
c

c− ĉ

)H/β

dH/β−1
n,s A,

and thus by Borell-TIS inequality, for large enough n,

nP

{
sup

t≥(1+G)t0

X1(t)

dn,s + (c− ĉ)tβ
> b1−H/β

n

}
≤ n exp

(
− 1

2A2

(
c

c− ĉ

)−2H/β

d2(1−H/β)
n,s (b1−H/β

n −K4)
2

)
.

Using a change of variable

v =
s− δGb

1−H0/β
n

b
1−H0/β
n

,

and the Cr inequality, we get

d2(1−H/β)
n,s = (1 + δG/2)

2(1−H/β) (1 + v/(2 + δG))
2(1−H/β)

≥ 1

2
(1 + δG/2)

2(1−H/β)
(
1 + v2(1−H/β)/(2 + δG)

2(1−H/β)
)
.
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Therefore, for all large n,

J12(n, L) ≤
∫ ∞

δGb
1−H0/β
n

nλsλ−1 exp

(
− 1

2A2

(
c

c− ĉ

)−2H/β

d2(1−H/β)
n,s (b1−H/β

n −K4)
2

)
ds

≤ λnbλ(1−H0/β)
n exp

(
− 1

4A2

(
c

c− ĉ

)−2H/β

(1 + δG/2)
2(1−H/β)(b1−H/β

n −K4)
2

)

×
∫ ∞

0

(v + δG)
λ−1 exp

(
− 1

4A2

(
c

c− ĉ

)−2H/β (v
2

)2(1−H/β)

(b1−H/β
n −K4)

2

)
dv

≤ λnbλ(1−H0/β)
n exp

(
− 1

A2
(b1−H/β

n −K4)
2

)
×
∫ ∞

0

(v + δG)
λ−1 exp

(
−v2(1−H/β)

)
dv,

where in the last inequality we have used (42). This, together with (18), implies

lim
L→∞

lim sup
n→∞

J12(n, L) = 0.(55)

Consequently, substituting (54) and (55) into (53), and recalling (51)-(52), we prove the claim in (49). This

gives us the desired result presented in (50).

Now consider H2(n, L). We have, by self-similarity and symmetry of Normal distribution, that

P

{
b−H0/β
n (M (k)

n − bn) < −s
}

≤ P

{
(k)
max
i≤n

Xi(t0b
1/β
n ) + σ0X(t0b

1/β
n )− (1 + ctβ0 )bn

b
H0/β
n

< −s

}

= P

{
σ0X(t0) +

(
(k)
max
i≤n

Xi(t0)− (1 + ctβ0 )b
1−H/β
n

)
b(H−H0)/β
n < −s

}

≤ P

{
X(1) < − s

2tH0
0 σ0

}
+ P

{(
(k)
max
i≤n

Xi(1)−
1 + ctβ0
tH0

b1−H/β
n

)
b(H−H0)/β
n < − s

2tH0

}

=: I21(s) + I22(n, s).

Obviously,

lim
L→∞

lim
n→∞

∫ ∞

L

λsλ−1I21(s)ds ≤ lim
L→∞

∫ ∞

L

λsλ−1
2tH0

0 σ0√
2πs

exp

(
− s2

8t2H0
0 σ2

0

)
ds = 0.(56)

Recalling Z
(k)
n and rn as defined in (24)-(25), we obtain, by (26) and (27), that

I22(n, s) = P

{
Z

(k)
n√

2 log nb
(H0−H)/β
n

− rn < − s

2tH0

}

= P

{
Z(k)
n < −

√
2 log nb(H0−H)/β

n

(
s

2tH0
− rn

)}

≤ P

{
Z(k)
n < −s

}
≤ P

{∣∣∣Z(k)
n

∣∣∣ > s
}

≤ s−κE
{∣∣∣Z(k)

n

∣∣∣
κ}

holds for any κ > 0 and all large n and L, where the last inequality follows from Markov inequality. Choosing

κ > λ and then by Proposition 2.3, we conclude that

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1I22(n, s)ds ≤ lim
L→∞

λ

κ− λ
E

{∣∣∣Λ(k)
∣∣∣
κ}

Lλ−κ = 0.(57)

Therefore, combining (56)-(57) yields

lim
L→∞

lim sup
n→∞

H2(n, L) = 0,

which together with (50) establishes (39). This completes the proof for scenario (i).
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4.3.2. Proof for (ii) and (iii). The idea of proof for these two scenarios is similar to that for scenario (i),

thus we shall highlight the differences and omit some of the details when similar arguments in the proof for

scenario (i) are applicable here. It is sufficient to show

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1P
{∣∣∣a−1n

(
M (k)

n − bn

)∣∣∣ > s
}
ds = 0.(58)

Note that ∫ ∞

L

λsλ−1P
{∣∣∣a−1n

(
M (k)

n − bn

)∣∣∣ > s
}
ds

≤
∫ ∞

L

λsλ−1
(
P

{
a−1n

(
M (1)

n − bn

)
> s
}
+ P

{
a−1n

(
M (k)

n − bn

)
< −s

})
ds

=: H1(n, L) +H2(n, L).

Below we shall deal with H1(n, s) and H2(n, s), separately.

Consider H1(n, L). As before, we can choose a large G > 0 and some small ĉ ∈ (0, c) such that (40)-(42) hold.

It follows that

P

{
a−1n

(
M (1)

n − bn

)
> s
}

≤ P

{
max
i≤n

sup
0≤t≤(1+G)t0b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn
an

> s

}

+ P

{
max
i≤n

sup
t≥(1+G)t0b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn
an

> s

}

=: I11(n, s) + I12(n, s).

By self-similarity, we have

I11(n, s) ≤ P

{
max
i≤n

sup
t≥0

Xi(t)− ctβ − bn
an

> s/2

}
+ P

{
sup

0≤t≤(1+G)t0b
1/β
n

σ0X(t)

an
> s/2

}

= P

{
a−1n

(
M̃ (1)

n − bn

)
> s/2

}
+ P

{
sup

0≤t≤(1+G)t0

σ0X(t) > anb
−H0/β
n s/2

}
.(59)

For the first term, we have from the Markov inequality and (15) with mn = n (choosing κ > λ) that

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1P
{
a−1n

(
M̃ (1)

n − bn

)
> s/2

}
ds

≤ lim
L→∞

lim sup
n→∞

2κλLλ−κ

κ− λ
E

{∣∣∣a−1n

(
M̃ (1)

n − bn

)∣∣∣
κ}

= 0.(60)

Next, recalling (17) and using a similar argument as in (48), we obtain

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1P

{
sup

0≤t≤(1+G)t0

σ0X(t) > anb
−H0/β
n s/2

}
ds

≤ lim
L→∞

∫ ∞

L

λsλ−1P

{
sup

0≤t≤(1+G)t0

σ0X(t) > sA2/(2τ)

}
ds = 0.(61)

Consequently, by (59)-(61) we have

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1I11(n, s)ds = 0.

In order to obtain the desired result that

lim
L→∞

lim sup
n→∞

H1(n, L) = 0,(62)

it remains to show

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1I12(n, s)ds = 0,
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which results from drawing the same arguments as in the proof of scenario (i), by replacing b
H0/β
n with an

and noting that limn→∞ an = ∞ under the assumption of scenarios (ii) and (iii). The details are omitted.

Now consider H2(n, L). It is worth mentioning that we cannot get useful upper bounds by simply taking a

single point t0b
1/β
n as in scenario (i). Instead, we shall use a suitable interval around t0b

1/β
n as follows. By

self-similarity, we have, for any ε0 ∈ (0, t0),

P

{
a−1n

(
M (k)

n − bn

)
< −s

}
≤ P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t) + σ0X(t)− ctβ − bn
an

< −s

}

≤ P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t)− ctβ − bn
an

− sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

−σ0X(t)

an
< −s

}

≤ P

{
− sup

(t0−ε0)b1/βn ≤t≤(t0+ε0)b
1/β
n

−σ0X(t)

an
< −s

2

}

+ P

{
(k)
max
i≤n

sup
(t0−ε0)b1/βn ≤t≤(t0+ε0)b

1/β
n

Xi(t)− ctβ − bn
an

< −s

2

}

≤ P

{
sup

t0−ε0≤t≤t0+ε0

σ0X(t) >
an

2b
H0/β
n

s

}

+ P

{
(1 + c(t0 + ε0)

β)
b
H/β
n

an

(
(k)
max
i≤n

sup
(t0−ε0)≤t≤(t0+ε0)

Xi(t)

1 + ctβ
− b1−H/β

n

)
< −s

2

}

=: I21(n, s) + I22(n, s).

As shown in (61) we can obtain

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1I21(n, s)ds = 0.(63)

In order to analyse I22(n, s), we shall introduce some further notation. Denote

Ỹi = sup
(t0−ε0)≤t≤(t0+ε0)

Xi(t)

1 + ctβ
, i = 1, 2, . . . .

We obtain, from Proposition 2.1, that

P

{
Ỹi > v

}
= R̃(v) exp

(
− v2

2A2

)
(1 + o(1)), v → ∞,

where

R̃(v) =
A

3
2− 2

αHα

2
1
αB

1
2

v−2
←
K(v−1)

, v > 0.

Define

b̃n := A(2 log n)1/2 +A(2 log n)−1/2 log(R̃((2A2 log n)1/2)), n ∈ N,

ãn := A(2 log n)−1/2, n ∈ N.

By Proposition 2.2, we have

ã−1n

(
(k)
max
i≤n

Ỹi − b̃n

)
d→ Λ(k), n → ∞.

Next, it can be checked that

b
H/β
n

an
=

τ

2A2
(2A2 log n)

H
βτ− 1

τ +1(1 + o(1)) =
τ

2A2
(2A2 log n)1/2(1 + o(1)), n → ∞,

and thus

lim
n→∞

(1 + c(t0 ± ε0)
β)

b
H/β
n

an
ãn = A

1 + c(t0 ± ε0)
β

tH0
=: Aε0 .
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Further, by using second-order Taylor expansion, as n → ∞,

b1−H/β
n = A

√
2 log n

(
1 +

1

2
(log n)−1 log(R((2A2 log n)

β
2(β−H) )) +O

(
(log n)−2(log(R((2A2 log n)

β
2(β−H) )))2

))
.

Moreover, by definition

R((2A2 log n)
β

2(β−H) ) = R̃((2A2 log n)1/2) =
A

3
2− 2

αHα

2
1
αB

1
2

(2A2 log n)−1
←
K((2A2 log n)−1/2)

.

Hence, we derive that

lim
n→∞

ã−1n

(
b̃n − b1−H/β

n

)
= 0,(64)

and thus for all large n,

I22(n, s) = P



(1 + c(t0 + ε0)

β)
b
H/β
n

an
ãn




(k)
maxi≤nỸi − b̃n

ãn
+

b̃n − b
1−H/β
n

ãn


 < −s

2





≤ P

{
ã−1n

(
(k)
max
i≤n

Ỹi − b̃n

)
< − s

4Aε0

}

≤ (4Aε0)
κs−κE

{∣∣∣∣ã
−1
n

(
(k)
max
i≤n

Ỹi − b̃n

)∣∣∣∣
κ}

holds for any κ > 0. In view of the definition of Ỹ1, it follows that

P

{
Ỹ1 ≤ −x

}
≤ P

{
X1(t0)

1 + ctβ0
≤ −x

}
≤ A√

2πx
e−

x2

2A2 , ∀ x > 0,

fulfilling (9), and thus we conclude from Proposition 2.3 that, for a chosen κ > λ,

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1I22(n, s)ds = 0.

This, together with (63), implies

lim
L→∞

lim sup
n→∞

H2(n, L) = 0.

Consequently, from the above equation and (62) we establish (58), and thus the proof for scenarios (ii) and

(iii) is complete.

4.4. Proof of Theorem 3.5. The proof follows from the same lines as the proofs of Theorem 3.1 and Theorem

3.3, by applying Proposition 2.4 and utilising two types of inequalities for some of the bounds therein. These

two types of inequalities are akin to the following:

• A lower bound using
(k)
max
i≤n

Xi(t0b
1/β
n ) ≥ (k)

max
i≤mn

Xi(t0b
1/β
n ) in (21).

• An upper bound using
(k)
max
i≤n

sup
0≤t≤(1−ε0)b1/βn

(Xi(t)− cit
β) ≤ (k)

max
i≤n

sup
0≤t≤(1−ε0)b1/βn

(Xi(t)− ctβ) in

(30).

Thus, we omit the details. The proof is complete.
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[36] V.I. Piterbarg, G. Popivoda, and S. Stamatović. Extremes of Gaussian processes with a smooth random trend. Filomat,

31(8):2267–2279, 2017.

[37] S.I. Resnick. Extreme Values, Regular Variation, and Point Processes. Springer, New York, 1987.

[38] A. Winkelbauer. Moments and absolute moments of the Normal distributions. Preprint, https://arxiv.org/pdf/1209.4340.pdf,

2014.

Appendix

In this appendix, we present proofs for the propositions displayed in Section 2.2. We also include the Cr

inequalities that have been frequently used in our proofs.

Proof of Proposition 2.2: The proof follows closely from some existing results. First, thanks to the closure

property of maximum domain of attraction of the Gumbel distribution under tail equivalence (see, e.g.,

Proposition 3.3.28 in [18]), the weak limit result for k = 1 (i.e., the Gumbel limit theorem for the maximum)

follows similarly to Theorem 1.5.3 in [27] by noting that limn→∞ n(1−F (µn+νnx)) = e−x, ∀x ∈ R. Secondly,

for general fixed k > 1 the result follows by an application of Theorem 2.2.2 in [27] where it is shown that for

an IID sequence the convergence for maxima is equivalent to the convergence for order statistics. �

Proof of Proposition 2.3: By Proposition 2.2 and the same arguments as those used in the proof of

Proposition 2.1 of [37], we only need to show that

lim
L→∞

lim sup
n→∞

∫ ∞

L

λsλ−1P
{∣∣∣ν−1n

(
Y (k)
n − µn

)∣∣∣ > s
}
ds = 0.

Further, note that
∫ ∞

L

λsλ−1P
{∣∣∣ν−1n

(
Y (k)
n − µn

)∣∣∣ > s
}
ds ≤

∫ ∞

L

λsλ−1P
{
ν−1n

(
Y (k)
n − µn

)
< −s

}
ds

+

∫ ∞

L

λsλ−1P
{
ν−1n

(
Y (k)
n − µn

)
> s
}
ds(65)

=: I1(n, L) + I2(n, L).

We shall first focus on I1(n, L). It can be checked that (cf. Proposition 4.1.2 in [18])

P

{
ν−1n

(
Y (k)
n − µn

)
< −s

}
=

k−1∑

j=0

(
n

j

)
(P {Y1 ≥ µn − νns})j (P {Y1 ≤ µn − νns})n−j .

By Stirling’s approximation, we see that, to verify

lim
L→∞

lim sup
n→∞

I1(n, L) = 0,(66)

it suffices to show, for any fixed j = 0, . . . , k − 1,

lim
L→∞

lim sup
n→∞

∫ ∞

L

sλ−1nj (P {Y1 ≥ µn − νns})j (P {Y1 ≤ µn − νns})n−j ds = 0.(67)

We prove this equality by dividing the above integral into three parts as follows (with ωn =
√
C−1 log n):

∫ ∞

L

sλ−1nj (P {Y1 ≥ µn − νns})j (P {Y1 ≤ µn − νns})n−j ds

=

(∫ ωn

L

+

∫ (µn+L)/νn

ωn

+

∫ ∞

(µn+L)/νn

)
sλ−1nj (P {Y1 ≥ µn − νns})j (P {Y1 ≤ µn − νns})n−j ds

=: Q1(n, L) +Q2(n, L) +Q3(n, L),(68)
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which is always valid for sufficiently large n.

We first consider Q1(n, L). By the fact that log(1− x) ≤ −x, x ∈ (0, 1), we obtain

nj (P {Y1 > µn − νns})j (P {Y1 ≤ µn − νns})n−j

≤ nj (P {Y1 > µn − νns})j exp (−(n− j)P {Y1 > µn − νns}) .

Below, we consider uniform bounds for P {Y1 > µn − νns}, for all large enough n and all s ∈ [L, ωn]. Note

sup
s∈[L,ωn]

νns/µn → 0(69)

as n → ∞, then by the tail asymptotics of Y1 in (7) we have

1

2
ρ(µn − νns) exp (−C(µn − νns)

τ ) ≤ P {Y1 > µn − νns} ≤ 2ρ(µn − νns) exp (−C(µn − νns)
τ )

holds for all large enough n and all s ∈ [L, ωn], and thus

nj (P {Y1 > µn − νns})j (P {Y1 ≤ µn − νns})n−j

≤ (2nρ(µn − νns))
j
exp (−jC(µn − νns)

τ )

× exp

(
−n− j

2
ρ(µn − νns) exp (−C(µn − νns)

τ )

)
.

Next, we derive uniform bounds for (µn − νns)
τ , for all s ∈ [L, ωn]. It can be checked that

1− τMx ≤ (1− x)τ ≤ 1− τmx, ∀ x ∈ [0, 1],(70)

where τM = max(τ, 1), τm = min(τ, 1). The Taylor’s expansion yields

µτ
n = C−1 log n


1 +

log
(
ρ
(
(C−1 log n)1/τ

))

log n
+O

(
log
(
ρ
(
(C−1 log n)1/τ

))

log n

)2

 , n → ∞.(71)

Thus, it follows from (69)-(71), that, for all large enough n and all s ∈ [L, ωn],

(µn − νns)
τ ≤ µτ

n − τmνnµ
τ−1
n s

≤ C−1 log n+ C−1 log
(
ρ
(
(C−1 log n)1/τ

))
+ 1− τms/(2Cτ),(72)

and

(µn − νns)
τ ≥ µτ

n − τMνnµ
τ−1
n s

≥ C−1 log n+ C−1 log
(
ρ
(
(C−1 log n)1/τ

))
− 1− 2τMs/(Cτ).

Therefore, by (69) and the Uniform Convergence Theorem (cf. Theorem 1.5.2 in [5]), we get

lim
n→∞

sup
s∈[L,ωn]

∣∣∣∣∣
ρ(µn − νns)

ρ
(
(C−1 log n)1/τ

) − 1

∣∣∣∣∣ = 0,

and thus for all large enough n and all s ∈ [L, ωn],

nj (P {Y1 > µn − νns})j (P {Y1 ≤ µn − νns})n−j ≤ 4j exp

(
jC +

2τM js

τ
− 1

4
exp

(
−C +

τms

2τ

))
,

implying

lim
L→∞

lim sup
n→∞

Q1(n, L) ≤ lim
L→∞

∫ ∞

L

4jsλ−1 exp

(
jC +

2τM js

τ
− 1

4
exp

(
−C +

τms

2τ

))
ds = 0.(73)

Now consider Q2(n, L). Similarly as before, we have, for all large enough n,

Q2(n, L) ≤ nj((µn + L)/νn)
λ+1 (P {Y1 ≤ µn − νnωn})n−j

≤ nj((µn + L)/νn)
λ+1 exp

(
−n− j

2
ρ(µn − νnωn) exp (−C(µn − νnωn)

τ )

)
.
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Furthermore, it follows from an application of the upper bound in (72) with s = ωn and the Uniform Conver-

gence Theorem that

exp

(
−n− j

2
ρ(µn − νnωn) exp (−C(µn − νnωn)

τ )

)
≤ exp

(
−1

4
exp

(
−C +

τmωn

2τ

))
.

Therefore,

lim
L→∞

lim sup
n→∞

Q2(n, L)(74)

≤ lim
L→∞

lim sup
n→∞

(2τ log n)λ+1 exp

(
−1

4
exp

(
−C +

τm
√
C−1 log n
2τ

)
+ j log n

)
= 0.

For Q3(n, L), we have, by assumption (9) that, for any large L,

Q3(n, L) ≤
∫ ∞

(µn+L)/νn

sλ−1nj (P {Y1 ≤ µn − νns})n−j ds

≤ Const. ·
∫ ∞

(µn+L)/νn

sλ−1nj(νns− µn)
−(n−j)ηds

≤ Const. · njν−λn L−(n−j)η+1

∫ ∞

1

(µλ−1
n + (tL)λ−1)t−(n−j)ηdt

→ 0,

as n → ∞, where in the third inequality we used a change of variable t = (νns−µn)/L and the Cr inequality.

Thus,

lim
L→∞

lim sup
n→∞

Q3(n, L) = 0.(75)

Consequently, the claim (66) follows by combing (67)-(68) and (73)-(75).

Now, it remains to show

lim
L→∞

lim sup
n→∞

I2(n, L) = 0.(76)

To this end, we shall look for suitable upper bounds of I2(n, L) for all large enough n, L. It follows that

I2(n, L) ≤
∫ ∞

L

λsλ−1P
{
ν−1n

(
Y (1)
n − µn

)
> s
}
ds

≤ λn

∫ ∞

L

sλ−1P {Y1 > µn + νns} ds

= λnP {Y1 > µn}
∫ ∞

L

sλ−1
P {Y1 > µn + νns}

P {Y1 > µn}
ds.

It is easy to check that limn→∞ nP {Y1 > µn} = 1. We now proceed to find suitable uniform integrable bounds

for P {Y1 > µn + νns} /P {Y1 > µn}, for all large n, s. By (7) we have

P {Y1 > µn + νns}
P {Y1 > µn}

≤ 2
ρ(µn + νns)

ρ(µn)
e−C((µn+νns)

τ−µτ
n)

holds for all large enough n, s. Using the Potter’s bounds and the Cr inequality, we can show that

ρ(µn + νns)

ρ(µn)
=

ρ(µn(1 + νns/µn))

ρ(µn)
≤ D0(1 + s2|γ|)

holds for all large enough n, s, with some constant D0 > 0 independent of n, s, where we recall that γ is the

regularly varying index of ρ(·). Thus, we obtain, for all large n, L,

I2(n, L) ≤ 4λD0

∫ ∞

L

sλ−1(1 + s2|γ|)e−Cµτ
n((1+νns/µn)

τ−1)ds.(77)
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In order to obtain upper bounds for the exponential term in (77), we shall distinguish case τ ≥ 1 and case

τ < 1. For the case τ ≥ 1, it is obvious that (1 + νns/µn)
τ ≥ (1 + νns/µn) and thus

I2(n, L) ≤ 4λD0

∫ ∞

L

sλ−1(1 + s2|γ|)e−
s
2τ ds

for all large n. This yields (76) for τ ≥ 1. For the case τ < 1, we first fix some large L0 > 0 such that

(1 + x)τ ≥ 1 +
1

2
xτ , ∀ x > L0,

and then, we choose some a ∈ (0, τ(1 + L0)
τ−1) such that

(1 + x)τ ≥ 1 + ax, ∀ x ∈ [0, L0].

From the above two inequalities, we can obtain that

(1 + νns/µn)
τ ≥





1 + 1
2 (νns/µn)

τ , if s > L0µn/νn,

1 + aνns/µn, if s ≤ L0µn/νn.

Further, noting that limn→∞ νn = ∞ for τ < 1, we derive, for all large n, L,

I2(n, L) ≤ 4λD0

∫ L0µn/νn

L

sλ−1(1 + s2|γ|)e−
as
2τ ds

+4λD0

∫ ∞

L0µn/νn

sλ−1(1 + s2|γ|)e−s
τ

ds.

This implies (76) for τ < 1. Therefore, (76) is established for all τ > 0, and thus the proof is complete. �

Proof of Proposition 2.4: If mn = n (i.e., c = ci, i ≥ 1) then the claim follows immediately from

Propositions 2.2 and 2.3 for the IID sequence {Q̃i}i≥1. We now focus on the non-stationary case where

mn < n. To show (14) is equivalent to show that, for any x ∈ R,

lim
n→∞

P

{
a−1mn

(M̃ (k)
n − bmn

) > x
}
= P

{
Λ(k) > x

}
.

Clearly, we have

P

{
a−1mn

(M̃ (k)
n − bmn

) > x
}
≥ P

{
a−1mn

(M̃ (k)
mn

− bmn
) > x

}

and

P

{
a−1mn

(M̃ (k)
n − bmn

) > x
}
≤ P

{
a−1mn

(M̃ (k)
mn

− bmn
) > x

}
+ P

{
∪mn<l≤n

(
Q̃l > bmn

+ amn
x
)}

.

We have already shown that limn→∞ P

{
a−1mn

(M̃
(k)
mn − bmn

) > x
}
= P

{
Λ(k) > x

}
. Next, note that A = A(c)

defined in (3) as a function of c is strictly decreasing. It follows from Proposition 2.1 that, for any l > mn,

P

{
Q̃l > bmn

+ amn
x
}
= o

(
P

{
Q̃1 > bmn

+ amn
x
})

, n → ∞.

Thus,

P

{
∪mn<l≤n

(
Q̃l > bmn

+ amn
x
)}

≤ (n−mn)o
(
P

{
Q̃1 > bmn

+ amn
x
})

→ 0, n → ∞,

where we use the fact that

(n−mn)P
{
Q̃1 > bmn

+ amn
x
}
→ (1− p)e−x, n → ∞.

Consequently, the claim in (14) follows. Next we show that (15) can be established similarly as Proposition

2.3. In fact, considering in formula (65) Y
(k)
n to be M̃

(k)
n , µn to be bn, and νn to be σ0t

H0
0 b

H0/β
n if β > 2H−H0,
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and νn = an, otherwise, respectively, we have

I1(n, L) ≤
∫ ∞

L

λsλ−1P
{
ν−1mn

(
M̃ (k)

mn
− µmn

)
< −s

}
ds,

I2(n, L) ≤
∫ ∞

L

λsλ−1P

{
ν−1mn

(
max
i≤n

sup
t≥0

(Xi(t)− ctβ)− µmn

)
> s

}
ds.

The rest of the proof follows the same lines of arguments as those in the proof of Proposition 2.3. This

completes the proof. �

Lemma A. [Cr inequalities] Let ai, i = 1, 2, . . . , n, and α be positive constants, we have




n1−α (
∑n

i=1 ai)
α ≤∑n

i=1 a
α
i ≤ (

∑n
i=1 ai)

α
, if α > 1,

(
∑n

i=1 ai)
α ≤∑n

i=1 a
α
i ≤ n1−α (

∑n
i=1 ai)

α
, if α ≤ 1.

In particular,

n−1
n∑

i=1

aαi ≤
(

n∑

i=1

ai

)α

≤ nα
n∑

i=1

aαi .
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