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Abstract

Traffic forecasting, as a fundamental and challenging problem of intelligent transporta-

tion systems (ITS), has always been the focus of researchers. Nevertheless, accurate traffic

forecasting still exists some problems due to the complex spatial-temporal dependencies

and irregularities of traffic flows. Most of the existing methods typically use the spa-

tial adjacency matrix and complicated mechanism to model spatial-temporal relationships

separately, while ignoring the latent spatial-temporal correlations. In this paper, a novel

architecture is proposed named spatial-temporal correlation graph convolutional networks

(STCGCN) for traffic prediction. First, an informative fused graph structure is constructed

to better learn the complex spatial-temporal correlations, which breaks the limitation

that the general spatial adjacency matrix cannot reflect temporal correlations. Moreover,

spatial-temporal correlation graph convolution and gated temporal convolution are per-

formed in parallel and they are integrated into a unified layer, which enables capturing

both local and global spatial-temporal dependencies simultaneously. By stacking multiple

layers, STCGCN can learn more long-range spatial-temporal dependencies. Experimental

results on five public traffic datasets demonstrate the effectiveness and robustness of the

proposed STCGCN in urban traffic forecasting.

1 INTRODUCTION

With the increasing urbanization and the number of vehicles

on the roads, traffic congestion is worsening and can cause sig-

nificant economic loss and air pollution. Therefore, building

intelligent transport systems (ITS) with more efficient manage-

ment of road traffic is essential to reducing congestion and

achieving greener transportation. Accurate and timely traffic

flow (e.g. speed or volume) prediction cannot only effectively

increase road capacity and alleviate traffic congestion but also

provide traffic route planning for urban travelers to make

better decisions.

Over the past few decades, significant research efforts have

been devoted to traffic flow forecasting problems. Early sta-

tistical methods usually take historical traffic flow data with

linear and stationarity assumptions to predict possible future
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traffic changes, while ignoring the non-linearity and dynam-

ics in traffic data and thus leading to poor performance in

practical applications. Traditional machine learning such as sup-

port vector regression (SVR) [1] and k-nearest neighbors [2] can

extract the non-linearity of traffic data but still fail to reach the

requirement of accurate traffic flow prediction due to the shal-

low structure and artificial feature selection. Recently, with the

development of graph representation learning, there has arisen

a new paradigm for modeling transportation networks. A series

of approaches represented by graph neural networks (GNNs)

[3–5] have shown their superiority in handling traffic analysis

applications and are especially suitable for traffic flow predic-

tion tasks. For example, Yu et al. [6] first formulate the problem

on graphs and build a novel spatial-temporal deep learning

framework with complete convolutional structures. Zhao et al.

[7] combine the graph convolutional network (GCN) and the

IET Intell. Transp. Syst. 2023;1–15. wileyonlinelibrary.com/iet-its 1
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2 HUANG ET AL.

FIGURE 1 Illustration of complex spatial-temporal correlations

gated recurrent unit (GRU) to learn complex topological struc-

tures and dynamic changes for capturing spatial and temporal

dependencies, respectively. Li et al. [8] construct a graph atten-

tion network, which utilizes the attention mechanism to extract

both spatial information among road segments and the varying

temporal dynamic features. Zheng et al. [9] present an encoder-

decoder architecture to model the spatio-temporal factors on

traffic conditions and distill complex correlations through an

attention-based fusion operation.

Although the aforementioned methods perform well in

incorporating graph structure into spatial-temporal data pre-

diction models, these methods still exist several shortcomings.

First, the majority of spatial-temporal modeling methods lack

the construction of informative graphs. As shown in Figure 1,

those sensor nodes in different locations may have certain

correlations. In other words, traffic flow in different spatial

regions would share similar variation tendencies, which are

largely affected by the surroundings (e.g. office buildings, hospi-

tals, schools etc.). Besides, it can be observed that the traffic

volume exhibits similar patterns as it changes from day to

day, which increases rapidly in the morning peak while drop-

ping drastically after the evening peak. Most existing methods

[10–12] directly take the given spatial adjacency matrix for graph

modeling while ignoring the latent temporal similarity. For sure,

researchers have already made some attempts to enrich the

representation of graphs. Chen et al. [13] introduce the line

graph and propose two types of edge interaction patterns to

capture stream connectivity and relationship. Song et al. [14]

present a spatial-temporal synchronous graph, where the local-

ized adjacency matrix contains necessary spatial and temporal

information. However, these models are either not fully consid-

ered the correlations between spatial and temporal information

or fuse the spatial-temporal features properly.

Furthermore, current research on spatial-temporal data fore-

casting shows limited capabilities in capturing the correlations

between local and global features [15, 16]. The local and global

features here refer to the spatial information of nearby and

distant nodes, respectively. Commonly used convolutional neu-

ral network (CNN)-based methods and message passing-based

GNN methods need to stack layers for better global infor-

mation extraction, which can cause over-smoothing problems.

Besides, enlarging the reception field of global information

by increasing the dilation rate could result in the loss of

local information [17]. As a result, it is necessary to develop

effective traffic flow prediction methods to ameliorate such

problems.

In this paper, we propose a novel architecture, Spatial-Temporal

Correlation Graph Convolutional Network (STCGCN) to tackle the

problems mentioned above and thus improve the prediction

accuracy of urban traffic flow. Motivated by approximation

entropy [18], we propose an optimized cross-approximation

entropy algorithm to extract the temporal correlations by

measuring the similarity and irregularity between sequences.

To integrate the spatial and temporal information together,

a spatial-temporal correlation graph structure is proposed to

aggregate the spatial and temporal features. Then, we construct

a spatial-temporal correlation graph convolutional module to

obtain hidden spatial-temporal dependencies. Moreover, a gated

temporal convolution with dilated operation is introduced to

capture long-range dependencies.

In summary, the contributions of this work are as follows:

∙ We construct a novel informative graph structure, namely, the

spatial-temporal correlation graph, which contains abundant

hidden spatial-temporal dependencies. This fusion graph

is able to connect the spatial and temporal information
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HUANG ET AL. 3

and present spatial-temporal correlations more appropriately

than the spatial adjacency graph alone.
∙ We propose an effective architecture to capture both

local and global spatial-temporal correlations simultaneously,

which consists of multiple spatial-temporal correlation graph

convolutional modules and a gated temporal convolution

module in parallel.
∙ Extensive experiments on five real-world datasets are con-

ducted to make thorough comparisons and test the robust-

ness of the proposed model. The results show that our

STCGCN outperforms baselines on traffic forecasting tasks,

indicating the effectiveness of handling complicated traf-

fic characteristics and capturing latent spatial and temporal

correlations.

The remainder of this paper is organized as follows. Section 2

provides some surveys in the traffic flow prediction domain.

Section 3 introduces some necessary definitions that will be

used in this paper. Section 4 gives a detailed illustration for

the proposed traffic flow prediction method. Extensive experi-

mental results and analysis are presented in Section 5. Section 6

concludes this paper with future work.

2 LITERATURE REVIEW

In this section, we briefly review the literature work. The

traffic flow prediction approaches have undergone several

stages, which can be roughly divided into two categories, that

are, traditional parametric analysis and deep learning-based

traffic forecasting.

Traditional traffic forecasting methods mainly depend on

mathematical statistics or historical observations to predict

future traffic states, which are limited by the capability of captur-

ing non-linearity and merely leveraging temporal information.

Early methods including historical average (HA) [19], autore-

gressive integrated moving average (ARIMA), and its variants

[20, 21] are all based on the time series stability assumption,

using the relationship between current and historical data to

model the future traffic trends, and thus can hardly handle

the data missing scenarios. Vector autoregressive (VAR)-based

models [22] can capture pairwise relationships among all flows,

but are computationally inefficient due to a large number of

parameters. Afterward, machine-learning-based traffic forecast-

ing models appeared. The k-nearest neighbor (KNN) algorithm

[23], support vector machine (SVM) [24] are applied as fea-

sible solutions to meet the requirement of nonlinearity traffic

data.

However, these approaches are still limited in capturing

complex characteristics of traffic flows. In recent years, deep

learning methods are prevalent and have achieved significant

performance in traffic forecasting. For example, recurrent neu-

ral networks (RNNs) and long short-term memory networks

(LSTMs) were studied to predict traffic sequences. Ma et al. [25]

proposed to use LSTM network to capture nonlinear traffic

dynamics, which shows superior capability for time series pre-

diction with long temporal dependency. Similarly, Belhadi et al.

[26] used RNNs to predict the long-term flows from multiple

data sources. Ma et al. [27] established an improved LSTM

model based on LSTM and bidirectional LSTM networks to

overcome the large prediction errors. Such RNN-based meth-

ods take traffic flows from different locations as independent

sequences while lacking the consideration of spatial dependen-

cies. To further explore the spatial information, researchers

divided road networks into several blocks and introduced the

convolutional neural network (CNN) to extract spatial features

[28]. Furthermore, due to the fact that graph architecture is

conceivably more suited for modeling complex spatial relations,

many existing works incorporate GNNs into deep learning-

based traffic forecasting models to capture intrinsic spatial

dependencies. Zhao et al. [7] proposed the temporal graph

convolutional network (T-GCN), which is in combination with

the GCN and gated recurrent unit (GRU). Zhu et al. [29] fur-

ther model the external factors as dynamic and static attributes

to enhance the performance of the spatiotemporal prediction

models. Cui et al. [30] consider the transition of traffic states

at consecutive time steps as a graph Markov process. In this

way, the spatial-temporal relationships among the roadway links

can be incorporated. Peng et al. [31] presented a novel spatial-

temporal incidence dynamic graph neural networks framework,

which combines the short-term, medium-term, and long-

term historical traffic data to learn the temporal dependency

comprehensively.

More recently, researchers further proposed to incorpo-

rate attention mechanism [32] to model complicated spatial-

temporal correlations. Authors in [10, 33, 34] integrated the

graph attention mechanism and gated temporal convolution

to facilitate inductive spatial-temporal prediction problems.

Tian et al. [11] employed a self-attention network on graph-

structured spatial-temporal data to extract dynamic spatial

dependencies. Here, the attention weight assignment princi-

ple is based on the intrinsic network information and traffic

condition. Similarly, Shi et al. [35] used an encoder attention

mechanism to model both the spatial and periodical depen-

dencies. Li et al. [36] proposed an adaptive graph co-attention

network (AGCAN), which consists of long-term and short-

term graph attention modules to derive periodic patterns and

respond to sudden traffic changes, respectively. Buroni et al.

[37] built a multi-task learning model that introduces the

multi-head attention mechanism to learn related tasks while

improving generalization performance.

Generally, the above-mentioned methods mainly follow a

uniform paradigm that leverages GNNs and RNN/LSTM-

based structures to extract spatial and temporal features,

respectively. Few of them have considered the connections

and correlations between spatial and temporal dependen-

cies. Moreover, due to the heterogeneity between temporal

and spatial features, we cannot simply merge them in par-

allel and it is not applicable to adopt the same feature

transformation function for spatial-temporal information as

their contents vary from each other. In this paper, we are

devoted to building a bridge between spatial and tempo-

ral dependencies and thus improving the accuracy of traffic

forecasting.
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4 HUANG ET AL.

TABLE 1 Summary of the main notations

Notation Description

 the traffic road network

 the set of nodes

 the set of edges

N the number of nodes

d the number of node attributes

T the historical time steps

T ′ the future prediction time steps

X t


the observed graph signal at time step t

L the length of series

k the length of window

r the tolerance threshold

H the number of heads

AS the spatial adjacency matrix

AT the temporal correlation matrix

AC the spatial-temporal connection graph

ASTC the spatial-temporal correlation graph

3 PRELIMINARIES

In this section, we introduce some necessary notations and

definitions that will be used in this paper. Then, we provide

some related knowledge of cross-approximation entropy theory.

Table 1 summarizes the main notations.

3.1 Notations and problem formulation

We represent the road network topological structure as a

weighted graph  = ( ,  ,AS ), where  = {v1, v2, ⋅ ⋅ ⋅ , vN }
denotes the set of nodes, corresponding to N traffic sensors

or roads.  denotes the set of edges and the spatial weighted

adjacency matrix AS ∈ ℝN×N contains the whole connectiv-

ity information (e.g. the node proximity measured by the actual

road network distances).

In this paper, we denote the observed graph signal at time

step t as X t

∈ ℝN×d , where d is the number of node attributes

(e.g. speed, volume etc.). The objective of this traffic forecast-

ing task is to learn a mapping function f from previous T

time period observations to predict future T ′ traffic conditions,

which can be formulated as

[
X t+1


,X t+2


, … ,X t+T ′



]
= f
(
;
[
X t−T +1


, … ,X t


])
. (1)

3.2 Cross-approximation entropy

The approximation entropy is defined to measure the com-

plexity of a time sequence [18], which has been widely

applied to physiological time-series analysis [38]. Later, Pincus

et al. [39] further proposed the cross-approximation entropy

(Cross-ApEn) algorithm to calculate the similarity of differ-

ent time series patterns. Normally, large values of Cross-ApEn

imply substantial differences or irregularities between two

series.

Given two time series with equal length L, x =
[x1, x2, … , xL] and y = [y1, y2, … , yL], the procedure to compute

Cross-ApEn is as follows:

Firstly, series x and y are normalized into x∗ and y∗,

respectively

x∗
i
=

xi − mean(x )

SD(x )
, y∗

i
=

yi − mean(y)

SD(y)
, (2)

where mean(⋅) and SD(⋅) represent the mean and standard devi-

ation operations, respectively. Then, specify two windows with

length k and construct two subvectors Ui = [x∗
i
, … , x∗

i+k−1
] and

V j = [y∗
j
, … , y∗

j+k−1
]. Here, the distance between two vectors Ui

and V j is defined as dist (Ui ,V j ) = ‖Ui −V j‖∞, where ‖ ⋅ ‖∞
denotes the infinite norm.

Subsequently, given a tolerance threshold r [18, 40], which

conventionally takes the value of one-fifth times the covariance

between two sequences, namely 0.2Cov(Ui ,V j ), the ratio C k
i

(r )

is defined as

C k
i

(r ) =
T k

i
(r )

L − k + 1
, (3)

where T k
i

(r ) is the count of j = 1, 2, … ,L − k + 1 that satisfy

dist (Ui ,V j ) ≤ r . Now, define

𝜓k(r )(y|x ) =
1

L − k + 1

L−k+1∑
i=1

lnC k
i

(r ), (4)

and Cross-ApEn(k, r ,L)(y|x ) = 𝜓k(r )(y|x ) − 𝜓k+1(r )(y|x ),

k ≥ 1.

In general, Cross-ApEn(k, r ,L)(y|x ) measures the regularity

or similarity between sequences x and y, which can be an intu-

ition for extracting the temporal dependencies in traffic flow

data. The corresponding pseudocode is shown in Algorithm 1.

4 METHODOLOGY

In this section, we elaborate the proposed STCGCN archi-

tecture. Specifically, STCGCN is comprised of the input part,

the spatial-temporal correlation graph convolutional layers, and

the fully-connected layers for output. Each spatial-temporal

correlation graph convolutional layer consists of multiple

spatial-temporal correlation graph convolutional modules and

a gated temporal convolution module in parallel.

4.1 Temporal correlation extraction

As the temporal dependencies of traffic flows are complex and

vary constantly, which presents various dynamic characteristics,
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HUANG ET AL. 5

ALGORITHM 1 Cross-Approximation Entropy

Input: Two series x = [x1, x2, … , xL ], y = [y1, y2, … , yL ]

Output: Cross-ApEn(k, r ,L)(y|x )

1: Specify window width k and tolerance threshold r

2: Normalize x and y to x∗
i

and y∗
i

, respectively

3: Construct Ui and V j with k-dimension

4: for i in L − k + 1 do

5: for j in L − k + 1 do

6: dist (Ui ,V j ) = ‖Ui −V j‖∞
7: if dist (Ui ,V j ) ≤ r then

8: T k
i

(r ) ← increment

9: end if

10: C k
i

(r ) and C k+1
i

(r ) ← compute

11: end for

12: end for

13: 𝜓k(r )(y|x ) and 𝜓k+1(r )(y|x ) ← compute

14: Cross-ApEn(k, r ,L)(y|x ) ← compute

it is necessary to develop effective solutions to handle this. Tra-

ditional time series analysis methods including moving average

[41] and exponential smoothing [42] are based on timesteps,

which can hardly extract the complicated intrinsic character-

istics and are sensitive to missing values. Other approaches

such as Dynamic Time Warping (DTW) [43] overcomes the

measurement problem of non-equal long sequences while tak-

ing more computing time and can only be implemented in

time-insensitive scenarios.

Inspired by the approximate entropy [18, 40], which is

among the most exploited nonlinear techniques to quantify

the complexity and regularity of time series, we proposed to

utilize cross-approximation entropy to measure the similarity

and change patterns between two time series. According to

the introduction of Cross-ApEn in Section 3.2, the calcula-

tion of Cross-ApEn requires only a small amount of data,

which makes it possible to capture the dynamics of the cross-

approximate entropy of long sequences. However, there exist a

lot of redundant steps in these calculation procedures, which

are inefficient and can cause high computational complexity.

Therefore, we introduce the concept of binary distance matrix

to further optimize this algorithm. Here, we retain some nec-

essary notations and illustrations from Section 3.2 for better

understanding.

For two sequences of length L, their binary distance matrix

D ∈ ℝL×L is defined as

di j =

⎧⎪⎨⎪⎩

1 ,
|||x∗i − y∗

j

||| < r

0 ,
|||x∗i − y∗

j

||| ≥ r

i, j = 1 ∼ L, (5)

where di j represents the element in the i-th row and j -th col-

umn of D. Then, we can obtain any C k
i

(r ) through the following

FIGURE 2 An example of binary distance matrix for sequences of length

L = 5 and window length k = 2. The red backlashes between each diagonal

element denote the logical conjunction

TABLE 2 Execution time of the optimized Cross-ApEn in comparison

with the original algorithm

Length Cross-ApEn [18] Optimized Cross-ApEn (Ours)

L=10 0.01 s <1e-4 s

L=100 0.21 s 0.01 s

L=1000 22.02 s 1.54 s

L=10000 2113.34 s 154.26 s

equation

C k
i

(r ) =

L−k+1∑
j=1

di j ∩ … ∩ d(i−k+1)( j−k+1), (6)

where ∩ denotes the logical conjunction. As shown in Figure 2,

for sequences of length L = 5, we can easily obtain the value

of C 2
1

(r ) by summing all logical conjunction results (denoted

as red backlashes) in the first row. Another example, determin-

ing whether the formula dist (U1,V4 ) ≤ r succeeds is equivalent

to judging these two formulas |x1 − y4| ≤ r and |x2 − y5| ≤
r are valid at the same time, namely to determine whether

d14 ∩ d25 = 1 holds. Consequently, the calculation process of

cross-approximation entropy is greatly simplified by introduc-

ing the distance matrix structure. The comparison of execution

speed between the original and our optimized Cross-ApEn

algorithm is given in Table 2. It can be observed that the pro-

posed optimization strategy achieves orders of magnitude faster

than the traditional iteration method, which greatly improves

the computing efficiency for both short and long sequences.

4.2 Spatial-temporal correlation graph
construction

The purpose of generating temporal correlation graph is to

build a more informative graph structure and to represent
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6 HUANG ET AL.

ALGORITHM 2 Temporal Correlation Graph Generation

Input: N time series from vertex set  (|| = N )

Output: Temporal correlation Graph AT ∈ ℝN×N

1: AT ← initialize

2: for i = 1, 2, … ,N do

3: for j = 1, 2, … ,N do

4: AT (i, j ) = Cross-ApEn(vi , v j ) (Alg. 1)

5: end for

6: Sort the smallest m elements and their indexes

7: j = { j1, j2, … , jm} s.t .

8: AT (i, j1 ) ≤ AT (i, j2 ) ≤ … ≤ AT (i, jm )

9: if j ′ ∈ j then

10: AT (i, j ′ ) = AT ( j ′, i ) = 1

11: else

12: AT (i, j ′ ) = AT ( j ′, i ) = 0

13: end if

14: end for

the spatial and temporal dependency with more genuine rela-

tionships than spatial graph alone. The detailed procedure

for constructing a temporal correlation graph is given in

Algorithm 2. Then, we proposed to incorporate the tem-

poral graph into a novel spatial-temporal correlation graph,

which can simplify the deep-learning architecture due to its

comprehensiveness. Concretely, this fused graph already con-

tains spatial information of each node with its neighbors and

involves temporal evolution patterns for previous and future

states.

However, the main obstacle of spatial-temporal correlation

graph construction is how to establish a connection between

temporal and spatial information. In fact, these two feature

spaces are not completely irrelevant. Motivated by [32, 44], we

leverage the multi-head attention mechanism to learn a weight

matrix, which denotes the correlations between the temporal

and spatial dependency. Specifically, as depicted in Figure 3,

the input of scaled dot-product attention consists of queries

Q, keys K , and values V with the dimension in dq , dk and dv

respectively. In this work, we employ the temporal correlation

graph AT ∈ ℝN×N as the query matrix and spatial adjacency

matrix AS ∈ ℝN×N (given by dataset) as the key matrix and the

value matrix. We then compute the element-wise dot product

of the query with all keys, scale the computation results by
√

dk

and deploy a function to obtain the weights on the values. The

formula is shown as follows:

Y = Attention(Q,K ,V ) = 𝜎

(
QK T

√
dk

)
V , (7)

where 𝜎 denotes the softmax function and element yi, j ∈ Y

denotes the learned spatial-temporal correlated representation

of place in i-th row and j -th column. Afterward, in order to

extract different representations at multiple perspectives, we

further project the queries Q, keys K , and values V several

times in parallel with three learnable parametric projection

matrices W h
Q

, W h
K

, and W h
V

:

Q̃ = Q ⋅W h
Q
, K̃ = K ⋅W h

K
, Ṽ = V ⋅W h

V
, (8)

where h indicates the numerical order of heads. Besides, in order

to capture spatial semantics from both local and global per-

spectives, we develop an attentive aggregation operation based

on message propagation. Specifically, we define the aggregation

of the features over the spatial topological structure with the

following manipulation:

z(i, j )←(i′, j ′ ) =
‖‖‖‖

H

h=1

(
𝜔h

(i, j );(i′, j ′ )

)
⋅ Ỹ ⋅W p, (9)

where z(i, j )←(i′, j ′ ) denotes that the features propagate from

place (i′, j ′ ) to (i, j ) and Ỹ = 𝜎(
Q̃K̃ T

√
dk

)Ṽ . Empirically, we

deploy eight parallel attention layers (H = 8 as in [9, 32])

to derive spatial dependencies from different representation

subspaces concurrently. Furthermore, W p is the parameterized

mapping matrix. The latent attentive relevance 𝜔h
(i, j );(i′, j ′ )

can

be described by:

𝜔h
(i, j );(i′, j ′ )

=
exp
(
LR
(
𝜃T [̃yi, j ⊕ ỹi′, j ′ ]

))
∑

(i′, j ′ )∈ (i, j ) exp
(
LR
(
𝜃T
[̃
yi, j ⊕ ỹi′, j ′

])) ,
(10)

where ⊕ denotes the concatenation between ỹi, j and ỹi′, j ′

(̃yi, j = yi, j ⋅W p). 𝜃 is the coefficient vector. LR(⋅) denotes

the LeakyReLU function. Finally, the aggregation of spatial-

temporal correlated feature embedding of each place Zi, j is

defined as follows:

Zi, j = 

⎛⎜⎜⎝
∑

(i′, j ′ )∈ (i, j )

z(i, j )←(i′, j ′ )

⎞⎟⎟⎠
. (11)

Subsequently, we design a connection graph AC ∈ ℝN×N

for associating spatial and temporal dependencies. Note that the

element in i-th row and j -th column of AC is Zi, j . Figure 3

shows an example of spatial-temporal correlation graph ASTC .

It consists of three types of N × N matrix, namely the tempo-

ral correlation graph AT generated by Algorithm 2, the spatial

adjacency graph AS given by datasets, and the spatial-temporal

connection graph AC that builds a bridge between the spatial

and temporal features. In this paper, we construct the spatial-

temporal correlation graph ASTC ∈ ℝ3N×3N by concatenating

three types of matrix together, which not only contain the

topological information of complex traffic networks but also

reflect the temporal dependencies between different spatial

regions.
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HUANG ET AL. 7

FIGURE 3 Construction of spatial-temporal correlation graph

4.3 Spatial-temporal correlation graph
convolutional module

We build a spatial-temporal correlation graph convolutional

module (STCGCM) to further extract hidden spatial-temporal

dependencies. The STCGCM consists of several graph convo-

lutional operations, which enable each node to aggregate spatial

dependency from AS , temporal pattern similarity from AT , and

its spatial-temporal correlation from AC . The input of the graph

convolutional operation is the graph signal matrix of the spatial-

temporal correlation graph. Different from the classical GCN

that needs to calculate the graph laplacian, we define the graph

convolutional operation in the vertex domain [14], which greatly

simplifies and reduces the computation procedure. Besides, we

leverage the gating mechanism to propagate features and the

gated liner unit (GLU) is selected as the activation function.

Graph convolutional operation is formulated as follows:

h(l+1) = (Ãh(l )W1 + b1 ) ⊙ 𝜎
(
Ãh(l )W2 + b2

)
, (12)

where h(l ) is the hidden state of l -th layer. Ã is the abbrevi-

ation of spatial-temporal correlation graph ASTC ∈ ℝ3N×3N .

W1,W2 ∈ ℝC×C , b1, b2 ∈ ℝC are all learnable parameters. 𝜎(⋅)
and ⊙ are the softmax activation function and element-wise

product, respectively. C denotes the dimension for both the

input and output feature channels. The input of the first layer

in each STCGCM h(0) is represented as:

h(0) =
[
X t

, … ,X t+3



]
∈ ℝ3×N×d×C , (13)

which is regarded as a high-dimension graph signal window

sliced iteratively along the timeline. Moreover, we stack multiple

graph convolutional operations to expand the aggregation area

to capture more complicated spatial dependencies. In addition,

the residual connections [45] are introduced to each graph con-

volutional operation to alleviate the gradient explosion problem.

We then deploy max-pooling on the concatenation of each

hidden state to further refine the features

hM = MaxPool
([

h(1), h(2), … , h(P )
])
, (14)

where P is the number of layers. Finally, we further crop the

output of the pooling layer, while retaining the features at the

middle time step. This is because the graph convolutional oper-

ations have already aggregated the complicated information.

AS in the center of the diagonal provides information from

neighbors. AT in the corner provides the temporal pattern

information of nodes. AC located in horizontal and vertical

positions gives a weighted matrix to connect the spatial and

temporal information.

To sum up, the output of STCGCM is compacted into

h finial ∈ ℝ1×N×d×C , which avoids existing too much redundant
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8 HUANG ET AL.

FIGURE 4 The overall structure of spatial-temporal correlation graph convolutional network

information. Furthermore, Figure 4 shows that the input data

would be handled by several STCGCM in parallel, which allows

the model to capture more complicated correlations.

4.4 Gated temporal convolution module

The representation of ASTC enables the model to capture

spatial-temporal correlations from a global perspective, while

the long-range spatial-temporal dependencies of each node are

also essential for obtaining accurate predictions. To address

this, we introduce the gated temporal convolution and perform

dilated convolution with a proper dilation rate to enlarge the

receptive field along the timeline (see Figure 4). Compared with

previous work like RNN-based approaches [46, 47], the gated

convolution unit has a lighter structure and takes less time to cal-

culate. Given the whole input data X ∈ ℝT ×N×d×C , the gated

temporal convolution operation can be represented as follows:

Youtput = 𝜓(Φ1 ∗ X + b1 ) ⊙ 𝜎(Φ2 ∗ X + b2 ), (15)

where Φ1 and Φ2 are two 1D dilated convolution operations.

𝜓 and 𝜎 denote the tanh and sigmoid functions, respectively.

The notation of ⊙ denotes Hadamard product. Through this

way, certain messages can be determined whether it needs to be

passed to the next layer, which shows advantages in handling

sequence data.

4.5 Other components

As shown in Figure 4, we integrate the stacked spatial-temporal

correlation graph convolutional module and the gated temporal

convolution module into a unified layer called the spatial-

temporal correlation graph convolutional layer (STCGCL).

The concatenation of each STCGCM output would be added

with the gated temporal convolution output and sent to the

next STCGCL. Note that the size of each STCGCL out-

put is ℝ(T −2)×N×d×C . In the other words, each STCGCL

would crop the input from T to T − 2 in time dimen-

sions, which also indicates that STCGCL could stack at

most ⌊T

2
⌋ − 1 layers. By stacking multiple STCGCLs, the

spatial-temporal correlations and heterogeneity can be fur-

ther exploited. Finally, we utilize two fully-connected layers

to transform the output of the last STCGCL to possible

predictions.

In this work, we select Huber loss [14, 48] as the loss function,

which is a parameterized loss function for regression problems

and has advantages in handling outliers compared to squared

error loss. The formula is defined as follows:

L𝛿 (Y , Ŷ ) =

⎧
⎪⎨⎪⎩

1

2
(Y − Ŷ )2, |Y − Ŷ | ≤ 𝛿

𝛿 ⋅ |Y − Ŷ | − 1

2
𝛿2, |Y − Ŷ | > 𝛿

, (16)
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HUANG ET AL. 9

TABLE 3 Statistics of traffic flow prediction datasets

Datasets #Nodes #Edges #Time steps Time range

PEMS03 358 547 26208 9/1/2018 - 11/30/2018

PEMS04 307 340 16992 1/1/2018 - 2/28/2018

PEMS07 883 866 28224 5/1/2017 - 8/31/2017

PEMS08 170 295 17856 7/1/2016 - 8/31/2016

PEMS-BAY 325 2369 52116 1/1/2017 - 5/31/2017

where Y and Ŷ are the ground truth and the predicted value,

respectively. 𝛿 is a hyperparameter that governs the sensitivity

of squared error loss.

5 EXPERIMENTS

In this section, we provide comprehensive evaluations of the

proposed STCGCN method and baselines in traffic forecast-

ing tasks on five benchmark datasets. Due to the sparsity of

the traffic flow data, we aggregate them into 5-min inter-

vals, which means there are 12 points for one hour. Here,

all input data are standardized by Z-score normalization for

better performance. All experiments are conducted five times

independently.

5.1 Datasets and experimental settings

Five public traffic network datasets, including PEMS03,

PEMS04, PEMS07, PEMS08, and PEMS-BAY, are selected

for performance evaluation [14, 49]. We divide the datasets

with ratio 6:2:2 into training sets, validation sets, and testing

sets. The detailed information of the datasets is presented in

Table 3. One hour 12 continuous time steps historical data is

used to predict the traffic conditions of the next 12 time steps.

Figure 5 shows the geographical location of sensors in dataset

PEMS-BAY.

To make a fair comparison, all experiments are conducted

using the Windows (64-bit) PC with Intel Core i5-9300HF CPU

2.4GHz, 16GB RAM, and NVIDIA GeForce GTX 1660Ti 6G

GPU. The experimental programming language is Python 3.7.

Mxnet is used as an experimental software framework. Consid-

ering the size of spatial-temporal correlation graph, we deploy

five STCGCLs in this model, where each contains nine indepen-

dent spatial-temporal correlation graph convolutional modules

and one gated temporal convolution module with dilated rate

2. The sensitivity threshold parameter of loss function 𝛿 is 1.

The filter size in all convolution operations is 64. We train the

model using the Adam optimization algorithm with a learn-

ing rate of 0.001 and batch size of 32. The training epoch is

set as 200. As for the comparison algorithms, we use the orig-

inal implementations and parameter settings released by the

authors.

FIGURE 5 The geographical distribution of sensors in the PEMS-BAY

dataset

5.2 Baseline description

To demonstrate the effectiveness of our proposed method, we

make comparisons with the following approaches:

∙ SVR [24]: Support vector regression. A machine learning

method for regression problems.
∙ FC-LSTM [50]: Long short-term memory network, a

sequence-to-sequence model based on the recurrent neural

network with fully-connected LSTM hidden units.
∙ DCRNN [49]: Diffusion convolutional recurrent neural net-

work, which uses diffusion graph convolutional networks

and the encoder-decoder structure to capture the spatial and

temporal dependencies, respectively.
∙ STGCN [6]: Spatio-temporal graph convolution networks,

which integrate the gated temporal convolution unit into

graph convolution blocks.
∙ GraphWaveNet [17]: Graph WaveNet combines an adap-

tive adjacency matrix into graph convolution and utilizes

stacked 1D convolution units to capture the spatial-temporal

dependency.
∙ STSGCN [14]: Spatial-temporal synchronous graph convo-

lutional networks, which effectively capture the localized

and long-range spatial-temporal dependencies through a

spatial-temporal synchronous modeling mechanism.
∙ GMAN [9]: Graph multi-attention network, an encoder-

decoder architecture with multiple spatial-temporal attention

blocks. The transform attention layers enable modeling the

impact of the spatio-temporal factors on complex traffic

conditions.
∙ ST-MGAT [51]: Spatial-temporal multi-head graph atten-

tion network, which consists of temporal convolution blocks

and graph attention networks for capturing the dynamic

temporal correlations and spatial relations between nodes,

respectively.
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10 HUANG ET AL.

5.3 Evaluation metrics

In the experiment, three commonly used regression evalua-

tion metrics are adopted to evaluate the performance of each

method.

∙ Mean absolute error (MAE):

MAE =
1

MN

M∑
t=1

N∑
i=1

|||y
t
i
− ŷt

i

|||. (17)

∙ Mean absolute percentage error (MAPE):

MAPE =
1

MN

M∑
t=1

N∑
i=1

||||||
yt
i
− ŷt

i

yt
i

||||||
. (18)

∙ Root mean squared error (RMSE):

RMSE =

√√√√ 1

MN

M∑
t=1

N∑
i=1

(yt
i
− ŷt

i
)2, (19)

where yt
i

and ŷt
i

are the observed and predicted traffic data at

time t on sensor i, respectively. M is the number of temporal

samples. N is the number of all sensors on the road.

5.4 Experimental results and analysis

To verify the effectiveness of the STCGCN model in the traf-

fic forecasting task, we conduct four types of experiments

on PEMS03, PEMS04, PEMS07, PEMS08, and PEMS-BAY

datasets.

(i) Comparison with baseline methods: We evaluate the per-

formance of STCGCN with eight baseline methods on

five real-world traffic network datasets. Three indicators

are utilized to measure the performance of the model. The

traffic flow information in the next 15, 30, and 60 min is

predicted.

(ii) Ablation experiments: To quantitatively verify the effec-

tiveness of each component, we design three variants of

the STCGCN model with different configurations and test

their performance on PEMS08 and PEMS-BAY datasets

for one hour traffic prediction.

(iii) Impact of hyperparameters: We investigate four hyperpa-

rameters, that is, the number of filters, the batch size, the

number of training epochs, and the number of historical

time intervals, to find the best experimental setting of the

model.

(iv) Perturbation analysis: We introduce the Gaussian noise and

random noise that obeys Poisson distribution to evaluate

the robustness of the proposed STCGCN. The PEMS08

and PEMS-BAY datasets are selected as the test benches.

FIGURE 6 The visualization results for the 15 min prediction horizon

5.4.1 Comparison with baseline methods

The experimental results for different prediction horizons (15

min, 30 min, and 60 min) of the comparison with baseline

methods are reported in Table 4. Concretely, for the prediction

horizon of 15 min, the RMSE of STCGCN is approximately

lower than the suboptimal methods by 0.95%, 5.43%, 3.94%,

0.08%, and 1.84% on PEMS03, PEMS04, PEMS07, PEMS08,

and PEMS-BAY, respectively. With respect to the 30-min time

sequences, the RMSE values of GMAN and ST-MGAT are

slightly lower than our model by margins of 1.28% and 1.10%

on PEMS04 and PEMS-BAY, respectively. For the prediction

horizon of 60 min, the RMSE of STCGCN is approximately

5.47% and 10.34% lower than those of GMAN and ST-MGAT

on PEMS04, respectively, which verifies the effectiveness of the

stacked STCGCLs in long-term spatial-temporal dependencies

extraction. Early methods such as SVR and FC-LSTM per-

form poorly in three horizons of prediction and have a big gap

with our model, which is mainly caused by that these methods

only take temporal features into consideration while lacking the

exploration of spatial information. Besides, typical spatiotem-

poral forecasting methods, including STGCN, Graph WaveNet,

and STSGCN, achieve poorer results than our model by mar-

gins of 8.32%, 19.50%, and 9.02% on PEMS07 in terms of

RMSE. Similar conclusions could be drawn for other datasets.

These approaches integrate spatial and temporal information

without consideration of their correlations, thereby leading to

subpar performance. In general, the proposed STCGCN model

can obtain the optimal prediction performance of all metrics

in most scenarios, which proves the validity and superiority of

STCGCN in spatial-temporal traffic flow prediction tasks.

To illustrate the predictive ability of the proposed STCGCN

more intuitively, we also conduct visualization experiments,

which compare and analyze the true traffic volume and the

predicted results of the spatial-temporal correlation graph con-

volutional network. Based on the historical one hour data, the

predicted results for the next 15 min, 30 min, and 60 min are

shown in Figures 6, 7, and 8, respectively. The upper subfigure in

each figure is the forecasting result on PEMS03 from 1 Septem-

ber 2018, to 6 September 2018. The lower subfigure exhibits the
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HUANG ET AL. 11

TABLE 4 Performance comparison among baseline methods on PEMS03, PEMS04, PEMS07, PEMS08, and PEMS-BAY datasets. The best performing

methods are highlighted in bold

15 min 30 min 60 min

Datasets Methods MAE MAPE(%) RMSE MAE MAPE(%) RMSE MAE MAPE(%) RMSE

PEMS03 SVR 16.63 16.77 26.87 19.40 18.18 32.87 21.97 21.51 35.29

FC-LSTM 17.82 17.87 28.24 20.17 20.58 33.40 21.33 23.33 35.11

DCRNN 15.35 16.11 26.12 18.31 17.73 31.29 18.18 18.91 30.31

STGCN 15.13 15.34 25.61 17.64 17.11 30.68 17.49 17.15 30.12

Graph WaveNet 13.82 13.03 23.54 16.20 15.66 28.29 19.85 19.31 32.94

STSGCN 12.97 12.96 22.37 15.88 14.48 27.01 17.48 16.78 29.21

GMAN 12.68 13.45 22.34 15.82 14.79 26.91 17.62 18.63 31.37

ST-MGAT 13.35 13.10 22.39 16.22 15.33 27.13 18.89 19.12 32.20

STCGCN (Ours) 12.10 12.87 22.13 15.51 14.56 26.63 16.53 16.18 28.07

PEMS04 SVR 21.24 14.39 28.23 26.83 17.31 34.66 28.70 19.20 44.56

FC-LSTM 23.23 15.16 30.31 25.62 17.70 38.83 27.14 18.20 41.59

DCRNN 21.15 13.21 26.10 22.71 15.32 34.41 24.70 17.12 38.12

STGCN 21.28 13.27 25.54 22.43 15.03 32.91 22.70 14.59 35.55

Graph WaveNet 19.71 12.55 25.12 22.15 14.68 31.32 25.45 17.29 39.70

STSGCN 15.43 11.03 21.65 18.34 11.77 27.76 21.19 13.90 33.65

GMAN 16.20 10.68 22.58 17.81 12.70 27.41 21.55 14.23 33.56

ST-MGAT 15.77 10.82 22.80 16.21 11.55 28.84 22.60 15.24 35.11

STCGCN (Ours) 13.53 8.71 20.54 15.50 11.03 27.76 19.53 12.92 31.82

PEMS07 SVR 24.73 11.34 32.77 26.23 13.45 46.32 32.49 14.26 50.22

FC-LSTM 24.66 10.52 29.93 28.28 13.20 45.17 29.98 13.20 45.84

DCRNN 21.03 8.92 32.83 23.94 10.28 37.05 25.30 11.66 38.58

STGCN 22.59 8.96 33.81 24.00 10.30 37.14 25.38 11.08 38.78

Graph WaveNet 19.76 8.09 30.89 22.15 8.94 34.53 26.85 12.12 42.78

STSGCN 18.53 8.11 31.14 21.96 9.03 34.02 24.26 10.21 39.03

GMAN 16.45 7.17 27.68 19.64 7.98 31.54 22.04 9.43 36.18

ST-MGAT 17.33 7.58 27.41 19.91 8.15 32.28 23.89 11.23 37.38

STCGCN (Ours) 16.16 6.89 26.37 19.55 7.94 31.34 22.07 9.21 35.80

PEMS08 SVR 18.18 12.23 29.31 21.45 14.01 32.40 23.25 14.64 36.16

FC-LSTM 19.21 12.44 29.79 21.03 13.77 32.19 22.20 14.20 34.06

DCRNN 12.35 8.63 23.27 14.71 10.05 25.35 17.86 11.45 27.83

STGCN 11.17 8.31 22.98 14.30 10.23 25.33 18.02 11.40 27.82

Graph WaveNet 10.89 7.92 20.61 14.12 10.31 23.88 19.13 12.68 31.05

STSGCN 9.81 6.77 18.83 13.59 8.91 22.44 17.13 10.96 26.80

GMAN 9.86 7.01 19.77 13.68 9.33 22.89 16.76 10.43 25.68

ST-MGAT 10.01 7.95 20.13 14.34 9.88 23.45 16.27 11.12 25.56

STCGCN (Ours) 9.83 6.71 18.68 13.14 8.81 22.31 15.87 10.18 24.97

PEMS-BAY SVR 1.85 3.83 3.62 2.48 5.50 5.28 3.42 8.43 6.50

FC-LSTM 2.11 4.80 4.19 2.20 5.23 4.55 2.46 5.77 5.02

DCRNN 1.53 2.90 2.95 1.77 3.94 3.97 2.70 5.02 4.92

STGCN 1.42 2.96 2.97 1.81 4.17 4.27 2.51 5.78 5.74

Graph WaveNet 1.33 2.73 2.74 1.66 3.67 3.73 2.17 4.89 4.76

STSGCN 1.30 2.88 2.81 1.73 3.75 3.77 2.09 4.92 4.74

GMAN 1.34 2.82 2.81 1.62 3.65 3.73 1.93 4.68 4.52

ST-MGAT 1.31 2.93 2.77 1.61 3.82 3.67 1.91 4.69 4.46

STCGCN (Ours) 1.26 2.67 2.72 1.52 3.63 3.71 1.89 4.66 4.43
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12 HUANG ET AL.

FIGURE 7 The visualization results for the 30 min prediction horizon

FIGURE 8 The visualization results for the 60 min prediction horizon

forecasting result for 2 September 2018. We can conclude that

the proposed model can greatly handle not only short-term pre-

diction but also long-term prediction. Meanwhile, the changing

trend of the predicted results is highly consistent with the real

observed data. Furthermore, it can be observed that the per-

formance of 15 min prediction is better than 30 and 60 min,

which indicates that the model is able to better capture short-

term dependencies while losing some information in long-term

dependency extraction. Due to the limitation of the dataset,

STCGCN can hardly respond to spike data points, which may

be caused by car accidents, weather, or other combinations of

sudden incidents.

5.4.2 Ablation experiments

There are three crucial designs in our proposed STCGCN,

namely the multi-head attention-based feature aggregation

module for spatial-temporal correlation extraction, the spatial-

temporal correlation graph convolutional module for capturing

hidden spatial-temporal dependencies, and the gated tempo-

ral convolution module for learning long-range spatial-temporal

dependency. For brevity, we use “MHA”, “GCN”, and “GTC”

TABLE 5 Ablation experiments on different configurations of modules

Datasets Configuration MAE MAPE% RMSE

PEMS08 STCGCN 15.87 10.18 24.97

w/o [MHA] 16.78 10.67 26.23

w/o [GCN] 18.23 11.77 28.43

w/o [GTC] 19.91 12.33 29.52

w/o [MHA, GCN] 19.65 12.15 29.01

w/o [MHA, GTC] 20.16 12.87 31.03

w/o [GCN, GTC] 21.53 13.13 32.34

w/o [MHA, GCN, GTC] 23.41 14.79 34.68

PEMS-BAY STCGCN 1.89 4.66 4.43

w/o [MHA] 2.24 5.23 5.18

w/o [GCN] 2.57 5.61 5.33

w/o [GTC] 3.31 8.03 6.21

w/o [MHA, GCN] 3.42 8.16 6.53

w/o [MHA, GTC] 3.56 8.29 6.87

w/o [GCN, GTC] 4.59 8.96 7.34

w/o [MHA, GCN, GTC] 4.78 9.63 7.81

to denote these modules, respectively. To probe into the effec-

tiveness of different components of STCGCN, we design three

variants with seven combinations and conduct ablation experi-

ments on the PEMS08 and PEMS-BAY datasets. The detailed

settings of these three variants are described as below:

∙ STCGCN w/o MHA: In this variant, we remove the multi-

head attention feature aggregation module in connecting

the spatial and temporal information. Instead, we adopt

an identity matrix with the same dimension to replace

the spatial-temporal connection graph for constructing the

spatial-temporal correlation graph.
∙ STCGCN w/o GCN: In this variant, we replace all graph

convolutional operations in the spatial-temporal correla-

tion graph convolutional module to fully-connected layers,

which aims to test the effectiveness of graph convolutional

operation in extracting complex spatial-temporal features.
∙ STCGCN w/o GTC: In this variant, we remove the gated

temporal convolution module entirely to demonstrate the

importance of temporal convolution in extracting long-range

dependencies. Here, the input data will be directly sent into

the spatial-temporal correlation graph convolutional module

for global spatial-temporal dependency extraction.

Table 5 reports the results of the ablation experiments,

in which “Configuration” represents seven different combina-

tions of the three models. It can be observed that the model

equipped with MHA surpasses the model without it, which

shows the necessity of modeling the spatial-temporal corre-

lations and heterogeneities in traffic prediction. Furthermore,

the model equipped with GCN for each STCGCL outper-

forms that using the fully-connected layers by a large margin,

which demonstrates the effectiveness of graph convolutional
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FIGURE 9 The impact of four hyperparameters in STCGCN. (a) RMSE

with respect to the number of filters. (b) RMSE with the respect to the batch

size. (c) RMSE with respect to the number of training epochs. (d) RMSE with

respect to the number of historical time intervals

operation in extracting spatial-temporal dependencies. For the

gated temporal convolution module, it could improve the

long-range learning ability of STCGCN significantly. Those

models equipped with GTC modules perform on average

16.09% and 30.81% lower than those without GTC in terms

of RMSE on PEMS08 and PEMS-BAY, respectively. Obviously,

the results show that all modules contribute to the improvement

of model performance and enhance the capacity of handling

spatial-temporal data.

5.4.3 Impact of hyperparameters

To find the best settings of the STCGCN model, we further

analyze the impact of four hyperparameters including the num-

ber of filters, the batch size, the number of training epochs, and

the number of historical time intervals. As shown in Figure 9,

we choose RMSE as the evaluation indicator to measure the

impact of hyperparameters and change one hyperparameter

while remaining the other three hyperparameters unchanged.

Figure 9a presents the impact of the number of filters. The

results are intuitive that adding a certain number of filters can

improve the performance of the model, while too many fil-

ters will increase the number of parameters and burden the

computational costs. As shown in Figure 9b, when setting the

batch size as 32, the test performance reaches optimal. On

the contrary, as the batch size increases further, the RMSE

increase, which indicates that setting an appropriate batch size

in the training stage can improve the model performance. Sim-

ilarly shown in Figure 9c, the effect of the model improves

as the training epoch increase, whereas longer training time is

needed. However, excessive training epochs may cause an over-

smoothing problem. We observe that when the training epochs

(a) Gaussian perturbation (b) Poisson perturbation

FIGURE 10 PEMS08: Perturbation analysis. (a) Gaussian perturbation.

(b) Poisson perturbation

(a) Gaussian perturbation (b) Poisson perturbation

FIGURE 11 PEMS-BAY: Perturbation analysis. (a) Gaussian

perturbation. (b) Poisson perturbation

reach 200, the RMSE almost stops decreasing. Figure 9d shows

the impact of the historical time intervals. It can be observed

that as the number of historical time intervals increases, the

more temporal information is considered, the better predictive

performance can be achieved.

5.4.4 Perturbation analysis

Noise is ubiquitous in real-world traffic forecasting applica-

tions. Therefore, perturbation analysis is conducted on datasets

PEMS08 and PEMS-BAY for one hour prediction to ver-

ify the robustness of STCGCN. Specifically, we introduce

two types of random noises to the traffic data, namely the

random noise obeys Gaussian distribution N (0, 𝜎2 ), where

𝜎 ∈ [0.2, 0.4, 0.8, 1, 2] and Poisson distribution P (�), where

� ∈ [1, 2, 4, 8, 16]. Note that all the noise matrix values are

normalized to [0,1].

The experimental results based on the PEMS08 dataset are

shown in Figure 10. The results of adding Gaussian noise and

Poisson noise are shown in Figures 10a and 10b, respectively,

where the gray dashed lines in each figure represent the per-

formance of STCGCN with no external noise added. It can be

observed that the values of different evaluation metrics almost

remain the same regardless of the changes in 𝜎 or �, which indi-

cates that the proposed STCGCN can well resist and handle

noise with little performance fluctuation. Similarly, the experi-

mental results shown in Figure 11 are consistent with the results

in Figure 10. Overall, the changes in evaluation metrics across
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different noise settings are negligible, which demonstrates the

robustness of the STCGCN model.

6 CONCLUSION

This paper addresses the problem that the existing urban

traffic forecasting methods lack the construction of an

informative graph that cannot comprehensively consider the

spatial-temporal correlations and proposes a novel spatial-

temporal correlation graph convolutional network (STCGCN).

The STCGCN model is mainly comprised of three types

of modules, namely, the multi-head attention-based feature

aggregation module for spatial-temporal correlation graph con-

struction, the spatial-temporal correlation graph convolutional

module for extracting global spatial-temporal dependency, the

gated temporal convolution module for long-range spatial-

temporal dependency extraction. Such architecture enables

learning spatial-temporal heterogeneity and modeling traffic

patterns more accurately. Extensive experiments have been

conducted on five real-world datasets. The results show that

STCGCN outperforms the baselines in traffic forecasting tasks,

thereby demonstrating its superiority in exploiting the correla-

tions between spatial and temporal information. In future work,

we will further apply our model to the general dynamic graphs

and introduce graph theory-based techniques to excavate the

operation mechanism of the traffic network.
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