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#### Abstract

Convex polygonal lines with vertices in $\mathbb{Z}_{+}^{2}$ and endpoints at $0=(0,0)$ and $n=\left(n_{1}, n_{2}\right) \rightarrow$ $\infty$, such that $n_{2} / n_{1} \rightarrow c \in(0, \infty)$, under the scaling $n_{1}^{-1}$, have limit shape $\gamma^{*}$ with respect to the uniform distribution, identified as the parabola arc $\sqrt{c\left(1-x_{1}\right)}+\sqrt{x_{2}}=\sqrt{c}$. This limit shape is universal in a large class of so-called multiplicative ensembles of random polygonal lines. The present paper concerns the inverse problem of the limit shape. In contrast to the aforementioned universality of $\gamma^{*}$, we demonstrate that, for any strictly convex $C^{3}$-smooth arc $\gamma \subset \mathbb{R}_{+}^{2}$ started at the origin and with the slope at each point not exceeding $90^{\circ}$, there is a sequence of multiplicative probability measures $P_{n}^{\gamma}$ on the corresponding spaces of convex polygonal lines, under which the curve $\gamma$ is the limit shape.
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## 1. Introduction

Consider a convex lattice polygonal line $\Gamma$ with vertices in $\mathbb{Z}_{+}^{2}:=\left\{\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}: k_{1}, k_{2}\right.$ $\geq 0\}$, starting at the origin and such that the slope of each of its edges is non-negative that does not exceed $90^{\circ}$. Convexity means that the slope of consecutive edges is strictly increasing. Denote by $\mathcal{L}$ the set of all such polygonal lines with finitely many edges, and by $\mathcal{L}_{n}$ the subset of polygonal lines $\Gamma \in \mathcal{L}$ with the right endpoint fixed at $n=\left(n_{1}, n_{2}\right) \in \mathbb{Z}_{+}^{2}$.

The limit shape, with respect to a sequence of probability measures $P_{n}$ on $\mathcal{L}_{n}$ as $n \rightarrow \infty$, is understood as a planar curve $\gamma$ such that, for any $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{n}\left\{\Gamma \in \mathcal{L}_{n}: d\left(\tilde{\Gamma}_{n}, \gamma\right) \leq \varepsilon\right\}=1, \tag{1}
\end{equation*}
$$

where $\tilde{\Gamma}_{n}=\mathfrak{s}_{n}(\Gamma)$, with a suitable scaling transform $\mathfrak{s}_{n}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, and $d(\cdot, \cdot)$ is some metric, for example, induced by the Hausdorff distance between compact planar sets,

$$
\begin{equation*}
d_{\mathcal{H}}(A, B):=\max \left\{\max _{x \in A} \min _{y \in B}|x-y|, \max _{y \in B} \min _{x \in A}|x-y|\right\}, \tag{2}
\end{equation*}
$$

where $|\cdot|$ is the Euclidean vector norm in $\mathbb{R}^{2}$.
Of course, the limit shape and its very existence may depend on the probability laws $P_{n}$ in the polygonal spaces $\mathcal{L}_{n}$. With respect to the uniform distribution on each $\mathcal{L}_{n}$ (i.e., where all $\Gamma \in \mathcal{L}_{n}$ are assumed to be equally likely), the problem was solved
independently by Vershik [1], Bárány [2], and Sinai [3], who showed that, if $n_{1}, n_{2} \rightarrow \infty$ so that $n_{2} / n_{1} \rightarrow c \in(0, \infty)$, then under the scaling $\tilde{\Gamma}_{n}=n_{1}^{-1} \Gamma$, the limit (1) holds with respect to the Hausdorff metric $d_{\mathcal{H}}$ and with the limit shape $\gamma=\gamma^{*}$ identified as the parabola arc

$$
\begin{equation*}
\sqrt{c\left(1-x_{1}\right)}+\sqrt{x_{2}}=\sqrt{c} \quad\left(0 \leq x_{1} \leq 1,0 \leq x_{2} \leq c\right) \tag{3}
\end{equation*}
$$

More precisely, in this case, the limit (1) transcribes as follows,

$$
\lim _{n \rightarrow \infty} \frac{\#\left\{\Gamma \in \mathcal{L}_{n}: d_{\mathcal{H}}\left(\tilde{\Gamma_{n}}, \gamma^{*}\right) \leq \varepsilon\right\}}{\# \mathcal{L}_{n}}=1
$$

where \# $A$ denotes the cardinality of set $A$.
Bogachev and Zarbaliev [4,5] proved that the limit shape (3) holds for the parametric class of multiplicative measures $P_{n}^{r}(0<r<\infty)$ of the form

$$
\begin{equation*}
P_{n}^{r}(\Gamma):=\frac{1}{B_{n}^{r}} \prod_{e_{i} \in \Gamma} b_{k_{i}}^{r} \quad B_{n}^{r}:=\sum_{\Gamma \in \mathcal{L}_{n}} \prod_{e_{i} \in \Gamma} b_{k_{i}}^{r} \quad\left(\Gamma \in \mathcal{L}_{n}\right) \tag{4}
\end{equation*}
$$

where the product is taken over all edges $e_{i}$ of $\Gamma \in \mathcal{L}_{n}, k_{i}$ is the number of lattice points on the edge $e_{i}$ except its left endpoint, and the weights $b_{k}^{r}$ are specified according to the binomial formula,

$$
\begin{equation*}
b_{k}^{r}=\binom{r+k-1}{k}=\frac{r(r+1) \cdots(r+k-1)}{k!}, \quad k \in \mathbb{N} . \tag{5}
\end{equation*}
$$

This result provided the first evidence in support of a conjecture of the limit shape universality put forward by Vershik [1]. The class of probability measures (4) with the coefficients (5) belongs to a general metatype of decomposable combinatorial structures known as multisets [6]. Bogachev [7] extended the limit shape universality to a much wider class of multiplicative probability measures of the form (4) including the analogs of two other well-known metatypes of decomposable structures - selections and assemblies [6]; for example, this class includes the uniform distribution on the subset of "simple" polygonal lines (i.e., with no lattice points apart from vertices).

In a different development, a surprising universality result with the same limit shape (3) was obtained by Bureaux and Enriquez [8] under the uniform probability measure on the space of constrained convex lattice polygonal lines with a prescribed number of vertices growing with $n$, regardless of growth rate. On the other hand, it was demonstrated in [8] that, under additional constraints on the length of the polygonal line, the limit shape modifies to transverse a continuous family of convex curves interpolating between the hypotenuse, and a concatenation of the two legs of the limiting triangular container $\left\{0 \leq x_{1} \leq 1,0 \leq x_{2} \leq c x_{1}\right\}$. Related results were obtained earlier by Bárány [9], Žunić [10], Stojaković [11], and Prodromou [12].

In the present paper, we consider a general inverse limit shape problem, and show that, in sharp contrast to the aforementioned universality of the curve (3), any $C^{3}$-smooth strictly convex arc $\gamma \subset \mathbb{R}_{+}^{2}$ started at the origin may serve as the limit shape with respect to a suitable sequence of multiplicative probability measures $P_{n}^{\gamma}$ on the polygonal spaces $\mathcal{L}_{n}$. See [13] for a short communication of this result, interpreted there in the sense of approximation of convex curves by random polygonal lines.

Like in [4,5,7], our construction employs an elegant probabilistic approach based on randomization and conditioning (see [6,14]), first used in the polygonal context by Sinai [3]. The idea is to introduce a suitable "global" probability measure $Q$ defined on the space $\mathcal{L}=\bigcup_{n} \mathcal{L}_{n}$ of all convex lattice polygonal lines with finitely many edges (hence, with a "free" right endpoint) and then obtain measures $P_{n}$ on the spaces $\mathcal{L}_{n}$ by conditioning, that is, $P_{n}(\Gamma)=Q\left(\Gamma \mid \mathcal{L}_{n}\right)\left(\Gamma \in \mathcal{L}_{n}\right)$. The measure $Q$ is constructed as the distribution of an integer-valued random field $v=v(\cdot)$ with mutually independent components, defined on the subset $\mathcal{X} \subset \mathbb{Z}_{+}^{2}$ consisting of points $x=\left(x_{1}, x_{2}\right) \in \mathbb{Z}_{+}^{2}$ with coprime coordinates. A
polygonal line $\Gamma \in \mathcal{L}$ is uniquely retrieved from a configuration $\{v(x), x \in \mathcal{X}\}$ using the collection of the corresponding edges $x v(x)$ (with $v(x)>0$ ) and the convexity property (see Section 3).

It is convenient to set up the measure $Q=Q_{z}$ depending on a parameter function $z(x)$, such that the marginal distribution of each $v(x)$ is defined to be geometric with "success" parameter $1-z(x)$. In view of the aforementioned association between polygonal lines $\Gamma \in \mathcal{L}$ and configurations $\left\{\nu_{\Gamma}(x)\right\}$, and by virtue of the product structure of the measure $Q_{z}$, the $Q_{z}$-probability of a polygonal line $\Gamma \in \mathcal{L}$ is proportional to the (finite) product $\prod_{x \in \mathcal{X}} z(x)^{v_{\Gamma}(x)}$. In the classical case (with uniform $P_{n}$ ), a good choice is to take $z(x)=z_{1}^{x_{1}} z_{2}^{x_{2}}\left(0<z_{1}, z_{2}<1\right)$, yielding $Q_{z}(\Gamma) \propto z_{1}^{\xi_{1}} z_{2}^{\xi_{2}}$, where $\left(\xi_{1}, \xi_{2}\right)$ is the (random) right endpoint of the polygonal line $\Gamma \in \mathcal{L}$.

To better adjust the measure $Q_{z}$ to the conditional measure $P_{n}(\Gamma)=Q_{z}(\Gamma \mid \Gamma \in$ $\left.\mathcal{L}_{n}\right)$, the defining terminal condition $\left(\xi_{1}, \xi_{2}\right)=\left(n_{1}, n_{2}\right)$ is emulated using expectation with respect to $Q_{z}$, leading to a dependence of the parameters $z(x)$ on $n=\left(n_{1}, n_{2}\right)$. Furthermore, in order to suit a target curve $\gamma$ as a hypothetical limit shape, the constants $z_{1}, z_{2}$ in the classical parameterization $z(x)=z_{1}^{x_{1}} z_{2}^{x_{2}}$ need to allow for a further dependence on $x \in \mathcal{X}$ to match $\gamma$. We derive a suitable parameter function in the form $z(x)=\exp \left\{-\alpha\left[x_{1} \delta_{1}(x)+x_{2} \delta_{2}(x)\right]\right\}$, assuming that the functions $\delta_{1}, \delta_{2}$ depend on $x=\left(x_{1}, x_{2}\right)$ through the ratio $x_{2} / x_{1}$, which is convenient in conjunction with the parameterization of the curve $\gamma$ using its tangent slope (see Section 2). As one would expect, if $\gamma=\gamma^{*}$ (see (3)) then the functions $z_{1}(x), z_{2}(x)$ are reduced to constants, and our method recovers the uniform distribution $P_{n}$ on $\mathcal{L}_{n}$.

To summarize, our main result is the following:
Theorem 1. Let $\gamma \subset \mathbb{R}_{+}^{2}$ be a strictly convex $C^{3}$-smooth arc, with endpoints $(0,0)$ and $\left(1, c_{\gamma}\right)$ and with the curvature bounded from below by a positive constant. Suppose that $n_{2} / n_{1} \rightarrow c_{\gamma}$, and set $\tilde{\Gamma}_{n}:=n_{1}^{-1} \Gamma$ for polygonal lines $\Gamma \in \mathcal{L}_{n}$. Then, there is a sequence of multiplicative probability measures $P_{n}^{\gamma}$ on the polygonal spaces $\mathcal{L}_{n}$ such that, for any $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{n}^{\gamma}\left\{\Gamma \in \mathcal{L}_{n}: d_{\mathcal{H}}\left(\tilde{\Gamma}_{n}, \gamma\right) \leq \varepsilon\right\}=1 \tag{6}
\end{equation*}
$$

Remark 1. Here and in what follows, $n \rightarrow \infty$ signifies that $n_{1}, n_{2} \rightarrow \infty$ so that $n_{2} / n_{1} \rightarrow c_{\gamma}$. The term "multiplicative" is made more precise in Section 3 (see Remark 7).

Remark 2. It is more convenient to use another metric $d_{\mathcal{T}}$ on the space of convex curves on the basis of tangential parameterization and a subdistance between the corresponding arc lengths (see Section 2). Result (6) follows since the Hausdorff metric $d_{\mathcal{H}}$ is dominated by $d_{\mathcal{T}}$ (see Proposition 2).

Remark 3. As we see in Section 3, our measures $Q_{z}^{\gamma}$ were constructed merely by asymptotically fitting the running expectation of the (length of the) random polygonal line to the target curve $\gamma$, but with no explicit reference to the combinatorial properties of the underlying polygonal lines. It would be interesting to elaborate the combinatorial characterization of the multiplicative ensembles of polygonal lines under the measures $Q_{z}^{\gamma}$ and $P_{n}^{\gamma}$.

Remark 4. It would be natural to try and relax the $C^{3}$-smoothness condition on $\gamma$ (e.g., by permitting "change points" or corners), and to allow for the degeneration of the curvature (e.g., through possible flat segments). We address these issues elsewhere.

Remark 5. Product measures $Q_{z}$ that are used in the general construction of multiplicative measures $P_{n}$ on the corresponding polygonal spaces $\mathcal{L}_{n}$ are of interest in their own right. For instance, such measures are known in statistical physics as grand canonical Gibbs ensembles [15,16], and in computer science as Boltzmann distributions used in abundance for sampling from discrete combinatorial structures [17,18].

The rest of the paper is organized as follows. In Section 2, we introduce the space of convex curves on the plane and endow it with a suitable metric. In Section 3, the measures $Q_{z}^{\gamma}$ and $P_{n}^{\gamma}$ are constructed for a given convex curve $\gamma$. In Section 4, the parameter function $z(x)$ is chosen to guarantee the convergence of expectation of scaled polygonal lines $\tilde{\Gamma}_{n}=n_{1}^{-1} \Gamma$ to the target curve $\gamma$ (Theorem 2). Refined first-order moment asymptotics are obtained in Section 5, while higher-order moment sums are analyzed in Section 6. Section 7 is devoted to the proof of a local central limit theorem (Theorem 7). Lastly, the limit shape result with respect to both $Q_{z}^{\gamma}$ and $P_{n}^{\gamma}$ is proved in Section 8 (Theorems 8 and 9 , respectively).
Some general notation. For a row vector $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$, its Euclidean norm (length) is denoted $|x|:=\sqrt{x_{1}^{2}+x_{2}^{2}}$, and $\langle x, y\rangle:=x_{1} y_{1}+x_{2} y_{2}$ is the corresponding inner product of vectors $x, y \in \mathbb{R}^{2}$. We denote $\mathbb{Z}_{+}:=\{k \in \mathbb{Z}: k \geq 0\}, \mathbb{Z}_{+}^{2}:=\mathbb{Z}_{+} \times \mathbb{Z}_{+}$, and similarly $\mathbb{R}_{+}:=$ $\{x \in \mathbb{R}: x \geq 0\}, \mathbb{R}_{+}^{2}:=\mathbb{R}_{+} \times \mathbb{R}_{+}$. We use the floor function $\lfloor a\rfloor:=\max \{k \in \mathbb{Z}: k \leq a\}$ (integer part of $a \in \mathbb{R}$ ). The standard notation is used for asymptotic comparisons: $a \sim b$ means that $a / b \rightarrow 1 ; a=o(b)$ that $a / b \rightarrow 0 ; a=O(b)$ that $a / b$ is bounded; and $a \asymp b$ that both $a=O(b)$ and $b=O(a)$. We take the liberty to write $f(x)^{p}$ for $(f(x))^{p}$.

## 2. Preliminaries: Convex Planar Curves

Definition 1. Let $\mathfrak{G}_{0}=\{\gamma\}$ be the space of curves in $\mathbb{R}_{+}^{2}$ represented as the graphs of functions $u \mapsto v=g_{\gamma}(u)\left(0 \leq u \leq a_{\gamma}\right)$ with the following properties:
(i) $g_{\gamma}(0)=0$ (i.e., each curve $\gamma$ starts at the origin);
(ii) $g_{\gamma}(u)$ is nondecreasing and continuous on $\left[0, a_{\gamma}\right]$;
(iii) $g_{\gamma}(u)$ is piecewise differentiable on $\left[0, a_{\gamma}\right]$, with the derivative $g_{\gamma}^{\prime}(u)$ continuous everywhere except finitely many points; the (left) derivative at $u=a_{\gamma}$ may be infinite, $g_{\gamma}^{\prime}\left(a_{\gamma}\right) \leq+\infty$;
(iv) $g_{\gamma}(u)$ is convex on $\left[0, a_{\gamma}\right]$, that is, for any $\theta \in[0,1]$ and any $u_{1}, u_{2} \in\left[0, a_{\gamma}\right]$,

$$
g_{\gamma}\left(\theta u_{1}+(1-\theta) u_{2}\right) \leq \theta g_{\gamma}\left(u_{1}\right)+(1-\theta) g_{\gamma}\left(u_{2}\right) .
$$

Remark 6. Convex polygonal lines $\Gamma \in \mathcal{L}$ can be treated as curves in $\mathfrak{G}_{0}$; the corresponding function $g_{\Gamma}$ is a piecewise linear function.

It follows from Definition 1 that, for any curve $\gamma \in \mathfrak{G}_{0}$, the derivative $g_{\gamma}^{\prime}(u)$ is nonnegative and nondecreasing in its domain, and in particular $0 \leq \underline{t}_{\gamma} \leq g_{\gamma}^{\prime}(u) \leq \bar{t}_{\gamma} \leq \infty$ ( $0 \leq u \leq a_{\gamma}$ ), where

$$
\begin{equation*}
\underline{t}_{\gamma}:=\inf _{0 \leq u \leq a_{\gamma}} g_{\gamma}^{\prime}(u), \quad \bar{t}_{\gamma}:=\sup _{0 \leq u \leq a_{\gamma}} g_{\gamma}^{\prime}(u) \tag{7}
\end{equation*}
$$

Set

$$
\begin{equation*}
u_{\gamma}(t):=\sup \left\{u \in\left[0, a_{\gamma}\right]: g_{\gamma}^{\prime}(u) \leq t\right\}, \quad 0 \leq t \leq \infty, \tag{8}
\end{equation*}
$$

with the convention that $\sup \varnothing=0$. That is, $u_{\gamma}(t)$ is a generalized inverse of the derivative $t=g_{\gamma}^{\prime}(u)$ (cf. [19], §1.5). It follows that the function $t \mapsto u_{\gamma}(t)$ is nondecreasing and right-continuous on $[0, \infty]$, with values in $\left[0, a_{\gamma}\right]$; moreover, $u_{\gamma}(t) \equiv 0$ for all $t<\underline{t}_{\gamma}$ and $u_{\gamma}(t)=a_{\gamma}$ for all $t \geq \bar{t}_{\gamma}$ (see (7)). For shorthand, we write

$$
\begin{equation*}
v_{\gamma}(t):=g_{\gamma}\left(u_{\gamma}(t)\right), \quad 0 \leq t \leq \infty . \tag{9}
\end{equation*}
$$

Denote by $\ell_{\gamma}(t)$ the length of the part of $\gamma$ where the tangent slope does not exceed $t$,

$$
\begin{equation*}
\ell_{\gamma}(t)=\int_{0}^{u_{\gamma}(t)} \sqrt{1+g_{\gamma}^{\prime}(u)^{2}} \mathrm{~d} u, \quad 0 \leq t \leq \infty \tag{10}
\end{equation*}
$$

Clearly, every curve $\gamma \in \mathfrak{G}_{0}$ has finite length,

$$
\ell_{\gamma}(\infty)=\int_{0}^{u_{\gamma}(\infty)} \sqrt{1+g_{\gamma}^{\prime}(u)^{2}} \mathrm{~d} u \leq \int_{0}^{a_{\gamma}}\left(1+g_{\gamma}^{\prime}(u)\right) \mathrm{d} u=a_{\gamma}+g_{\gamma}\left(a_{\gamma}\right)<\infty .
$$

Let us now equip the space $\mathfrak{G}_{0}$ with a suitable metric. Define the map $d_{\mathcal{T}}: \mathfrak{G}_{0} \times \mathfrak{G}_{0} \rightarrow$ $\mathbb{R}_{+}$as follows,

$$
\begin{equation*}
d_{\mathcal{T}}\left(\gamma_{1}, \gamma_{2}\right):=\sup _{0 \leq t \leq \infty}\left|\ell_{\gamma_{1}}(t)-\ell_{\gamma_{2}}(t)\right|, \quad \gamma_{1}, \gamma_{2} \in \mathfrak{G}_{0} \tag{11}
\end{equation*}
$$

Proposition 1. The function $d_{\mathcal{T}}(\cdot, \cdot)$ defined in (11) satisfies all properties of a distance.
Proof. Clearly, $d_{\mathcal{T}}\left(\gamma_{1}, \gamma_{2}\right)=d_{\mathcal{T}}\left(\gamma_{2}, \gamma_{1}\right)$ and $d_{\mathcal{T}}(\gamma, \gamma)=0$. The triangle axiom is also obvious. Lastly, if $d_{\mathcal{T}}\left(\gamma_{1}, \gamma_{2}\right)=0$, then the inequality (12) proven below implies that $d_{\mathcal{H}}\left(\gamma_{1}, \gamma_{2}\right)=0$, and it follows that $\gamma_{1}=\gamma_{2}$ since $d_{\mathcal{H}}$ is a distance.

Proposition 2. The metric $d_{\mathcal{H}}$ is dominated by the metric $d_{\mathcal{T}}$ as follows:

$$
\begin{equation*}
d_{\mathcal{H}}\left(\gamma_{1}, \gamma_{2}\right) \leq \sqrt{5} d_{\mathcal{T}}\left(\gamma_{1}, \gamma_{2}\right), \quad \gamma_{1}, \gamma_{2} \in \mathfrak{G}_{0} \tag{12}
\end{equation*}
$$

Proof. By symmetry (see (2)), it suffices to show that

$$
\begin{equation*}
\max _{x \in \gamma_{1}} \min _{y \in \gamma_{2}}|x-y| \leq \sqrt{5} d_{\mathcal{T}}\left(\gamma_{1}, \gamma_{2}\right), \quad \gamma_{1}, \gamma_{2} \in \mathfrak{G}_{0} \tag{13}
\end{equation*}
$$

Any curve $\gamma \in \mathfrak{G}_{0}$ can be approximated simultaneously in $d_{\mathcal{H}}$ and $d_{\mathcal{T}}$, by $C^{2}$-smooth strictly convex curves $\gamma^{k} \in \mathfrak{G}_{0}$ (e.g., via the refinement of possible corners and/or flat edges in the arc $\gamma$ ), so that

$$
\lim _{k \rightarrow \infty} d_{\mathcal{H}}\left(\gamma^{k}, \gamma\right)=0, \quad \lim _{k \rightarrow \infty} d_{\mathcal{T}}\left(\gamma^{k}, \gamma\right)=0
$$

This reduces the inequality (13) to such curves. Note that

$$
\begin{align*}
\max _{x \in \gamma_{1}} \min _{y \in \gamma_{2}}|x-y| & =\max _{0 \leq t_{1} \leq \infty} \min _{0 \leq t_{2} \leq \infty} \sqrt{\left|u_{\gamma_{1}}\left(t_{1}\right)-u_{\gamma_{2}}\left(t_{2}\right)\right|^{2}+\left|v_{\gamma_{1}}\left(t_{1}\right)-v_{\gamma_{2}}\left(t_{2}\right)\right|^{2}} \\
& \leq \sup _{0 \leq t \leq \infty} \sqrt{\left|u_{\gamma_{1}}(t)-u_{\gamma_{2}}(t)\right|^{2}+\left|v_{\gamma_{1}}(t)-v_{\gamma_{2}}(t)\right|^{2}} . \tag{14}
\end{align*}
$$

For a strictly convex increasing function $g_{\gamma} \in C^{2}\left[0, a_{\gamma}\right]$, the function $u_{\gamma}(t)$ defined in (8) is given explicitly by

$$
u_{\gamma}(t)= \begin{cases}0, & 0 \leq t<\underline{t}_{\gamma}  \tag{15}\\ \left(g_{\gamma}^{\prime}\right)^{-1}(t), & \underline{t}_{\gamma} \leq t \leq \bar{t}_{\gamma} \\ a_{\gamma}, & \bar{t}_{\gamma}<t \leq \infty\end{cases}
$$

where $\left(g_{\gamma}^{\prime}\right)^{-1}(t)$ is the (ordinary) inverse of the derivative $t=g_{\gamma}^{\prime}(u)$. Differentiating formula (10) with respect to $t$, we find

$$
\begin{equation*}
\frac{\mathrm{d} u_{\gamma}}{\mathrm{d} t}=\frac{1}{\sqrt{1+t^{2}}} \frac{\mathrm{~d} \ell_{\gamma}}{\mathrm{d} t}, \quad u_{\gamma}(0)=0 \tag{16}
\end{equation*}
$$

and hence, using (9),

$$
\begin{equation*}
\frac{\mathrm{d} v_{\gamma}}{\mathrm{d} t}=\frac{\mathrm{d} g_{\gamma}}{\mathrm{d} u} \cdot \frac{\mathrm{~d} u_{\gamma}}{\mathrm{d} t}=\frac{t}{\sqrt{1+t^{2}}} \frac{\mathrm{~d} \ell_{\gamma}}{\mathrm{d} t}, \quad v_{\gamma}(0)=0 \tag{17}
\end{equation*}
$$

Integrating equations (16) and (17) by parts yields

$$
\begin{equation*}
u_{\gamma}(t)=\frac{\ell_{\gamma}(t)}{\sqrt{1+t^{2}}}+\int_{0}^{t} \frac{s \ell_{\gamma}(s)}{\left(1+s^{2}\right)^{3 / 2}} \mathrm{~d} s, \quad v_{\gamma}(t)=\frac{t \ell_{\gamma}(t)}{\sqrt{1+t^{2}}}-\int_{0}^{t} \frac{\ell_{\gamma}(s)}{\left(1+s^{2}\right)^{3 / 2}} \mathrm{~d} s \tag{18}
\end{equation*}
$$

Note that these equations are linear in $\ell_{\gamma}$. Recalling the definition (11) of $d_{\mathcal{T}}$, from formula (18) we obtain

$$
\begin{align*}
\sup _{0 \leq t \leq \infty}\left|u_{\gamma_{1}}(t)-u_{\gamma_{2}}(t)\right| & \leq d_{\mathcal{H}}\left(\gamma_{1}, \gamma_{2}\right) \sup _{0 \leq t \leq \infty}\left(\frac{1}{\sqrt{1+t^{2}}}+\int_{0}^{t} \frac{s}{\left(1+s^{2}\right)^{3 / 2}} \mathrm{~d} s\right) \\
& =d_{\mathcal{H}}\left(\gamma_{1}, \gamma_{2}\right) \sup _{0 \leq t \leq \infty}\left(\frac{1}{\sqrt{1+t^{2}}}+1-\frac{1}{\sqrt{1+t^{2}}}\right) \\
& =d_{\mathcal{H}}\left(\gamma_{1}, \gamma_{2}\right) \tag{19}
\end{align*}
$$

and similarly

$$
\begin{align*}
\sup _{0 \leq t \leq \infty}\left|v_{\gamma_{1}}(t)-v_{\gamma_{2}}(t)\right| & \leq d_{\mathcal{H}}\left(\gamma_{1}, \gamma_{2}\right) \sup _{0 \leq t \leq \infty}\left(\frac{t}{\sqrt{1+t^{2}}}+\int_{0}^{t} \frac{\mathrm{~d} s}{\left(1+s^{2}\right)^{3 / 2}}\right) \\
& =d_{\mathcal{H}}\left(\gamma_{1}, \gamma_{2}\right) \sup _{0 \leq t \leq \infty}\left(\frac{t}{\sqrt{1+t^{2}}}+\frac{t}{\sqrt{1+t^{2}}}\right) \\
& =2 d_{\mathcal{H}}\left(\gamma_{1}, \gamma_{2}\right) \tag{20}
\end{align*}
$$

Returning to (14), by the estimates (19) and (20) we obtain the bound (13), which completes the proof of Proposition 2.

Consider a fixed convex curve $\gamma \in \mathfrak{G}_{0}$, represented as the graph of an increasing convex function $u \mapsto g_{\gamma}(u)$, which for definiteness was assumed to be defined on the interval $u \in[0,1]$. We are working under the following

Assumption 1. The function $u \mapsto g_{\gamma}(u)$ is strictly increasing and strictly convex on $[0,1]$, and $g_{\gamma} \in C^{2}[0,1]$. In particular, $g_{\gamma}^{\prime}(u) \geq 0$ and $g_{\gamma}^{\prime \prime}(u) \geq 0$ for all $u \in[0,1]$. Moreover, the curvature $\varkappa_{\gamma}$ of the curve $\gamma$, given by the formula

$$
\begin{equation*}
\varkappa_{\gamma}(u)=\frac{g_{\gamma}^{\prime \prime}(u)}{\left(1+g_{\gamma}^{\prime}(u)^{2}\right)^{3 / 2}}, \quad 0 \leq u \leq 1 \tag{21}
\end{equation*}
$$

is uniformly bounded away from zero,

$$
\begin{equation*}
\inf _{u \in[0,1]} \varkappa_{\gamma}(u)>0 . \tag{22}
\end{equation*}
$$

The meaning of the last condition is that the curve $\gamma$ is not "too flat". The graph $\gamma$ of the function $g_{\gamma}$ can be parameterized by the derivative $t=g_{\gamma}^{\prime}(u)$ via the equations $u=u_{\gamma}(t), v=g_{\gamma}\left(u_{\gamma}(t)\right)$, where $u_{\gamma}(t)$ is given by (15). Expression (21) for the curvature is then reduced to

$$
\begin{equation*}
\varkappa_{\gamma}(t)=\frac{g_{\gamma}^{\prime \prime}\left(u_{\gamma}(t)\right)}{\left(1+t^{2}\right)^{3 / 2}}, \quad \underline{t}_{\gamma} \leq t \leq \bar{t}_{\gamma} \tag{23}
\end{equation*}
$$

where $\underline{t}_{\gamma}=\inf _{0 \leq u \leq 1} g_{\gamma}^{\prime}(u), \bar{t}_{\gamma}=\sup _{0 \leq u \leq 1} g_{\gamma}^{\prime}(u)$ (see (7)).

## 3. Construction of the Measure $Q_{z}$

Consider the set $\mathcal{X} \subset \mathbb{Z}_{+}^{2}$ of all pairs of coprime non-negative integers:

$$
\begin{equation*}
\mathcal{X}:=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{Z}_{+}^{2}: \operatorname{gcd}\left(x_{1}, x_{2}\right)=1\right\}, \tag{24}
\end{equation*}
$$

where "gcd" stands for "greatest common divisor". In particular, pairs $(1,0)$ and $(0,1)$ are included in this set, but pair $(0,0)$ is not. Let $\Phi(\mathcal{X}):=\left(\mathbb{Z}_{+}\right)^{\mathcal{X}}$ be the space of functions $\mathcal{X} \ni x \mapsto \phi(x) \in \mathbb{Z}_{+}$, and consider the subspace of functions with finite support, $\Phi_{0}(\mathcal{X}):=$ $\{\phi \in \Phi(\mathcal{X}): \#(\operatorname{supp} \phi)<\infty\}$, where $\operatorname{supp} \phi:=\{x \in \mathcal{X}: \phi(x)>0\}$. It is easy to see that the space $\Phi_{0}(\mathcal{X})$ is in one-to-one correspondence with the space $\mathcal{L}=\bigcup_{n \in \mathbb{Z}_{+}^{2}} \mathcal{L}_{n}$ of all
(finite) convex lattice polygonal lines [3,5]. Indeed, each $x \in \mathcal{X}$ determines the direction of a potential edge, utilized only if $x \in \operatorname{supp} \phi$, in which case the value $\phi(x)>0$ specifies the scaling factor, altogether yielding a vector edge $x \phi(x)$; lastly, assembling all such edges into a lattice polygonal line is uniquely determined by fixation of the starting point (at the origin) and the convexity property. Degenerate configuration $\phi(\cdot) \equiv 0$ formally corresponds to the "trivial" polygonal line with coinciding endpoints. In what follows, we identify the spaces $\mathcal{L}$ and $\Phi_{0}(\mathcal{X})$.

Now, a probability measure $Q_{z}$ is introduced on the space $\Phi(\mathcal{X})$ as the distribution of an integer-valued random field $\{v(x), x \in \mathcal{X}\}$ with mutually independent components and geometric marginals:

$$
\begin{equation*}
Q_{z}\{v(x)=k\}=z(x)^{k}(1-z(x)), \quad k \in \mathbb{Z}_{+} . \tag{25}
\end{equation*}
$$

The subscript $z$ in the notation $Q_{z}$ refers to a parameter function $0 \leq z(x)<1(x \in \mathcal{X})$; its explicit form, adjusted to a given curve $\gamma \in \mathfrak{G}_{0}$, is specified in Section 4. So far, we only assume that

$$
\begin{equation*}
\prod_{x \in \mathcal{X}}(1-z(x))>0 \tag{26}
\end{equation*}
$$

By virtue of the one-to-one association $\mathcal{L} \ni \Gamma \leftrightarrow v_{\Gamma} \in \Phi_{0}(\mathcal{X})$, the $Q_{z}$-probability of each polygonal line $\Gamma \in \mathcal{L}$ is given by

$$
\begin{equation*}
Q_{z}(\Gamma)=\prod_{x \in \mathcal{X}} z(x)^{v_{\Gamma}(x)}(1-z(x))=\prod_{x \in \mathcal{X}} z(x)^{v_{\Gamma}(x)} \cdot \prod_{x \in \mathcal{X}}(1-z(x)) . \tag{27}
\end{equation*}
$$

The expression (27) is well defined; indeed, the first product on the right-hand side is finite because $\operatorname{supp}\left(v_{\Gamma}\right)<\infty$, whereas the second product is convergent due to condition (26).

The measure $Q_{z}$, formally defined as a product measure on the space $\Phi(\mathcal{X})$, is in fact concentrated on the subspace $\Phi_{0}(\mathcal{X})$ of configurations with finite support.

Lemma 1. Condition (26) is necessary and sufficient in order that $Q_{z}\left\{v \in \Phi_{0}(\mathcal{X})\right\}=1$.
Proof. According to (25), $Q_{z}\{v(x)>0\}=z(x)(x \in \mathcal{X})$. Hence,

$$
\begin{equation*}
\sum_{x \in \mathcal{X}} Q_{z}\{v(x)>0\}=\sum_{x \in \mathcal{X}} z(x)<\infty \tag{28}
\end{equation*}
$$

whenever the infinite product in (26) is convergent. Since the random variables $v(x)$ are mutually independent for different $x \in \mathcal{X}$, the Borel-Cantelli lemma ([20], §VIII.3) implies that condition (28) holds if and only if $Q_{z}\{\operatorname{supp} v<\infty\}=1$, and the lemma is proved.

As a result, with $Q_{z}$-probability 1 a realization of the random field $v(\cdot)$ determines a (random) convex polygonal line $\Gamma \in \mathcal{L}$. Denote by $\xi_{\Gamma}$ the right endpoint of $\Gamma$,

$$
\begin{equation*}
\xi_{\Gamma}=\sum_{x \in \mathcal{X}} x v_{\Gamma}(x), \quad \Gamma \leftrightarrow v_{\Gamma} \tag{29}
\end{equation*}
$$

The measure $Q_{z}$ induces a conditional distribution $P_{n}$ on $\mathcal{L}_{n}=\left\{\Gamma \in \mathcal{L}: \xi_{\Gamma}=n\right\}$,

$$
\begin{equation*}
P_{n}(\Gamma)=Q_{z}\left\{\Gamma \mid \xi_{\Gamma}=n\right\}=\frac{Q_{z}(\Gamma)}{Q_{z}\left\{\tilde{\xi}_{\Gamma}=n\right\}}, \quad \Gamma \in \mathcal{L}_{n} \tag{30}
\end{equation*}
$$

Substituting formula (27), the measure (30) is expressed in a more intrinsic form as a product of certain weights across the polygonal edges $e_{i} \in \Gamma$ (cf. (4)),

$$
\begin{equation*}
P_{n}(\Gamma)=\frac{\prod_{x \in \mathcal{X}} z(x)^{v_{\Gamma}(x)}}{\sum_{\phi \in \Phi_{0}(\mathcal{X})} \prod_{x \in \mathcal{X}} z(x)^{\phi(x)}}=\mathcal{Z}_{n}^{-1} \prod_{e_{i} \in \Gamma} w\left(e_{i}\right), \quad \Gamma \in \mathcal{L}_{n} \tag{31}
\end{equation*}
$$

where the multiplicative weight $w(e)$ for an edge $e=x v(x)$ is given by

$$
w(e):=z(x)^{v(x)},
$$

and $\mathcal{Z}_{n}$ is the normalization factor,

$$
\mathcal{Z}_{n}=\sum_{\Gamma \in \mathcal{L}_{n}} \prod_{e_{i} \in \Gamma} w\left(e_{i}\right) .
$$

Remark 7. The product formula (31) explains and justifies the term "multiplicative" used throughout the paper, including its title and main Theorem 1.

## 4. Calibration of the Parameter Function $z(x)$

In the above construction, the measure $Q_{z}$ depends on the parameters $\{z(x), x \in \mathcal{X}\}$. So far, the function $x \mapsto z(x)$ was only assumed to guarantee convergence of the infinite product (26). Let us now adjust it to a given curve $\gamma \in \mathfrak{G}_{0}$ and to the terminal condition $\xi_{\Gamma}=n$ that specifies the subspace $\mathcal{L}_{n}$.

Let $\Gamma(t)$ denote the part of the polygonal line $\Gamma \in \mathcal{L}$ in which the slope of edges does not exceed $t \in[0, \infty]$. Recalling the association $\Gamma \leftrightarrow \nu_{\Gamma}$ described in Section 3, the polygonal line $\Gamma(t)$ is determined by the truncated configuration $v_{\Gamma}(x) \mathbf{1}_{\mathcal{X}(t)}(x)$, where $\mathcal{X}(t):=\left\{x \in \mathcal{X}: x_{2} / x_{1} \leq t\right\}$. Denote by $\xi_{\Gamma}(t)$ the right endpoint of $\Gamma(t)$ (cf. (29)),

$$
\begin{equation*}
\xi_{\Gamma}(t)=\sum_{x \in \mathcal{X}(t)} x v_{\Gamma}(x) \tag{32}
\end{equation*}
$$

and by $\ell_{\Gamma}(t)$ its length,

$$
\begin{equation*}
\ell_{\Gamma}(t)=\sum_{x \in \mathcal{X}(t)}|x| v_{\Gamma}(x) \tag{33}
\end{equation*}
$$

Let us impose the following calibration condition:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n_{1}^{-1} E_{z}\left[\ell_{\Gamma}(t)\right]=\ell_{\gamma}(t), \quad 0 \leq t \leq \infty \tag{34}
\end{equation*}
$$

where $E_{z}$ stands for the expectation with respect to the measure $Q_{z}$ and $\ell_{\gamma}(t)$ is the corresponding length function associated with a given curve $\gamma$ (see (10)). We seek the function $z(x)$ in the form

$$
\begin{equation*}
z(x)=\mathrm{e}^{-\alpha\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle}, \quad x \in \mathcal{X}, \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha \equiv \alpha_{n}:=n_{1}^{-1 / 3} \rightarrow 0 \tag{36}
\end{equation*}
$$

and $\delta(t)=\left(\delta_{1}(t), \delta_{2}(t)\right)$ is a function on $[0, \infty]$ such that

$$
\begin{equation*}
\inf _{0 \leq t \leq \infty} \min \left\{\delta_{1}(t), \delta_{2}(t)\right\}>0 \tag{37}
\end{equation*}
$$

According to the geometric distribution (25), we have (see [20], §XI.2, p. 269)

$$
\begin{equation*}
E_{z}[v(x)]=\frac{z(x)}{1-z(x)}=\sum_{k=1}^{\infty} z(x)^{k} . \tag{38}
\end{equation*}
$$

Then, from (33), (38) and (35) we obtain

$$
\begin{equation*}
\left.E_{z}\left[\ell_{\Gamma}(t)\right]=\sum_{x \in \mathcal{X}(t)}|x| \sum_{k=1}^{\infty} z(x)^{k}=\sum_{k=1}^{\infty} \sum_{x \in \mathcal{X}(t)}|x| \mathrm{e}^{-\alpha k\left\langle x, \delta\left(x_{2} / x_{1}\right)\right.}\right\rangle \tag{39}
\end{equation*}
$$

To deal with sums over the sets $\mathcal{X}(t) \subset \mathcal{X}$, the following lemma is instrumental. Recall that the Möbius function $\mu(m)(m \in \mathbb{N})$ is defined as follows: $\mu(1):=1, \mu(m):=(-1)^{d}$ if $m$ is a product of $d$ different prime numbers, and $\mu(m):=0$ otherwise (see [21], §16.3, p. 234); in particular, $|\mu(m)| \leq 1$ for all $m \in \mathbb{N}$.

Lemma 2. Let $f: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}$ be a function such that $f(0,0)=0$ and

$$
\begin{equation*}
\sum_{k=1}^{\infty} \sum_{x \in \mathbb{Z}_{+}^{2}}|f(h k x)|<\infty, \quad h>0 \tag{40}
\end{equation*}
$$

For $h>0$, consider the functions

$$
\begin{equation*}
F(h):=\sum_{k=1}^{\infty} \sum_{x \in \mathcal{X}} f(h k x), \quad F^{\sharp}(h):=\sum_{x \in \mathcal{X}} f(h x) . \tag{41}
\end{equation*}
$$

Then the following identities hold for all $h>0$

$$
\begin{equation*}
F(h)=\sum_{x \in \mathbb{Z}_{+}^{2}} f(h x), \quad F^{\sharp}(h)=\sum_{m=1}^{\infty} \mu(m) F(h m) . \tag{42}
\end{equation*}
$$

Proof. Recalling the definition (24) of the set $\mathcal{X}$, observe that $\mathbb{Z}_{+}^{2}=\bigsqcup_{k=0}^{\infty} k \mathcal{X}$; hence, the definition of $F(\cdot)$ in (41) is reduced to the first formula in (42). Furthermore, from (41) we have $F(h)=\sum_{k=1}^{\infty} F^{\sharp}(h k)$, and the representation for $F^{\sharp}(\cdot)$ in (42) follows by the Möbius inversion formula (see [21], Theorem 270, p. 237), provided that $\sum_{k, m}\left|F^{\sharp}(h k m)\right|<\infty$. To verify the last condition, using (41) we obtain

$$
\sum_{k, m=1}^{\infty}\left|F^{\sharp}(k m h)\right| \leq \sum_{k, m=1}^{\infty} \sum_{x \in \mathcal{X}}|f(h k m x)|=\sum_{k=1}^{\infty} \sum_{x \in \mathbb{Z}_{+}^{2}}|f(h k x)|<\infty,
$$

according to (40). This completes the proof of the lemma.
Introduce the notation

$$
\begin{equation*}
\kappa:=\left(\frac{2 \zeta(3)}{\zeta(2)}\right)^{1 / 3} \tag{43}
\end{equation*}
$$

where $\zeta(s)=\sum_{k=1}^{\infty} k^{-s}$ is the Riemann zeta function.
Theorem 2. Suppose that the functions $\delta_{1}(t), \delta_{2}(t)$ satisfy the condition (37). Then, in order for equation (34) to be fulfilled for all $t \in[0, \infty]$, it is necessary and sufficient that

$$
\begin{array}{ll}
\delta_{j}(t) \equiv+\infty \quad(j=1,2), & t<\underline{t}_{\gamma}, t>\bar{t}_{\gamma}, \\
\delta_{1}(t)+t \delta_{2}(t)=\kappa g_{\gamma}^{\prime \prime}\left(u_{\gamma}(t)\right)^{1 / 3}, & \underline{t}_{\gamma} \leq t \leq \bar{t}_{\gamma}, \tag{45}
\end{array}
$$

where the map $t \mapsto u_{\gamma}(t)$ is given by (15).
Proof. Let us set

$$
\begin{equation*}
f(x):=|x| \mathrm{e}^{-\alpha\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle} \mathbf{1}_{\mathcal{X}(t)}(x), \quad x \in \mathbb{R}_{+}^{2} \tag{46}
\end{equation*}
$$

for simplicity, suppressing in the notation the dependence on $t$. Following the notation (41) of Lemma 2, the representation (39) is rewritten as

$$
\begin{equation*}
E_{z}\left[\ell_{\Gamma}(t)\right]=\sum_{k=1}^{\infty} k^{-1} F^{\sharp}(k) . \tag{47}
\end{equation*}
$$

Let $\delta_{*}>0$ be a constant such that $\inf _{0 \leq t \leq \infty} \min \left\{\delta_{1}(t), \delta_{2}(t)\right\} \geq \delta_{*}$ (see (37)). From (42) and (46) we have

$$
\begin{align*}
F(h) & =\sum_{x_{1}=0}^{\infty} \sum_{x_{2}=0}^{\left\lfloor t x_{1}\right\rfloor} h|x| \mathrm{e}^{-\alpha h\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle}  \tag{48}\\
& \leq h \sum_{x_{1}, x_{2}=0}^{\infty}\left(x_{1}+x_{2}\right) \mathrm{e}^{-\alpha h\left(x_{1}+x_{2}\right) \delta_{*}} \\
& =\frac{2 h \mathrm{e}^{-\alpha h \delta_{*}}}{\left(1-\mathrm{e}^{-\alpha h \delta_{*}}\right)^{3}}=O(1) \alpha^{-3} h^{-2} . \tag{49}
\end{align*}
$$

In particular, this gives $F(h k)=O\left(k^{-2}\right)$, uniformly in $k \in \mathbb{N}$, and it follows that condition (40) of Lemma 2 is satisfied. Hence, using (42) and (48), and recalling that $n_{1}^{-1}=\alpha^{3}$, from (47) with $h=k$ we obtain

$$
\begin{align*}
n_{1}^{-1} E_{z}\left[\ell_{\Gamma}(t)\right] & =\alpha^{3} \sum_{k, m=1}^{\infty} m \mu(m) F(k m) \\
& =\sum_{k, m=1}^{\infty} m \mu(m) \sum_{x_{1}=1}^{\infty} \sum_{x_{2}=0}^{\left\lfloor t x_{1}\right\rfloor} \alpha^{3}|x| \mathrm{e}^{-k m \alpha\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle} . \tag{50}
\end{align*}
$$

Taking into account the estimate (49), we see that the general term in the double sum over $k, m$ in (50) admits a uniform bound of the form $O(1) k^{-3} m^{-2}$, which is a term of a convergent series. Therefore, we can apply Lebesgue's dominated convergence theorem to pass to the limit in (50) termwise as $\alpha \rightarrow 0$. In order to find this limit, note that the internal double series over $x_{1}, x_{2}$ in (50) is a Riemann sum for the double integral

$$
\begin{equation*}
\iint_{0 \leq x_{2} \leq t x_{1}} \sqrt{x_{1}^{2}+x_{2}^{2}} \mathrm{e}^{-k m\left(x_{1} \delta_{1}\left(x_{2} / x_{1}\right)+x_{2} \delta_{2}\left(x_{2} / x_{1}\right)\right)} \mathrm{d} x_{1} \mathrm{~d} x_{2} . \tag{51}
\end{equation*}
$$

Moreover, this sum converges to Integral (51) as $\alpha \rightarrow 0$, since the integrand function in (51) is directly Riemann integrable, as follows from an estimation similar to (49).

By the change of variables $x_{1}=u, x_{2}=u s$ (with the Jacobian $\mathcal{J}(u, s)=u$ ) the integral (51) is reduced to

$$
\begin{equation*}
\int_{0}^{t} \sqrt{1+s^{2}}\left(\int_{0}^{\infty} u^{2} \mathrm{e}^{-k m u\left(\delta_{1}(s)+s \delta_{2}(s)\right)} \mathrm{d} u\right) \mathrm{d} s=\frac{2}{(k m)^{3}} \int_{0}^{t} \frac{\sqrt{1+s^{2}}}{\left(\delta_{1}(s)+s \delta_{2}(s)\right)^{3}} \mathrm{~d} s \tag{52}
\end{equation*}
$$

Substituting this into (50), observe, recalling the notation (43), that

$$
\begin{equation*}
2 \sum_{k=1}^{\infty} \frac{1}{k^{3}} \sum_{m=1}^{\infty} \frac{\mu(m)}{m^{2}}=\frac{2 \zeta(3)}{\zeta(2)}=\kappa^{3}, \tag{53}
\end{equation*}
$$

where the identity $\sum_{m=1}^{\infty} m^{-2} \mu(m)=\zeta(2)^{-1}$ readily follows by the Möbius inversion formula (42) with $F^{\sharp}(h)=h^{-2}, F(h)=\sum_{m=1}^{\infty}(h m)^{-2}=h^{-2} \zeta(2)$ (cf. [21], §17.5, Theorem 287, p. 250). Hence, combining (50), (52) and (53) with the calibrating condition (34), we arrive at the equation

$$
\begin{equation*}
\kappa^{3} \int_{0}^{t} \frac{\sqrt{1+s^{2}}}{\left(\delta_{1}(s)+s \delta_{2}(s)\right)^{3}} \mathrm{~d} s=\ell_{\gamma}(t), \quad 0 \leq t \leq \infty . \tag{54}
\end{equation*}
$$

According to definitions (8) and (10), we have $\ell_{\gamma}(t) \equiv 0$ for $t \in\left[0, \underline{t}_{\gamma}\right)$ and $\ell_{\gamma}(t) \equiv \ell_{\gamma}(\infty)$ for $t \in\left(\bar{t}_{\gamma}, \infty\right]$, while for $t \in\left[\underline{t}_{\gamma}, \bar{t}_{\gamma}\right]$ the derivative $\mathrm{d} \ell_{\gamma} / \mathrm{d} t$ is determined by formula (16), where $\mathrm{d} u_{\gamma} / \mathrm{d} t=1 / g_{\gamma}^{\prime \prime}\left(u_{\gamma}(t)\right)$, due to (15) and the differentiation rule for the inverse function. Hence, differentiating the identity (54) with respect to $t$, we obtain (44) and (45).

Let us now check that the equation (45) has a suitable solution.
Proposition 3. For $t \in\left[\underline{t}_{\gamma}, \bar{t}_{\gamma}\right]$, set

$$
\begin{equation*}
\delta_{1}(t)=\kappa \varkappa_{\gamma}(t)^{1 / 3} \frac{c_{\gamma} \sqrt{1+t^{2}}}{c_{\gamma}+t}, \quad \delta_{2}(t)=\frac{\delta_{1}(t)}{c_{\gamma}} \tag{55}
\end{equation*}
$$

where $c_{\gamma}=g_{\gamma}(1)$, and the curvature $\varkappa_{\gamma}(t)$ is given by (23). Then the functions $\delta_{1}(t)$ and $\delta_{2}(t)$ satisfy equation (45) and a lower bound (37).

Proof. It is straightforward to verify that equation (45) is satisfied. The lower bound (37) follows from the assumption (22).

Remark 8. In the "classical" case, where the curve $\gamma=\gamma^{*}$ is determined by equation (3), it is easy to check that the corresponding curvature (see (21)) is given by

$$
\varkappa_{\gamma^{*}}(t)=\frac{c(1+t / c)^{3}}{2\left(1+t^{2}\right)^{3 / 2}}, \quad 0 \leq t \leq \infty .
$$

Hence, expressions (55) are reduced to the constants $\delta_{1}=\kappa(c / 2)^{1 / 3}, \delta_{2}=\delta_{1} / c$ (cf. [5]).
Assumption 2. Throughout the rest of the paper, we assume that the parameters $z(x)(x \in$ $\mathcal{X})$ are chosen according to formulas (35) with the functions $\delta_{1}(t), \delta_{2}(t)$ given by (44), (55). In particular, the measure $Q_{z}$ becomes dependent on the target curve $\gamma \in \mathfrak{G}_{0}, Q_{z}$-probabilities, and the corresponding expected values. To emphasize this dependence, we explicitly include $\gamma$ in the notation by writing $Q_{z}^{\gamma}$ and $E_{z}^{\gamma}$.

## 5. Asymptotics of the Expectation

In this section, we derive a few corollaries from the above choice of $z(x)$, assuming throughout that Assumptions 1 and 2 are satisfied.

Theorem 3. The convergence in (34) is uniform in $t \in[0, \infty]$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{0 \leq t \leq \infty}\left|n_{1}^{-1} E_{z}^{\gamma}\left[\ell_{\Gamma}(t)\right]-\ell_{\gamma}(t)\right|=0 . \tag{56}
\end{equation*}
$$

We use the following simple criterion for uniform convergence of monotone functions (see [22], Sec. 0.1, and [5], Lemma 4.3).

Lemma 3. Let a sequence of monotone functions on a finite interval $[a, b]$ converge pointwise to a continuous (monotone) function. Then, this convergence is uniform on $[a, b]$.

Proof of Theorem 3. For each $n=\left(n_{1}, n_{2}\right)$, the function

$$
t \mapsto f_{n}(t):=n_{1}^{-1} E_{Z}^{\gamma}\left[\ell_{\Gamma}(t)\right]=\frac{1}{n_{1}} \sum_{x \in \mathcal{X}(t)}|x| E_{Z}^{\gamma}[v(x)]
$$

is nondecreasing in $t$, and the limiting function $f(t):=\ell_{\gamma}(t)$ given by (10) is continuous on $[0, \infty]$. Hence, by Lemma 3 the convergence in (56) is uniform in $t$ on every finite interval $\left[0, t^{*}\right]$. To complete the proof, it suffices to check that for any $\varepsilon>0$ and for large enough $n$, there exists $t^{*}<\infty$ such that for all $t \geq t^{*}$

$$
\begin{equation*}
n_{1}^{-1} E_{z}^{\gamma}\left[\ell_{\Gamma}(\infty)-\ell_{\Gamma}(t)\right] \leq \varepsilon . \tag{57}
\end{equation*}
$$

Using (39), similarly to (49), we can write

$$
\begin{align*}
E_{z}^{\gamma}\left[\ell_{\Gamma}(\infty)-\ell_{\Gamma}(t)\right] & =\sum_{k=1}^{\infty} \sum_{x \in \mathcal{X} \backslash \mathcal{X}(t)}|x| \mathrm{e}^{\left.-\alpha k\left\langle x, \delta\left(x_{2} / x_{1}\right)\right)\right\rangle} \\
& \leq \sum_{k=1}^{\infty} \sum_{x_{1}=1}^{\infty} \sum_{x_{2}>t x_{1}}\left(x_{1}+x_{2}\right) \mathrm{e}^{-\alpha k\left(x_{1}+x_{2}\right) \delta_{*}} . \tag{58}
\end{align*}
$$

Note that the number of integer pairs $\left(x_{1}, x_{2}\right)$ (with $x_{1} \geq 1, x_{2} \geq 0$ ) satisfying the conditions $x_{1}+x_{2}=y$ and $x_{2}>t x_{1}$ does not exceed $y /(t+1)$. Hence, again using the estimate (49), we see that the right-hand side of (58) is bounded by

$$
\sum_{k=1}^{\infty} \sum_{y=1}^{\infty} \frac{y^{2}}{t+1} \mathrm{e}^{-\alpha k \delta_{*} y}=\frac{1}{t+1} \sum_{k=1}^{\infty} \frac{O(1)}{(\alpha k)^{3}}=\frac{O(1)}{\alpha^{3}(t+1)}
$$

Finally, since $\alpha^{3}=n_{1}^{-1}$, this implies the estimate (57) for all $t$ large enough.
Recall that $\xi_{\Gamma}(t)=\left(\xi_{1}(t), \xi_{2}(t)\right)$ denotes the right endpoint of $\Gamma(t)$ (see (32)).
Theorem 4. Uniformly in $t \in[0, \infty]$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n_{1}^{-1} E_{z}^{\gamma}\left[\xi_{1}(t)\right]=u_{\gamma}(t), \quad \lim _{n \rightarrow \infty} n_{1}^{-1} E_{z}^{\gamma}\left[\xi_{2}(t)\right]=g_{\gamma}\left(u_{\gamma}(t)\right) \tag{59}
\end{equation*}
$$

In particular, for $t=\infty$ this yields

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n_{1}^{-1} E_{z}^{\gamma}\left(\xi_{1}\right)=1, \quad \lim _{n \rightarrow \infty} n_{1}^{-1} E_{z}^{\gamma}\left(\xi_{2}\right)=c_{\gamma} \tag{60}
\end{equation*}
$$

Proof. Similarly to the representation (50), one can show that

$$
\begin{equation*}
n_{1}^{-1} E_{z}^{\gamma}\left[\xi_{1}(t)\right]=\sum_{k, m=1}^{\infty} m \mu(m) \sum_{x_{1}=1}^{\infty} \sum_{x_{2}=0}^{\left\lfloor t x_{1}\right\rfloor} \alpha^{3} x_{1} \mathrm{e}^{-k m \alpha\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle} . \tag{61}
\end{equation*}
$$

Assuming that $\underline{t}_{\gamma} \leq t \leq \bar{t}_{\gamma}$ and passing to the limit similarly as in the proof of Theorem 2, we obtain that, using (45) and performinfg the substitution $x_{2}=s x_{1}$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} n_{1}^{-1} E_{z}^{\gamma}\left[\xi_{1}(t)\right] & =\sum_{k, m=1}^{\infty} m \mu(m) \iint_{0 \leq x_{2} \leq t x_{1}} x_{1} \mathrm{e}^{-k m\left\langle x, \delta\left(x_{2} / x_{1}\right)\right.} \mathrm{d} x_{1} \mathrm{~d} x_{2} \\
& =\sum_{k, m=1}^{\infty} m \mu(m) \frac{2}{(k m)^{3}} \int_{\underline{t}_{\gamma}}^{t} \frac{\mathrm{~d} s}{\left(\delta_{1}(s)+s \delta_{2}(s)\right)^{3}} \\
& =2 \sum_{k=1}^{\infty} \frac{1}{k^{3}} \sum_{m=1}^{\infty} \frac{\mu(m)}{m^{2}} \int_{\underline{t}_{\gamma}}^{t} \frac{\mathrm{~d} s}{\kappa^{3} g_{\gamma}^{\prime \prime}\left(u_{\gamma}(s)\right)} \\
& =\frac{2 \zeta(3)}{\zeta(2) \kappa^{3}} \int_{0}^{u_{\gamma}(t)} \frac{\mathrm{d} g_{\gamma}^{\prime}(u)}{g_{\gamma}^{\prime \prime}(u)}=u_{\gamma}(t) . \tag{62}
\end{align*}
$$

Similarly,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} n_{2}^{-1} E_{z}^{\gamma}\left[\xi_{2}(t)\right] & =\sum_{k, m=1}^{\infty} m \mu(m) \iint_{0 \leq x_{2} \leq t x_{1}} x_{2} \mathrm{e}^{-k m\left\langle x, \delta\left(x_{2} / x_{1}\right)\right.} \mathrm{d} x_{1} \mathrm{~d} x_{2} \\
& =\sum_{k, m=1}^{\infty} m \mu(m) \frac{2}{(k m)^{3}} \int_{\underline{t}_{\gamma}}^{t} \frac{s \mathrm{~d} s}{\left(\delta_{1}(s)+s \delta_{2}(s)\right)^{3}} \\
& =\frac{2 \zeta(3)}{\zeta(2)} \int_{\underline{t}_{\gamma}}^{t} \frac{s \mathrm{~d} s}{\kappa^{3} g_{\gamma}^{\prime \prime}\left(u_{\gamma}(s)\right)} \\
& =\int_{0}^{u_{\gamma}(t)} \frac{g_{\gamma}^{\prime}(u) \mathrm{d}_{\gamma}^{\prime}(u)}{g_{\gamma}^{\prime \prime}(u)}=g_{\gamma}\left(u_{\gamma}(t)\right) .
\end{aligned}
$$

Finally, the uniform convergence in (59) can be proved similarly as in Theorem 3.
For the future applications, we need to estimate the rate of convergence in (60) with sufficient accuracy. To this end, we require some more smoothness of function $g_{\gamma}$.

Assumption 3. In addition to Assumptions 1 and 2 , we now suppose that $g_{\gamma} \in C^{3}[0,1]$.
Theorem 5. Under Assumption 3, $E_{z}^{\gamma}\left(\xi_{j}\right)-n_{j}=O\left(n_{1}^{2 / 3}\right)$ as $n \rightarrow \infty(j=1,2)$.
Proof. Consider $\xi_{1}$ (the case $\xi_{2}$ is handled similarly). From (61) with $t=\infty$ we have

$$
E_{z}^{\gamma}\left(\xi_{1}\right)=\sum_{k, m=1}^{\infty} \frac{\mu(m)}{k \alpha} F_{1}(k m \alpha),
$$

where

$$
\begin{equation*}
F_{1}(h):=\sum_{x_{1}=1}^{\infty} \sum_{x_{2}=0}^{\infty} f_{1}\left(h x_{1}, h x_{2}\right), \quad f_{1}\left(x_{1}, x_{2}\right):=x_{1} \mathrm{e}^{-\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle} \tag{63}
\end{equation*}
$$

Repeating the calculations as in (62), we note that

$$
\iint_{\mathbb{R}_{+}^{2}} f_{1}\left(h x_{1}, h x_{2}\right) \mathrm{d} x_{1} \mathrm{~d} x_{2}=\frac{2}{h^{2} \kappa^{3}},
$$

so that

$$
\left.\sum_{k, m=1}^{\infty} \frac{\mu(m)}{\alpha k}\left(\iint_{\mathbb{R}_{+}^{2}} f_{1}\left(h x_{1}, h x_{2}\right) \mathrm{d} x_{1} \mathrm{~d} x_{2}\right)\right|_{h=\alpha k m}=\frac{2}{\alpha^{3} \kappa^{3}} \sum_{k, m=1}^{\infty} \frac{\mu(m)}{k^{3} m^{2}}=\frac{1}{\alpha^{3}}=n_{1} .
$$

Hence, we obtain the representation

$$
\begin{equation*}
E_{z}^{\gamma}\left[\xi_{1}\right]-n_{1}=\sum_{k, m=1}^{\infty} \frac{\mu(m)}{\alpha k} \Delta_{1}(\alpha k m), \tag{64}
\end{equation*}
$$

where

$$
\Delta_{1}(h):=F_{1}(h)-\iint_{\mathbb{R}_{+}^{2}} f_{1}\left(h x_{1}, h x_{2}\right) \mathrm{d} x_{1} \mathrm{~d} x_{2} .
$$

Using that $\delta_{j}(t) \geq \delta_{*}>0$ (cf. the proof of (50)), we have

$$
F_{1}(h) \leq \sum_{x_{1}=1}^{\infty} \sum_{x_{2}=0}^{\infty} h x_{1} \mathrm{e}^{-h\left(x_{1}+x_{2}\right) \delta_{*}}=\frac{h \mathrm{e}^{-h \delta_{*}}}{\left(1-\mathrm{e}^{-h \delta_{*}}\right)^{3}}
$$

Hence, $F_{1}(h)=O\left(h^{-2}\right)$ as $h \rightarrow 0$ and $F_{1}(h)=O\left(h^{-\beta}\right)$ for any $\beta>0$ as $h \rightarrow+\infty$. Therefore, the function $F_{1}(h)$ is well-defined for all $h>0$ and its Mellin transform ([23], Ch. VI, §9).

$$
\begin{equation*}
M_{1}(s):=\int_{0}^{\infty} h^{s-1} F_{1}(h) \mathrm{d} h \tag{65}
\end{equation*}
$$

is a regular function for $\Re s>2$. From a two-dimensional version of the Müntz formula (see [5], Lemma 5.1), it follows that $M_{1}(s)$ is meromorphic in the half-plane $\Re s>1$ and has a single (simple) pole at point $s=2$. Moreover, for all $1<\Re s<2$

$$
M_{1}(s)=\int_{0}^{\infty} h^{s-1} \Delta_{1}(h) \mathrm{d} h .
$$

The inversion formula for the Mellin transform ([23], Theorem 9a, pp. 246-247) yields.

$$
\begin{equation*}
\Delta_{1}(h)=\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} h^{-s} M_{1}(s) \mathrm{d} s, \quad 1<c<2 \tag{66}
\end{equation*}
$$

In order to make use of formula (66), we need to find explicitly the analytic continuation of the function (65) to the strip $1<\Re s<2$. Let us use the Euler-Maclaurin summation formula (see, e.g., [24], §12.2)

$$
\sum_{x=0}^{\infty} f(x)=\int_{0}^{\infty} f(x) \mathrm{d} x+\frac{1}{2} f(0)+\int_{0}^{\infty} B_{1}(x) f^{\prime}(x) \mathrm{d} x
$$

where $B_{1}(x):=x-\lfloor x\rfloor-\frac{1}{2}$. Applying this formula to the sum over $x_{2}$ in (63), we obtain

$$
\begin{align*}
F_{1}(h) & =\sum_{x_{1}=1}^{\infty} h x_{1} \int_{0}^{\infty} \mathrm{e}^{-h\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle} \mathrm{d} x_{2}+\frac{1}{2} \sum_{x_{1}=1}^{\infty} h x_{1} \mathrm{e}^{-h x_{1} \delta_{1}(0)}+O(1) \frac{\mathrm{e}^{-h \delta_{*}}}{h} \\
& =h \sum_{x_{1}=1}^{\infty} x_{1}^{2} \int_{0}^{\infty} \mathrm{e}^{-h x_{1} \psi(t)} \mathrm{d} t+O(1) \frac{\mathrm{e}^{-h \delta_{*}}}{h} \tag{67}
\end{align*}
$$

where (see (45))

$$
\begin{equation*}
\psi(t):=\delta_{1}(t)+t \delta_{2}(t) \equiv \kappa g_{\gamma}^{\prime \prime}\left(u_{\gamma}(t)\right)^{1 / 3} \tag{68}
\end{equation*}
$$

Keeping track of only the main term in (67), and writing dots for functions that are regular for $\Re s>1$, the Mellin transform of $F_{1}(h)$ can be represented as follows:

$$
\begin{align*}
M_{1}(s) & =\int_{0}^{\infty} h^{s}\left(\sum_{x_{1}=1}^{\infty} x_{1}^{2} \int_{0}^{\infty} \mathrm{e}^{-h x_{1} \psi(t)} \mathrm{d} t\right) \mathrm{d} h+\cdots \\
& =\sum_{x_{1}=1}^{\infty} x_{1}^{2} \int_{0}^{\infty}\left(\int_{0}^{\infty} h^{s} \mathrm{e}^{-h x_{1} \psi(t)} \mathrm{d} h\right) \mathrm{d} t+\cdots \\
& =\sum_{x_{1}=1}^{\infty} \frac{1}{x_{1}^{s-1}} \int_{0}^{\infty} \frac{\Gamma(s+1)}{\psi(t)^{s+1}} \mathrm{~d} t+\cdots \\
& =\zeta(s-1) \Gamma(s+1) \Psi(s)+\cdots \tag{69}
\end{align*}
$$

where

$$
\Psi(s):=\int_{0}^{\infty} \frac{1}{\psi(t)^{s+1}} \mathrm{~d} t
$$

Recalling formula (21), the function (68) may be rewritten in the form:

$$
\psi(t)=\kappa \varkappa_{\gamma}(t)^{1 / 3} \sqrt{1+t^{2}}, \quad \underline{t}_{\gamma} \leq t \leq \bar{t}_{\gamma}
$$

and Assumption 1 implies that the function $\Psi(s)$ is regular if $\Re s>0$. Furthermore, it is well known that the gamma function $\Gamma(s)$ is analytic for $\Re s>0$ ([25], §4.41, p.148),
whereas the zeta function $\zeta(s)$ has a single pole at point $s=1$ ([25], §4.43, p.152). It follows that the right-hand side of (69) is regular in the strip $1<\Re s<2$ and hence provides the required analytic continuation of the function $M_{1}(s)$ originally defined by (65).

Setting $h=\alpha k m$ and returning to formulas (64) and (66), we get for $1<c<2$

$$
\begin{align*}
E_{Z}^{\gamma}\left(\xi_{1}\right)-n_{1} & =\sum_{k, m=1}^{\infty} \frac{\mu(m)}{\alpha k} \frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} \frac{M_{1}(s)}{(k m \alpha)^{s}} \mathrm{~d} s \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} \frac{M_{1}(s) \zeta(s+1)}{\alpha^{s+1} \zeta(s)} \mathrm{d} s . \tag{70}
\end{align*}
$$

Using that $\zeta(s) \neq 0$ for $\Re s \geq 1$, we can transform the contour of integration $\Re s=c$ in (70) into the union of a small semi-circle $s=1+r \mathrm{e}^{\mathrm{i} t}(-\pi / 2 \leq t \leq \pi / 2)$ and two vertical lines, $s=1 \pm$ it $(t \geq r)$. Furthermore, studying the resolution (69), one can show that $M_{1}(1 \pm \mathrm{i} t)=O\left(|t|^{-2}\right)$ as $t \rightarrow \infty$. As a result, the right-hand side of (70) is bounded by $O\left(\alpha^{-2}\right)=O\left(n_{1}^{2 / 3}\right)$. Thus, the proof of the theorem for $\xi_{1}$ is complete.

## 6. Asymptotics of Higher-Order Moments

### 6.1. Second-Order Moments

According to the geometric distribution (25), we have (see [20], §XI.2, p. 269)

$$
\begin{equation*}
\operatorname{Var}_{z}[v(x)]=\frac{z(x)}{(1-z(x))^{2}}=\sum_{k=1}^{\infty} k z(x)^{k} \tag{71}
\end{equation*}
$$

Denote $a_{z}:=E_{z}\left(\xi_{\Gamma}\right)$, where $\xi_{\Gamma} \equiv\left(\xi_{1}, \xi_{2}\right)=\sum_{x \in \mathcal{X}} x v(x)$ (see (29)). Let $K_{z}:=\operatorname{Cov}_{z}\left(\xi_{\Gamma}, \xi_{\Gamma}\right)$ $=E_{z}\left(\xi_{\Gamma}-a_{z}\right)^{\top}\left(\xi_{\Gamma}-a_{z}\right)$ be the covariance matrix (with respect to the measure $Q_{z}$ ) of the random vector $\xi_{\Gamma}$. Since $\{v(x)\}$ are mutually independent, we see using (71) that the elements $K_{z}(i, j)=\operatorname{Cov}_{z}\left(\xi_{i}, \xi_{j}\right)$ of the matrix $K_{z}$ are given by

$$
\begin{equation*}
K_{z}(i, j)=\sum_{x \in \mathcal{X}} x_{i} x_{j} \operatorname{Var}_{z}[v(x)]=\sum_{x \in \mathcal{X}} x_{i} x_{j} \sum_{k=1}^{\infty} k z(x)^{k}, \quad i, j \in\{1,2\} \tag{72}
\end{equation*}
$$

Theorem 6. Under Assumptions 1 and 2,

$$
K_{z}=3 \kappa^{-1} n_{1}^{4 / 3}(1+o(1)) B
$$

where the elements of the matrix $B=\left(B_{i j}\right)$ are given by

$$
\begin{equation*}
B_{11}=\int_{0}^{1} \frac{\mathrm{~d} u}{g_{\gamma}^{\prime \prime}(u)^{1 / 3}}, \quad B_{12}=B_{21}=\int_{0}^{1} \frac{g_{\gamma}^{\prime}(u) \mathrm{d} u}{g_{\gamma}^{\prime \prime}(u)^{1 / 3}}, \quad B_{22}=\int_{0}^{1} \frac{g_{\gamma}^{\prime}(u)^{2} \mathrm{~d} u}{g_{\gamma}^{\prime \prime}(u)^{1 / 3}} . \tag{73}
\end{equation*}
$$

Proof. Let us consider $K_{z}(1,1)$ (the other elements of $K_{z}$ are analyzed in a similar manner). Substituting (35) into (72), by the Möbius inversion formula (cf. (61)), we obtain

$$
\begin{align*}
K_{z}(1,1) & =\sum_{k=1}^{\infty} \sum_{x \in \mathcal{X}} k x_{1}^{2} \mathrm{e}^{-k \alpha\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle} \\
& =\sum_{k, m=1}^{\infty} k m^{2} \mu(m) \sum_{x_{1}=1}^{\infty} \sum_{x_{2}=0}^{\infty} x_{1}^{2} \mathrm{e}^{-k m \alpha\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle} . \tag{74}
\end{align*}
$$

Arguing as in the proof of Theorems 2 and 4, we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \alpha^{4} \sum_{x_{1}=1}^{\infty} \sum_{x_{2}=0}^{\infty} x_{1}^{2} \mathrm{e}^{-k m \alpha\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle} & =\iint_{\mathbb{R}_{+}^{2}} x_{2}^{2} \mathrm{e}^{-k m \alpha\left\langle x, \delta\left(x_{2} / x_{1}\right)\right\rangle} \mathrm{d} x_{1} \mathrm{~d} x_{2} \\
& =\frac{6}{(k m)^{4}} \int_{\underline{t}_{\gamma}}^{\bar{t}_{\gamma}} \frac{\mathrm{d} s}{\left(\delta_{1}(s)+s \delta_{2}(s)\right)^{4}}
\end{aligned}
$$

Returning to (74) and using (44), (45), we get

$$
\lim _{n \rightarrow \infty} \alpha^{4} K_{z}(1,1)=\frac{6 \zeta(3)}{\zeta(2)} \int_{\underline{t}_{\gamma}}^{\bar{t}_{\gamma}} \frac{\mathrm{d} s}{\kappa^{4} g_{\gamma}^{\prime \prime}\left(u_{\gamma}(s)\right)^{4 / 3}}=\frac{3}{\kappa} \int_{0}^{1} \frac{\mathrm{~d} u}{g_{\gamma}^{\prime \prime}(u)^{1 / 3}},
$$

and the first formula in (73) follows, since $\alpha=n_{1}^{-1 / 3}$.
Lemma 4. Under Assumptions 1 and 2,

$$
\operatorname{det} K_{z} \sim\left(\frac{3}{\kappa}\right)^{2}\left(\int_{0}^{1} \frac{\mathrm{~d} u}{g_{\gamma}^{\prime \prime}(u)^{1 / 3}} \int_{0}^{1} \frac{g_{\gamma}^{\prime}(u)^{2} \mathrm{~d} u}{g_{\gamma}^{\prime \prime}(u)^{1 / 3}}-\left(\int_{0}^{1} \frac{g_{\gamma}^{\prime}(u) \mathrm{d} u}{g_{\gamma}^{\prime \prime}(u)^{1 / 3}}\right)^{2}\right) n_{1}^{8 / 3} .
$$

Proof. The proof readily follows from Theorem 6.
From Theorem 6 and Lemma 4, it follows (e.g., using the Cauchy-Schwarz inequality) that the matrix $K_{z}$ is (asymptotically) positive definite; in particular, $\operatorname{det} K_{z}>0$ and hence $K_{z}$ is invertible. Let $V_{z}:=K_{z}^{-1 / 2}$ be the (unique) square root of $K_{z}^{-1}$, that is, a symmetric positive definite matrix such that $V_{z}^{2}=K_{z}^{-1}$. Recall that the matrix norm induced by the Euclidean vector norm $|\cdot|$ is defined by $\|A\|:=\sup _{|x|=1}|x A|$. We need some general facts about this norm (see [5], §7.2, pp. 33-34, for simple proofs and bibliographic comments).

Lemma 5. If $A$ is a real matrix then $\left\|A^{\top} A\right\|=\|A\|^{2}$.
Lemma 6. If $A=\left(a_{i j}\right)$ is a real $d \times d$ matrix, then

$$
\frac{1}{d} \sum_{i, j=1}^{d} a_{i j}^{2} \leq\|A\|^{2} \leq \sum_{i, j=1}^{d} a_{i j}^{2}
$$

Lemma 7. Let $A$ be a symmetric $2 \times 2$ matrix with $\operatorname{det} A \neq 0$. Then

$$
\left\|A^{-1}\right\|=\frac{\|A\|}{|\operatorname{det} A|}
$$

We can now prove the following estimates for the norms of the matrices $K_{z}$ and $V_{z}$.
Lemma 8. Under Assumptions 1 and 2,

$$
\begin{equation*}
\left\|K_{z}\right\| \asymp n_{1}^{4 / 3}, \quad\left\|V_{z}\right\| \asymp n_{1}^{-2 / 3} \tag{75}
\end{equation*}
$$

Proof. Using Theorem 6 and the upper bound in Lemma 6, we obtain

$$
\begin{equation*}
\left\|K_{z}\right\|^{2} \leq K_{z}(1,1)^{2}+2 K_{z}(1,2)+K_{z}(2,2)^{2}=O\left(n_{1}^{8 / 3}\right) \tag{76}
\end{equation*}
$$

On the other hand, by Theorem 6 and the lower bound in Lemma 6,

$$
\begin{align*}
\left\|K_{z}\right\|^{2} & \geq \frac{1}{2}\left(K_{z}(1,1)^{2}+K_{z}(2,2)^{2}\right) \\
& \geq K_{z}(1,1) K_{z}(2.2) \sim\left(\frac{3}{\kappa}\right)^{2} n_{1}^{8 / 3} \int_{0}^{1} \frac{\mathrm{~d} u}{g_{\gamma}^{\prime \prime}(u)^{1 / 3}} \int_{0}^{1} \frac{g_{\gamma}^{\prime}(u)^{2} \mathrm{~d} u}{g_{\gamma}^{\prime \prime}(u)^{1 / 3}} . \tag{77}
\end{align*}
$$

Combining (76) and (77), we obtain the first estimate in (75).
Furthermore, Lemma 5 implies that $\left\|V_{z}\right\|^{2}=\left\|K_{z}^{-1}\right\|$. In turn, Lemma 7 yields $\left\|K_{z}^{-1}\right\|=$ $\left\|K_{z}\right\| / \operatorname{det} K_{z}$, and it remains to use Lemmas 4 and 8 to obtain the second part of (75).

### 6.2. Asymptotics of the Moment Sums

Denote $v_{0}(x):=v(x)-E_{z}[v(x)](x \in \mathcal{X})$, and for $q \in \mathbb{N}$ set

$$
m_{q}(x):=E_{z}\left[v(x)^{q}\right], \quad \mu_{q}(x):=E_{z}\left|v_{0}(x)^{q}\right|
$$

(for notational simplicity, we suppress the dependence on $\gamma$ and $z$ ).
The following two-sided estimate of $\mu_{q}(x)$ can be easily proved using Newton's binomial formula and Lyapunov's inequality (cf. [5], Lemmas 6.2 and 6.6).

Lemma 9. For each $q \in \mathbb{N}$ and all $x \in \mathcal{X}$,

$$
\begin{equation*}
\mu_{2}(x)^{q / 2} \leq \mu_{q}(x) \leq 2^{q} m_{q}(x) . \tag{78}
\end{equation*}
$$

Next, we need a general upper bound for the moments of geometric random variables proved in [5], Lemma 6.3.

Lemma 10. For each $q \in \mathbb{N}$, there exists a constant $C_{q}>0$ such that, for all $x \in \mathcal{X}$,

$$
\begin{equation*}
m_{q}(x) \leq \frac{C_{q} z(x)}{(1-z(x))^{q}} \tag{79}
\end{equation*}
$$

Using the estimate (79) and repeating the calculations in [5], Lemma 6.4, we obtain the following asymptotic bound.

Lemma 11. Under Assumptions 1 and 2, for each $q \in \mathbb{N}$

$$
\sum_{x \in \mathcal{X}}|x|^{q} m_{q}(x)=O(1) n_{1}^{(q+2) / 3}
$$

Lemma 11, together with the bounds (78) and Theorem 6, implies the following asymptotic estimate (cf. [5], Lemma 6.6).

Lemma 12. Under Assumptions 1 and 2, for any integer $q \geq 2$

$$
\sum_{x \in \mathcal{X}}|x|^{q} \mu_{q}(x) \asymp n_{1}^{(q+2) / 3}
$$

Using Lemma 12, the next asymptotic bound is obtained by a straightforward adaptation of Lemma 6.7 in [5].

Lemma 13. For each $q \in \mathbb{N}$,

$$
E_{z}^{\gamma}\left|\ell_{\Gamma}-E_{z}^{\gamma}\left(\ell_{\Gamma}\right)\right|^{q}=O\left(n_{1}^{2 q / 3}\right)
$$

Lastly, let us consider the Lyapunov coefficient

$$
\begin{equation*}
L_{z}:=\left\|V_{z}\right\|^{3} \sum_{x \in \mathcal{X}}|x|^{3} \mu_{3}(x), \tag{80}
\end{equation*}
$$

The next asymptotic estimate is an immediate consequence of Lemmas 8 and 12 .
Lemma 14. Under Assumptions 1 and 2 , one has $L_{z} \asymp n_{1}^{-1 / 3}$.

## 7. Local Limit Theorem

The role of a local limit theorem is to yield the asymptotics of the terminal probability $Q_{z}^{\gamma}\left\{\xi_{\Gamma}=n\right\}=Q_{z}^{\gamma}\left(\mathcal{L}_{n}\right)$ appearing in the representation of the measure $P_{n}^{\gamma}$ as a conditional distribution, $P_{n}^{\gamma}(\cdot)=Q_{z}^{\gamma}\left(\cdot \mid \mathcal{L}_{n}\right)$ (see (30)).

As before, we denote by $a_{z}=E_{z}\left(\xi_{\Gamma}\right)$ and $K_{z}=\operatorname{Cov}_{z}\left(\xi_{\Gamma}, \xi_{\Gamma}\right)$ the expectation vector and covariance matrix of the random vector $\xi_{\Gamma}=\sum_{x \in \mathcal{X}} x v(x)$. Let $f_{0, I}(\cdot)$ be the density of a standard two-dimensional normal distribution $\mathcal{N}(0, I)$ (i.e., with zero mean and identity covariance matrix),

$$
f_{0, I}(x)=\frac{1}{2 \pi} \mathrm{e}^{-|x|^{2} / 2}, \quad x \in \mathbb{R}^{2}
$$

Then, the density of the normal distribution $\mathcal{N}\left(a_{z}, K_{z}\right)$ is given by

$$
\begin{equation*}
f_{a_{z}, K_{z}}(x)=\left(\operatorname{det} K_{z}\right)^{-1 / 2} f_{0, I}\left(\left(x-a_{z}\right) V_{z}\right), \quad x \in \mathbb{R}^{2} \tag{81}
\end{equation*}
$$

Theorem 7. Under Assumptions 1 and 2, uniformly in $m \in \mathbb{Z}_{+}^{2}$

$$
\begin{equation*}
Q_{z}^{\gamma}\left\{\xi_{\Gamma}=m\right\}=f_{a_{z}, K_{z}}(m)+O\left(n_{1}^{-5 / 3}\right) . \tag{82}
\end{equation*}
$$

Let us make some preparations for the proof. Recall that the random variables $\{v(x), x \in \mathcal{X}\}$ are mutually independent and have geometric distribution with parameter $1-z(x)$, respectively. In particular, their characteristic functions $\varphi_{v}(s ; x):=E_{z}\left[\mathrm{e}^{\mathrm{i} s v(x)}\right]$ are given by

$$
\varphi_{v}(s ; x)=\frac{1-z(x)}{1-z(x) \mathrm{e}^{\mathrm{its}}}, \quad s \in \mathbb{R}
$$

Hence, the characteristic function $\varphi_{\mathcal{\xi}}(\lambda):=E_{z}\left[\mathrm{e}^{\mathrm{i}\langle\lambda, \xi\rangle}\right]$ of the vector $\xi_{\Gamma}=\sum_{x \in \mathcal{X}} x v_{\Gamma}(x)$ reads

$$
\varphi_{\tilde{\zeta}}(\lambda)=\prod_{x \in \mathcal{X}} \varphi_{v}(\langle x, \lambda\rangle ; x)=\prod_{x \in \mathcal{X}} \frac{1-z(x)}{1-z(x) \mathrm{e}^{\mathrm{i}\langle x, \lambda\rangle}}
$$

Let us start with a general absolute estimate for the characteristic function of a centered random variable (for a proof, see [5], Lemma 7.10).

Lemma 15. Consider the random variable $v_{0}(x)=v(x)-E_{z}[v(x)]$ and its characteristic function $\varphi_{v_{0}}(t ; x)=E_{z}\left[\mathrm{e}^{\mathrm{i} t v_{0}(x)}\right]$. Then,

$$
\left|\varphi_{v_{0}}(t ; x)\right| \leq \exp \left\{-\frac{1}{2} \mu_{2}(x) t^{2}+\frac{1}{3} \mu_{3}(x)|t|^{3}\right\}, \quad t \in \mathbb{R}
$$

The next lemma provides two estimates (proved in [5], Lemmas 7.11 and 7.12) for the characteristic function $\varphi_{\tilde{\xi}_{0}}(\lambda)=E_{z}\left[\mathrm{e}^{\mathrm{i}\left\langle\lambda, \xi_{0}\right\rangle}\right]$ of the centered vector

$$
\xi_{0}:=\xi_{\Gamma}-a_{z}=\sum_{x \in \mathcal{X}} x v_{0}(x)
$$

Recall that the Lyapunov coefficient $L_{z}$ is defined in (80), and $V_{z}=K_{z}^{-1 / 2}$.

Lemma 16. (a) For all $\lambda \in \mathbb{R}^{2}$,

$$
\left|\varphi_{\tilde{\zeta}_{0}}\left(\lambda V_{z}\right)\right| \leq \exp \left\{-\frac{1}{2}|\lambda|^{2}+\frac{1}{3} L_{z}|\lambda|^{3}\right\} .
$$

(b) If $|\lambda| \leq L_{z}^{-1}$ then

$$
\left|\varphi_{\tilde{\zeta}_{0}}\left(\lambda V_{z}\right)-\mathrm{e}^{-|\lambda|^{2} / 2}\right| \leq 16 L_{z}|\lambda|^{3} \mathrm{e}^{-|\lambda|^{2} / 6} .
$$

The next global bound is obtained by repeating the proof of Lemma 7.14 in [5].
Lemma 17. For all $\lambda \in \mathbb{R}^{2}$,

$$
\left|\varphi_{\tilde{\xi}_{0}}(\lambda)\right| \leq \mathrm{e}^{-J_{\alpha}(\lambda)},
$$

where

$$
\begin{equation*}
J_{\alpha}(\lambda):=\frac{1}{4} \sum_{x \in \mathcal{X}} \mathrm{e}^{-\alpha\langle x, \delta\rangle}(1-\cos \langle\lambda, x\rangle) \geq 0 \tag{83}
\end{equation*}
$$

We can now proceed to the proof of Theorem 7.
Proof of Theorem 7. By the Fourier inversion formula, we can write

$$
\begin{equation*}
Q_{z}^{\gamma}\left\{\xi_{\Gamma}=m\right\}=\frac{1}{4 \pi^{2}} \int_{T^{2}} \mathrm{e}^{-\mathrm{i}\left\langle\lambda, m-a_{z}\right\rangle} \varphi_{\tilde{\xi}_{0}}(\lambda) \mathrm{d} \lambda, \quad m \in \mathbb{Z}_{+}^{2}, \tag{84}
\end{equation*}
$$

where $T^{2}:=\left\{\lambda=\left(\lambda_{1}, \lambda_{2}\right):\left|\lambda_{1}\right| \leq \pi,\left|\lambda_{2}\right| \leq \pi\right\}$. On the other hand, the characteristic function corresponding to the normal probability density $f_{a_{z}, K_{z}}(x)$ (see (81)) is given by

$$
\varphi_{a_{z}, K_{z}}(\lambda)=\mathrm{e}^{\mathrm{i}\left\langle\lambda, a_{z}\right\rangle-\left|\lambda V_{z}^{-1}\right|^{2} / 2}, \quad \lambda \in \mathbb{R}^{2}
$$

so by the Fourier inversion formula

$$
\begin{equation*}
f_{a_{z}, K_{z}}(m)=\frac{1}{4 \pi^{2}} \int_{\mathbb{R}^{2}} \mathrm{e}^{-\mathrm{i}\left\langle\lambda, m-a_{z}\right\rangle-\left|\lambda V_{z}^{-1}\right|^{2} / 2} \mathrm{~d} \lambda, \quad m \in \mathbb{Z}_{+}^{2} \tag{85}
\end{equation*}
$$

Note that if $\left|\lambda V_{z}^{-1}\right| \leq L_{z}^{-1}$, then, according to Lemmas 8 and 14,

$$
|\lambda| \leq\left|\lambda V_{z}^{-1}\right| \cdot\left\|V_{z}\right\| \leq L_{z}^{-1}\left\|V_{z}\right\|=O\left(n_{1}^{-1 / 3}\right)=o(1)
$$

which of course implies that $\lambda \in T^{2}$. Using this observation and subtracting (85) from (84), we obtain, uniformly in $m \in \mathbb{Z}_{+}^{2}$, that

$$
\begin{equation*}
\left|Q_{z}^{\gamma}\left\{\xi_{\Gamma}=m\right\}-f_{a_{z}, K_{z}}(m)\right| \leq I_{1}+I_{2}+I_{3}, \tag{86}
\end{equation*}
$$

by denoting

$$
\begin{aligned}
& I_{1}:=\frac{1}{4 \pi^{2}} \int_{\left\{\lambda:\left|\lambda V_{z}^{-1}\right| \leq L_{z}^{-1}\right\}}\left|\varphi_{\xi_{0}}(\lambda)-\mathrm{e}^{-\left|\lambda V_{z}^{-1}\right|^{2} / 2}\right| \mathrm{d} \lambda, \\
& I_{2}:=\frac{1}{4 \pi^{2}} \int_{\left\{\lambda:\left|\lambda V_{z}^{-1}\right|>L_{z}^{-1}\right\}} \mathrm{e}^{-\left|\lambda V_{z}^{-1}\right|^{2} / 2} \mathrm{~d} \lambda, \\
& I_{3}:=\frac{1}{4 \pi^{2}} \int_{T^{2} \cap\left\{\lambda:\left|\lambda V_{z}^{-1}\right|>L_{z}^{-1}\right\}}\left|\varphi_{\tilde{\zeta}_{0}}(\lambda)\right| \mathrm{d} \lambda .
\end{aligned}
$$

By the substitution $\lambda=y V_{z}$, the integral $I_{1}$ is reduced to

$$
\begin{align*}
I_{1} & =\frac{\left|\operatorname{det} V_{z}\right|}{4 \pi^{2}} \int_{|y| \leq L_{z}^{-1}}\left|\varphi_{\xi_{0}}\left(y V_{z}\right)-\mathrm{e}^{-|y|^{2} / 2}\right| \mathrm{d} y \\
& =O(1)\left(\operatorname{det} K_{z}\right)^{-1 / 2} L_{z} \int_{\mathbb{R}^{2}}|y|^{3} \mathrm{e}^{-|y|^{2} / 6} \mathrm{~d} y=O\left(n_{1}^{-5 / 3}\right), \tag{87}
\end{align*}
$$

on account of Lemmas 4, 14 and 16. Similarly, again putting $\lambda=y V_{z}$ and passing to the polar coordinates, we get, due to Lemmas 4 and 14,

$$
\begin{equation*}
I_{2}=\frac{\left|\operatorname{det} V_{z}\right|}{2 \pi} \int_{L_{z}^{-1}}^{\infty} r \mathrm{e}^{-r^{2} / 2} \mathrm{~d} r=O\left(n_{1}^{-4 / 3}\right) \mathrm{e}^{-L_{z}^{-2} / 2}=o\left(n_{1}^{-5 / 3}\right) . \tag{88}
\end{equation*}
$$

Finally, let us turn to $I_{3}$. Using Lemma 17, we obtain

$$
\begin{equation*}
I_{3}=O(1) \int_{T^{2} \cap\left\{\left|\lambda V_{z}^{-1}\right|>L_{z}^{-1}\right\}} \mathrm{e}^{-J_{\alpha}(\lambda)} \mathrm{d} \lambda \tag{89}
\end{equation*}
$$

where $J_{\alpha}(\lambda)$ is given by (83). The condition $\left|\lambda V_{z}^{-1}\right|>L_{z}^{-1}$ implies that $|\lambda|>\sqrt{2} \eta \alpha$; hence, $\max \left\{\left|\lambda_{1}\right|,\left|\lambda_{2}\right|\right\}>\eta \alpha$, where $\eta>0$ is suitable (small enough) constant. Indeed, assuming the contrary, from (36) and Lemmas 8 and 14 it would follow that

$$
1<L_{z}\left|\lambda V_{z}^{-1}\right| \leq L_{z} \eta \alpha\left\|K_{z}\right\|^{1 / 2}=O(\eta) \rightarrow 0 \quad \text { as } \eta \downarrow 0,
$$

which is a contradiction. Hence, the estimate (89) is reduced to

$$
\begin{equation*}
I_{3}=O(1)\left(\int_{\left|\lambda_{1}\right|>\eta \alpha}+\int_{\left|\lambda_{2}\right|>\eta \alpha}\right) \mathrm{e}^{-J_{\alpha}(\lambda)} \mathrm{d} \lambda . \tag{90}
\end{equation*}
$$

Note that, by Assumption 1 and formulas (55), the functions $\delta_{1}(t), \delta_{2}(t)$ are bounded above, $\sup _{t} \delta_{j}(t) \leq \delta^{*}<\infty$. Hence, (83) implies

$$
\begin{equation*}
J_{\alpha}(\lambda) \geq \sum_{x \in X} \mathrm{e}^{-\alpha\left(x_{1}+x_{2}\right) \delta^{*}}(1-\cos \langle\lambda, x\rangle) \tag{91}
\end{equation*}
$$

To estimate the first integral in (90), by keeping in the sum (91) only $x=\left(x_{1}, 1\right), x_{1} \in \mathbb{Z}_{+}$, we obtain

$$
\begin{align*}
J_{\alpha}(\lambda) \mathrm{e}^{\alpha \delta^{*}} \geq \sum_{x_{1}=0}^{\infty} \mathrm{e}^{-\alpha \delta^{*} x_{1}}\left(1-\Re \mathrm{e}^{\mathrm{i}\left(\lambda_{1} x_{1}+\lambda_{2}\right)}\right) & =\frac{1}{1-\mathrm{e}^{-\alpha}}-\Re\left(\frac{\mathrm{e}^{\mathrm{i} \lambda_{2}}}{1-\mathrm{e}^{-\alpha+\mathrm{i} \lambda_{1}}}\right) \\
& \geq \frac{1}{1-\mathrm{e}^{-\alpha}}-\frac{1}{\mid 1-\mathrm{e}^{-\alpha+\mathrm{i} \lambda_{1} \mid}} \tag{92}
\end{align*}
$$

because $\Re u \leq|u|$ for any $u \in \mathbb{C}$. Since $\eta \alpha \leq\left|\lambda_{1}\right| \leq \pi$, we have

$$
\left|1-\mathrm{e}^{-\alpha+\mathrm{i} \lambda_{1}}\right| \geq\left|1-\mathrm{e}^{-\alpha+\mathrm{i} \eta \alpha}\right| \sim \alpha\left(1+\eta^{2}\right)^{1 / 2} \quad(\alpha \rightarrow 0)
$$

Substituting this estimate into (92), we conclude that $J_{\alpha}(\lambda)$ is asymptotically bounded from below by $C(\eta) \alpha^{-1} \asymp n_{1}^{1 / 3}$ (with some constant $C(\eta)>0$ ), uniformly in $\lambda$ such that $\eta \alpha \leq$ $\left|\lambda_{1}\right| \leq \pi$. Thus, the first integral in (90) is bounded by $O(1) \exp \left(-\right.$ const $\left.\cdot n_{1}^{1 / 3}\right)=o\left(n_{1}^{-5 / 3}\right)$.

Similarly, the second integral in (90) is estimated by reducing the summation in (83) to that over $x=\left(1, x_{2}\right)$ only. As a result, $I_{3}=o\left(n_{1}^{-5 / 3}\right)$. Substituting this estimate, together with (87) and (88), into (86) we obtain (82), and so the theorem is proved.

Corollary 1. In addition to the conditions of Theorem 7, suppose that Assumption 3 holds. Then

$$
\begin{equation*}
Q_{z}^{\gamma}\left\{\xi_{\Gamma}=n\right\} \asymp n_{1}^{-4 / 3} . \tag{93}
\end{equation*}
$$

Proof. By Theorem 5, $a_{z}=E_{z}^{\gamma}\left(\xi_{\Gamma}\right)=n+O\left(n_{1}^{2 / 3}\right)$. Together with Lemma 8 this implies

$$
\left|\left(n-a_{z}\right) V_{z}\right| \leq\left|n-a_{z}\right| \cdot\left\|V_{z}\right\|=O(1) .
$$

Hence, by Lemma 4 we obtain

$$
f_{a_{z}, K_{z}}(n)=\frac{1}{2 \pi}\left(\operatorname{det} K_{z}\right)^{-1 / 2} \mathrm{e}^{-\left|\left(n-a_{z}\right) V_{z}\right|^{2} / 2} \asymp n_{1}^{-4 / 3},
$$

and (93) now readily follows from (82).

## 8. The Limit Shape

Throughout this section, we work under Assumptions 1-3. Let us first establish that a given curve $\gamma \in \mathfrak{G}_{0}$ is indeed the limit shape of polygonal lines $\Gamma \in \mathcal{L}$ with respect to the measure $Q_{z}^{\gamma}$ (under the scaling $\Gamma \mapsto n_{1}^{-1} \Gamma$ ).

Theorem 8. For any $\varepsilon>0$,

$$
\lim _{n \rightarrow \infty} Q_{z}^{\gamma}\left\{\Gamma \in \mathcal{L}: d_{\mathcal{T}}\left(n_{1}^{-1} \Gamma, \gamma\right) \leq \varepsilon\right\}=1
$$

Proof. In view of Theorem 3, we only need to check that, for each $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} Q_{z}^{\gamma}\left\{\frac{1}{n_{1}} \sup _{0 \leq t \leq \infty}\left|\ell_{\Gamma}(t)-E_{z}^{\gamma}\left[\ell_{\Gamma}(t)\right]\right|>\varepsilon\right\}=0 \tag{94}
\end{equation*}
$$

Note that the random process

$$
\begin{equation*}
\ell_{\Gamma}^{0}(t):=\ell_{\Gamma}(t)-E_{z}^{\gamma}\left[\ell_{\Gamma}(t)\right] \quad(0 \leq t \leq \infty) \tag{95}
\end{equation*}
$$

has independent increments and zero mean; hence, it is a martingale with respect to the filtration $\mathcal{F}_{t}:=\sigma\{v(x), x \in \mathcal{X}(t), t \in[0, \infty]\}$. From the definition of $\ell_{\Gamma}(t)$ (see (33)), it is also clear that $\ell_{\Gamma}^{0}(t)$ is càdlàg (i.e., its paths are everywhere right-continuous and have left limits). Therefore, the Kolmogorov-Doob submartingale inequality (see, e.g., [26], Ch. II, Theorem 1.7, p. 54) gives

$$
\begin{equation*}
Q_{z}\left\{\sup _{0 \leq t \leq \infty}\left|\ell_{\Gamma}^{0}(t)\right|>n_{1} \varepsilon\right\} \leq \frac{1}{\left(n_{1} \varepsilon\right)^{2}} \sup _{0 \leq t \leq \infty} \operatorname{Var}_{z}\left[\ell_{\Gamma}(t)\right] \leq \frac{1}{n_{1}^{2} \varepsilon^{2}} \operatorname{Var}_{z}\left(\ell_{\Gamma}\right) \tag{96}
\end{equation*}
$$

Furthermore, using the decomposition (33) and Theorem 6, we have

$$
\begin{align*}
\operatorname{Var}_{z}\left(\ell_{\Gamma}\right)=\sum_{x \in \mathcal{X}}|x|^{2} \operatorname{Var}_{z}[v(x)] & =\sum_{x \in \mathcal{X}}\left(x_{1}^{2}+x_{2}^{2}\right) \operatorname{Var}_{z}[v(x)] \\
& =\operatorname{Var}_{z}\left(\xi_{1}\right)+\operatorname{Var}_{z}\left(\xi_{2}\right)=O\left(n_{1}^{4 / 3}\right) \tag{97}
\end{align*}
$$

Finally, substituting (97) into (96), we see that the probability on the left-hand side is bounded by $O\left(n_{1}^{-2 / 3}\right) \rightarrow 0$, which proves (94).

Let us now prove a limit shape result under the measure $P_{n}^{\gamma}$ (cf. Theorem 1).
Theorem 9. For any $\varepsilon>0$

$$
\lim _{n \rightarrow \infty} P_{n}^{\gamma}\left\{\Gamma \in \mathcal{L}_{n}: d_{\mathcal{T}}\left(n_{1}^{-1} \Gamma, \gamma\right) \leq \varepsilon\right\}=1
$$

Proof. Similarly to the proof of Theorem 8 , it suffices to show that, for each $\varepsilon>0$,

$$
\lim _{n \rightarrow \infty} P_{n}^{\gamma}\left\{\sup _{0 \leq t \leq \infty}\left|n_{1}^{-1} \ell_{\Gamma}^{0}(t)\right|>\varepsilon\right\}=0
$$

where the random process $\ell_{\Gamma}^{0}(t)$ is defined in (95). Recalling formula (30), we obtain

$$
\begin{equation*}
P_{n}^{\gamma}\left\{\sup _{0 \leq t \leq \infty}\left|\ell_{\Gamma}^{0}(t)\right|>\varepsilon n_{1}\right\} \leq \frac{Q_{z}^{\gamma}\left\{\sup _{0 \leq t \leq \infty}\left|\ell_{\Gamma}^{0}(t)\right|>\varepsilon n_{1}\right\}}{Q_{z}^{\gamma}\left\{\xi_{\Gamma}=n\right\}} . \tag{98}
\end{equation*}
$$

To estimate the probability in the numerator in (98), similarly to the proof of Theorem 8 we use the Kolmogorov- Doob submartingale inequality, but now with the sixth-order central moment. Combining this with Lemma 13 (with $q=3$ ), we obtain

$$
\begin{equation*}
Q_{z}^{\gamma}\left\{\sup _{0 \leq t \leq \infty}\left|\ell_{\Gamma}^{0}(t)\right|>n_{1} \varepsilon\right\} \leq \frac{1}{n_{1}^{6} \varepsilon^{6}} E_{z}^{\gamma}\left|\ell_{\Gamma}-E_{z}^{\gamma}\left(\ell_{\Gamma}\right)\right|^{6}=O\left(n_{1}^{-2}\right) \tag{99}
\end{equation*}
$$

On the other hand, by Corollary 1 the denominator in (98) decays no faster than at the order of $n_{1}^{-4 / 3}$. Together with the estimate (99), this implies that the right-hand side of (98) admits an asymptotic bound $O\left(n_{1}^{-2 / 3}\right) \rightarrow 0$. Hence, Theorem 9 is proved.
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