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A B S T R A C T

Context: Cyber–physical systems present a challenge to testers, bringing complexity and scale to safety-critical
and collaborative environments. Digital twins enhance these systems through data-driven and simulation based
models coupled to physical systems to provide visualisation, predict future states and communication. Due to
the coupling between digital and physical worlds, digital twins provide a new perspective into cyber–physical
system testing.
Objective: The objectives of this study are to summarise the existing literature on digital-twin-based testing.
We aim to uncover emerging areas of adoptions, the testing techniques used in these areas and identify future
research areas.
Method: We conducted a systematic literature review which answered the following research questions: What
cyber–physical systems are digital twins currently being used to test? How are test oracles defined for cyber–
physical systems? What is the distribution of white-box, black-box and grey-box modelling techniques used
for digital twins in the context of testing? How are test cases defined and how does this affect test inputs?
Results: We uncovered 26 relevant studies from 480 produced by searching with a curated search query.
These studies showed an adoption of digital-twin-based testing following the introduction of digital twins in
industry as well as the increasing accessibility of the technology. The oracles used in testing are the digital twin
themselves and therefore rely on both system specification and data derivation. Cyber–physical systems are
tested through passive testing techniques, as opposed to either active testing through test cases or predictive
testing using digital twin prediction.
Conclusions: This review uncovers the existing areas in which digital twins are used to test cyber–physical
systems as well as outlining future research areas in the field. We outline how the infancy of digital twins has
affected their wide variety of definitions, emerging specialised testing and modelling techniques as well as the
current lack of predictive ability.

1. Introduction

Cyber–physical systems present an ongoing challenge for engineers
and testers. Increased autonomy, with increases in complexity and
scale [1,2], provide a need for the safety and reliability procedures
in cyber–physical systems to evolve in parallel. Testing techniques
exist [2], but more comprehensive methods are required to ensure
reliability in safety-critical situations. This review follows the definition
of cyber–physical systems set out by Rajkumar et al. [1].

Digital twins are an emerging technology which combine time-
evolving combinations of physics-based and data-driven models [3]
with a coupling to a physical system to enhance its functionality [4].
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Digital twins have been classified as ‘‘models’’, ‘‘shadows’’ and ‘‘twins’’
[5–7]. Under these classifications, models are assumed to provide
visualisation of a physical system with no automatic data flow between
the two. Digital shadows take real-time information about the physical
system to present a virtual interface in a simulated environment. Digital
twins close the feedback loop by combining digital models and shadows
in order to supplement the physical system behaviour with greater
insight into system information. This use of models attempts to support
more autonomous execution of cyber–physical systems whilst enhanc-
ing their capabilities for safety and reliability [5]. Enhancements, such
as introducing multi-physics simulation [8], visualisation of a physical
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entity [5] and the ability for proactive state prediction for understand-
ing the remaining life of a system [4], allows for more efficient use of
a cyber–physical system throughout its life-cycle.

Digital twins can be used to provide a new perspective into test-
ing cyber–physical systems. Integration with a system from design to
decommission [9] can provide an adaptive and high fidelity model
which acts as a test oracle for cyber–physical system behaviour. This
can allow for testing through observing behaviour deviation from the
digital twin to discover potentially erroneous behaviour as well as
hardware degradation [10]. Digital-twin-based visualisation techniques
enhance this further by providing detailed information about a system
under test in real-time [5].

This paper presents a systematic literature review of existing tech-
niques in which digital twins are used to test cyber–physical systems.
We identify missing areas of research as well as speculate and propose
the next steps required in this field. We used a manual systematic
approach to reduce 480 initial studies to 26 studies that fit the defined
review protocol.

This paper makes the following observations:

• Digital twin definitions are wide ranging and often domain spe-
cific causing confusion due to a lack of consensus. Across the
many different areas of application, we explore multiple defini-
tions and the confusion this lack of consensus has caused.
• Digital-twin-based testing is expanding as access to the technol-
ogy becomes easier. Emerging platforms and frameworks [11]
increase adoption and allow expansion into new areas.
• Digital twins in this review tend to favour passive testing tech-
niques [12] which monitor the system during use. Moving to-
wards active and predictive testing may provide more confidence
in safety-critical systems.

The remainder of this review is laid out as follows: Sections 2, 3, 4
and 5 outline the background of the review including an overview of
cyber–physical systems, digital twins and the other context required.
Section 6 provides the methodology and protocol, as well as providing
the research questions. Section 7 explores the results of the research
questions and outlines any trends found. Section 8 discusses the results
and trends to find areas of interest and areas which are missing. Finally,
Section 9 concludes the review’s findings and speculates about future
uses in this area.

2. Cyber–physical systems: A testing challenge

This section presents an overview of cyber–physical systems, how
they are designed and their current testing techniques. We use this
section to highlight the complexity and challenges of testing cyber–
physical systems.

2.1. Defining cyber–physical systems

Cyber–physical systems are software driven systems which ‘‘interact
with the physical world, and must operate dependably, safely, securely,
and efficiently and in real-time’’ [1]. These systems come in all ranges
of autonomous ability which will be covered in this section. Cyber–
physical systems are well established as a concept and have been widely
explored by other systematic reviews [13,14].

To help our understanding of cyber–physical systems, we used
the 5C taxonomy proposed by Bagheri et al. [15] for defining and
designing a cyber–physical system at different levels of autonomous
ability. This taxonomy is referred to during the remainder of the review
to explore the different types of cyber–physical systems under test. A
brief summary of the 5C taxonomy:

• Connection - Cyber–physical systems allow for a transfer of data
between the physical environment and virtual software elements.
Sensors allow for the virtual aspects of the system to obtain
physical data and use it as part of the control process. This level
is seen in the majority of cyber–physical systems.

Fig. 1. 5C taxonomy levels of cyber–physical system intelligence.

• Conversion - The data gathered at the connection level can be
converted into more useful, machine-understandable information
for the system. Whether this is temperature data for health man-
agement or motor speed for later visualisation, interpretation
of the physical data into something useful, such as an overall
system health value, allows for a more informed awareness of the
physical system.
• Cyber - A centralised hub for all information gathered by the
cyber–physical system is known as the cyber layer. This non-
physical layer allows for calculation and identification of erro-
neous behaviour in the system as well as comparison to past
iterations and states of the system.
• Cognition - For data about a system to be used in an intelligent
and informed way, it must be understandable and provide support
to users of the system, whether they be humans or other systems.
This level allows for visualised simulation of the system in a cyber
context to better inform users of its behaviour.
• Configuration - This level of the cyber–physical system allows
for self-adaptation using the data acquired and synthesised in
the previous levels. This ability to change behaviour allows for
resilience and optimisation to the current physical environment.

Fig. 1 presents the different levels of the 5C taxonomy compared to
a cyber–physical system’s intelligence. Systems start with the simplest
layer, connection, and adopt further levels the more intelligent they
are. Only very few cyber–physical systems achieve configuration. We
return to this taxonomy in Section 3 when outlining how digital twins
can be used to enhance cyber–physical systems.

2.2. Testing cyber–physical systems

The combination of both cyber and physical components and the
dynamic environments in which they exist makes testing these systems
incredibly difficult [16]. Four different testing objectives are identified
by Zhou et al. [2]. We use these definitions to understand the types of
testing found in this review. Each testing objective is outlined below:

• Conformance testing - Testing that a cyber–physical system con-
forms to the behaviour of some oracle. This can be implemented
using a model and creating tests to ensure that the physical system
conforms to an expected behaviour [17].
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• Robustness testing - Investigating whether a cyber–physical sys-
tem reacting to its stochastic environment will be classified as
erroneous behaviour [18]. This is particularly important in cyber–
physical systems as their physical environment will change over
time, and this should not cause test failures.
• Security testing - Ensuring that a system cannot be affected
by cyber-attacks which could either change the behaviour of
the system or allow for system information to be intercepted.
Due to the connection level of cyber–physical systems requiring
networks, security testing is important to ensure they are safe and
secure [19], especially when conducting safety critical tasks.
• Fragility testing - Ensuring that minor changes to inputs or
the environment do not cause the system to completely stop
working. Environmental uncertainties can cause minor changes
in sensor readings due to being physical systems and this should
not drastically affect system behaviour [2].

When exploring cyber–physical system testing, it is important to
mention hardware-in-the-loop testing [20] as it is a precursor to digital-
twin-based testing. Hardware-in-the-loop testing is used to test a spe-
cific physical component of a system while simulating the remainder of
the system. Modelling the rest of the system allows for more specialised
testing of a specific component while still testing it in the context of
the entire system [20]. The difference between simulating this type of
model of a system and digital twins is covered in Section 3.

3. Digital twins: Enhancing cyber–physical testing

Cyber–physical systems can be enhanced by providing sensor data
to a software representation of themselves to allow for visualisa-
tion, computation and even prediction of the physical system’s be-
haviour [4]. This representation is a system’s digital twin. In this
section we outline different definitions of digital twins, their classi-
fications and how they are able to enhance existing cyber–physical
systems.

3.1. Defining digital twins

How the physical system should be represented or modelled using
a digital twin has a wide variety of definitions.

There is a lack of consensus on the definitions for digital twins.
These definitions range from West et al. proposing that ‘‘integrated
multiphysics, multiscale, probabilistic simulations’’ [8] should be used
to others stating that how the model is developed does not matter, so
long as it produces an output which is directly equivalent to its physical
system [21].

Fuller et al. [6] examine six definitions and compare their ambigu-
ity. They propose that an updated definition be developed to ensure
digital twins are correctly identified and distinguished from other
software models, as no single definition adequately distinguishes them.
This is further covered in Section 6.2.5.

Ensuring that a precise definition is used is crucial in making sure
our review is truly systematic and reproducible. This review follows
the digital twin definition set out by Eyre et al. [4] wherein a digital
twin is ‘‘a live digital coupling of the state of a physical asset or process
to a virtual representation with a functional output’’. This definition is
stated as Definition 1. For the remainder of this review, the physical
system which is coupled to the digital twin will be referred to as the
‘‘physical asset’’ to follow this definition. The current lack of a singular
definition provided an obstacle when finding relevant literature as it
introduced many studies which did not fit our agreed definition.

Definition 1 (Digital Twin). A live digital coupling of the state of a
physical asset or process with a virtual representation with a functional
output.

3.2. Classifying digital twins

Classifying different types of digital twins is important for un-
derstanding their capabilities and the context in which they should
be used. Due to digital twin definitions being so diffuse, as further
explored in Section 8.1.1, there is no consensus on how to classify
digital twins. This had lead to multiple different ways of doing so, with
overlap in these taxonomies. This notion is extended to Section 3.3. To
provide an overview of the different taxonomies used to classify digital
twins, we explore two different classification methods in this section.

Eyre et al. [4] proposes three classifications for digital twins based
on their most complex functional output. These classifications are used
throughout the remainder of the review to examine the functionality of
digital twins in testing. The classifications are outlined below:

• Supervisory - Supervisory digital twins accept data from the
physical asset to provide information to a human observer, al-
lowing them to act on this information. The functional output for
this classification of digital twin is simply visual information.
• Interactive - Interactive digital twins close the feedback loop by
using data gathered from the physical asset to make changes to
the system in a time-evolutionary manner based on its current and
historical states. Interactive digital twins have a functional output
which can affect the physical asset.
• Predictive - Predictive digital twins predict the future states of
systems by using information gathered in real-time as well as
infer additional information for unseen contexts through physics
based or data driven inference. The digital twin can use these
predictions to change the physical asset’s behaviour or issue
preemptive warnings to human operators.

Douthwaite et al. [5] proposes a digital twinning framework with
three different classifications for interacting with a physical asset. These
are similar to other definitions found elsewhere in the literature [6,7].
We explore this taxonomy to provide a more informed definition of
digital twins for the remainder of the review. Fig. 2 presents the data
flow between the physical and digital systems for each of them.

• Digital model - Modelling provides a system with no automatic
data exchange between the simulation and the physical asset
so the simulation can run independently. This classification is
outside our definition of a digital twin but importantly high-
lights how model-based approaches are used for cyber–physical
systems.
• Digital shadow - Digital shadowing allows a simulation to mimic
a physical asset where data is passed only from the physical
asset to the digital twin in real-time. This can provide a ‘‘visual
representation’’ [4] of the system. This classification provides
behaviour equivalent to the supervisory classification above.
• Digital twin - The final classification is that of the digital twin
itself where both the physical asset and digital twin exchange
data to allow for real-time analysis, interaction and adaptive
behaviour. This classification closes the feedback loop allowing
for interactive digital twins with the ability to provide predictive
capabilities where necessary.

Both classification systems outlined above have overlap but present
different perspectives on the digital twin. The classification set out
by Eyre et al. [4] focuses primarily on the functional output of the
digital twin whereas Douthwaite et al. [5] explores the way in which
information is shared within the system.

3.3. Enhancing cyber–physical systems

The introduction of digital twins into cyber–physical systems is
closely related to the concept of Industry 4.0 [9]. This includes the
use of digital twins to enhance the performance and efficiency of



Information and Software Technology 156 (2023) 107145

4

R.J. Somers et al.

Fig. 2. Digital model, digital shadow and digital twin.

cyber–physical systems by introducing multi-physics simulation [8],
visualisation of a physical entity [5] and the ability for proactive state
prediction for understanding the remaining life of a system [4]. Adop-
tion of digital twins enables more autonomous cyber–physical systems
with self-adaptive configurations, as seen in autonomous vehicles [22],
to ensure safety and correct behaviour. In addition, these capabilities
support the adoption of more complex systems of systems. Digital
twins allow the modelling of more intricate interactions, such as those
between individual cyber–physical systems in smart cities [23].

The 5C taxonomy for cyber–physical systems [15], summarised
in Section 2.1, can be enhanced at the higher levels by the use of
digital twins. As mentioned in Section 2.1, we refer to these definitions
throughout the remainder of the review. These levels are outlined in a
digital twin context below:

• Cyber - This layer can act as the system’s digital twin as it has
access to all information passing though the system as well as all
its past states. This information is used to generate a model of the
system which runs in parallel with the physical asset.
• Cognition - Digital twins enhance this level by providing gran-
ular real-time visualisations of the system with comprehensive
information generated by the rest of the cognition level.
• Configuration - The full potential of digital twins is present
at this level. The closed feedback loop can adapt a system’s
configuration to produce safer and more advised behaviour with
further improvement from using predictive behaviours.

Since the cyber level above only provides a vague interpretation of
how a cyber–physical system can contain a digital twin, we explore
another, more precise taxonomy. A classification of digital twins is
defined by Bonney et al. [24] which breaks these systems down into
3 layers. This taxonomy focuses on the construction of the digital
twin, as opposed to the capabilities outlined by the 5Cs [15]. This
taxonomy is not referred to in the research questions but is included
for completeness. A brief summary of this taxonomy:

• Internet-of-things layer - This layer contains the communication
between the physical asset and the digital space. Sensors, control
hardware and actuators are all contained in this layer.
• Interface layer - To provide enhancements to a cyber–physical
system, the interface layer coordinates behaviour for required
tasks and workflows based on information gathered by the
internet-of-things layer. This layer also allows communication
between network services, seen in the cloud computing layer, and
the internet-of-things layer.
• Cloud computing layer - Network services such as cloud data
storage, high performance computing and other remote aspects
relating to the digital twin make up the cloud computing layer.
They provide enhancements to the physical and digital systems
through additional network-based services.

3.4. Digital twin oracles

As mentioned in Section 2.2, hardware-in-the-loop testing is differ-
ent to testing techniques which use digital twins. Digital twins allow for
an entire system to be modelled ‘‘live’’ [4] as a coupled entity to allow
for system verification throughout the system’s lifetime. Hardware-
in-the-loop instead models only certain parts of the system during
development [20]. This difference allows for a more rigorous and
ongoing testing procedure. The user can achieve testing of the complete
system as well as connections between digital twins.

Digital twins simulate indistinguishable behaviour to that of the
physical asset. Grieves [25] suggests the ‘‘Grieves Performance Test’’
where a human is asked to decipher the difference between the output
of a physical asset and that of a simulation. A similar test is presented
by Worden et al. [26] where a Turing Mirror is used to provide test
cases to either a physical asset or a simulation. These tests are intended
to provide insight into the success of simulating physical assets based
on their accuracy. Grieves goes as far to say that simulations can
be more useful in testing due to the physical limitations of testing
environments. These tests show that comparison to a representation of
a system is not a new concept, but has only recently been introduced
to cyber–physical systems [9].

4. Definitions

This review uses general testing terminology and different contexts
throughout the following sections. This section defines those terms to
help provide a full understanding of their use throughout the remainder
of this review.

Definition 2 (Modelling Context). A model is a simplified represen-
tation of another system to typically provide analysis and verification
external to the original system [27]. The context of modelling in digital
twins is further explored below.

Definition 3 (Testing Context). System testing is used to discover
problems with a system and assess the quality of said system. Testing
is required to ensure the human element of programming and system
design does not negatively affect the systems performance [28]. The
context of testing in digital twins is further explored below.

Definition 4 (Test). The act of executing test cases with the goals of
finding failures in execution as well as determining correct functional-
ity [28].

Definition 5 (Test Case). An expression of a particular piece of program
behaviour with a set of inputs and expected outcomes [28].

Definition 6 (Test Oracle). A process of defining whether a test case
being executed provides behaviour that is correct or not [29].

Definition 7 (Failure). A state in which a system does not behave in
its intended manner. This is typically observed by other system or a
human user [30].
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Definition 8 (Digital-twin-based Testing). Testing which is performed
on a system by the digital twin of the physical asset under test.

4.1. Contexts

The definition of some terminology is dependent on its context.
Since this paper deals with both modelling and testing contexts, the
terms described below are defined in both contexts.

This paper explores models of systems through the use of digital
twins. Wagg et al. [3] presents classifications of digital twins as an
extension of verification and validation techniques that make use of
the model classifications: ‘‘white-box models’’, ‘‘black-box models’’ and
‘‘grey-box models’’. The following definitions explore these terms from
an engineering modelling context:

Definition 9 (White-box Modelling). A model built with physics based
reasoning. White-box models provide visibility of information within
the model. They are models which are easily understood by experts in
associated fields and provide explanations as to how an outcome has
been derived [31].

Definition 10 (Black-box Modelling). A model derived purely from data
with no physics reasoning. Black-box models provide visibility of only
the input and outputs and no visibility of information inside the model.
They are models and methodologies which are difficult to understand,
even for experts in the field, and provide no explanation as to how
model outcomes are derived [31].

Definition 11 (Grey-box Modelling). Grey-box models provide visibility
of inputs and outputs as well as partial visibility of information within
the model [32]. They provide a combination of white-box and black-
box to provide some understanding of a model as well as a partial
explanation as to how outcomes are derived.

As well as a modelling context, ‘‘white-box’’, ‘‘black-box’’ and ‘‘grey-
box’’ are terms widely used in software testing. As this paper explores
testing techniques, we also define these terms in a software testing
context:

Definition 12 (White-box Testing). Testing through a detailed investi-
gation into the internal workings of the system under test. Techniques
require access to the source code for this to be applicable [33].

Definition 13 (Black-box Testing). Testing which does not investigate
the internal structure of the system under test but instead focuses on
inputs and outputs of the system. The source code of the system has
little to no relevance to this type of testing so it does not need to be
accessible [33].

Definition 14 (Grey-box Testing). A combination of both white-box
testing and black-box testing techniques. This is used when there is
some access to the internal structure of the system under test, but it
is also supplemented by inputs and outputs [33].

These terms are used in both modelling and testing contexts
throughout the remainder of this review. The context in which they
are used is stated alongside them.

5. Related systematic reviews

There does not appear to be a systematic literature review specifi-
cally for testing techniques that use digital twins to test cyber–physical
systems. There are, however, literature reviews for related topics.

Zhou et al. [2] conducted a literature review on the different testing
techniques for cyber–physical systems which focused on the testing ob-
jectives of different testing techniques, how cyber–physical system test-
beds are generated, and future research into cyber–physical system test-
beds. Digital twins are mentioned briefly during the section on cloud-
based testing but are not further explored whereas real-time monitoring

and verification are covered through the use of hardware-in-the-loop
and model-in-the-loop testing techniques.

Systematic literature reviews focused on digital twins are present in
the literature focusing on the characterisation of digital twins [34] as
well as exploring digital twin applications [35]. A systematic literature
review on the applications of digital twins was conducted by Semeraro
et al. [35]. This review explains how current digital twins are used in
industry, their function within those industries, and how their archi-
tecture is defined. Using digital twins to test cyber–physical systems in
real-time is again briefly mentioned during this review as part of the
digital twin life cycle but not further explored. Our review covers a
function of digital twins in industry with their application into testing
their cyber–physical twin systems which fits into the research challenge
of the applications of digital twins.

The background of digital twins and their role within cyber–physical
systems as well as the current testing techniques available to cyber–
physical systems are explored in these related studies [2,34,35]. Our
review covers the combination of both areas in which techniques using
the digital twin are used to test the cyber–physical system.

6. Research methodology

In this section, we start by defining the research questions. We then
outline the methodology used to create a search protocol and retrieve
studies to answer our questions in Section 7.

6.1. Research questions

Four research questions are outlined in this section. The ques-
tions are designed to produce a broad overview of existing testing
as well as provide an understanding of the current capabilities of
digital-twin-based testing.

6.1.1. RQ1: What cyber–physical systems are digital twins currently being
used to test?

As mentioned in Section 1, cyber–physical systems are being en-
hanced by digital twins in the context of Industry 4.0 [9]. This questions
aims to observe the introduction of digital twins and how this introduc-
tion is affecting different technologies and engineering industries in a
testing context. In outlining this, primary areas, emerging areas and
gaps in digital twin implementation can be found. This will also provide
insight into whether different areas have different testing requirements
and the possible reasoning behind them.

6.1.2. RQ2: How are test oracles defined for cyber–physical systems?

A test oracle defines the desired and undesired behaviours of a
system. Cyber–physical system behaviour can be tested against an
oracle to investigate whether it is behaving correctly. This question
uncovers how test oracles for digital-twin-based cyber–physical system
testing are defined. As some digital twins allow for adaptive systems
whose behaviour may change depending on the environment, it is
important to understand how test oracles in this field account for this
potential unpredictability.

6.1.3. RQ3: What is the distribution of white-box, black-box and grey-box
modelling techniques used for digital twins in the context of testing?

This question is used to determine whether one modelling technique
is more commonly used when testing cyber–physical systems with
digital twins, or if other factors affect this decision. As this question
focuses on how the digital twin is designed, we approach white-box,
black-box and grey-box from a modelling context to provide insight
into the information visibility throughout the digital twin as well as
whether the model is derived from physics or is data driven [3,32].
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Table 1
Digital libraries used to retrieve studies.

Digital library URL

ACM https://dl.acm.org/
IEEE https://ieeexplore.ieee.org/
ScienceDirect https://www.sciencedirect.com/
Scopus https://www.scopus.com/

6.1.4. RQ4: How are test cases defined and how does this affect test inputs?
Test cases capture different scenarios in which intended and un-

intended behaviour is explored. These scenarios ensure that correct
behaviour is exhibited by the system. This question explores test cases
to investigate how different testing techniques, such as specific test
scenarios and continuous behaviour verification, are used in digital-
twin-based testing of cyber–physical systems. Different approaches to
selecting test inputs are also explored in this question to understand
how different test case approaches affect this selection. This question
will outline how a digital twin and its cyber–physical system interact
in a test based environment and provide information about the data
transfer required for testing.

6.2. Review protocol

A review protocol is developed in accordance with the steps set out
by Kitchenham et al. [36] to produce a systematic literature review.
We use these guidelines to ensure the review is both unbiased and
reproducible. Other techniques were considered such as a systematic
mapping review, as defined by Peterson et al. [37], as well as a multi-
vocal literature review, as defined by Garousi et al. [38]. We decided
to produce a systematic literature review as a lack of exploration into
the subject area, defined in Section 5, would have caused difficulty in
developing the mapping review as well as a lack of relevant grey liter-
ature, explored further in Section 6.2.5, did not allow for a multi-vocal
literature review to be produced.

6.2.1. Digital libraries
Table 1 shows the digital libraries used to retrieve studies during

this review. We chose these four digital libraries because of their repu-
tation, ability to process advanced search queries as well as availability
of studies for the given subject. To ensure that the digital libraries
chosen were inclusive enough, we produced a test set of studies. This
test set included studies we were sure fit the criteria of the review and
should be included in the initial searches. We tested each study against
the digital libraries to ensure each was present in at least one. This
guaranteed the availability of relevant studies.

6.2.2. Search strategy
To successfully search the digital libraries outlined in Section 6.2.1,

a search query was outlined using the PICO method, as suggested by
Kitchenham et al. [36]. The PICO method outlines the Population,
Intervention, Comparison and Outcomes of the research question to
define a search query.

• Population - The type of technologies or users which the re-
view is obtaining data about. In this case, the population is the
cyber–physical systems under test.
• Intervention - The methodologies or tools used to address the
specific issue. The intervention for this review is digital twins as
they are being investigated as to how they are being used to test
cyber–physical systems.
• Comparison - The methodologies or tools which the above inter-
vention is being compared to. In this case, there is no comparison
as we are only investigating digital-twin-based testing. A compar-
ison, such as model based testing, could have been used to see the
differences between the two testing techniques.

Fig. 3. Final search query used in digital libraries to find relevant literature.

Table 2
Inclusion, exclusion and quality criteria.

ID Criteria

IC1 A least one testing technique is described
IC2 The system under test must be a cyber–physical system
IC3 Testing is performed using a digital twin

EC1 The digital twin described does not use a live data coupling
EC2 The study describes future use of a digital twin
EC3 Non-english study
EC4 Not published in a journal or conference proceedings

QC1 Are the research questions of the examined study answered?
QC2 Is the study reproducible?

• Outcomes - The overall outcome of the intervention. As we
investigated how digital twins are used in testing, the testing and
validation technique used on the system is used as the outcome.

Using the above definitions, a search string was developed by
combining sections with ‘‘AND’’ statements as well as ‘‘OR’’ statements
between each word within the section. The population of this search
string has been split across two sections to allow for more variety in
capturing how a study may define a cyber–physical system. The final
search string is shown in Fig. 3.

This search string was tested to ensure it captured the relevant
studies by using the test set of studies, outlined in Section 6.2.1, which
we knew it should encompass. The search string was refined over
several iterations to produce the one presented in Fig. 3.

6.2.3. Search automation
As part of the review protocol, Tsafnat et al. [39] proposes pos-

sible automation techniques to improve the efficiency of performing
a review. This section outlines the search automation attempts made
throughout the review.

As mentioned in Section 6.2.2, creating the correct search string
took multiple iterations with different search queries. We developed a
puppeteer client to crawl the digital libraries and perform the search
query to return the relevant studies. The test set, outlined in Sec-
tion 6.2.1, was then compared to the results to ensure the search query
produced relevant literature and was not too vague. Our final search
string was found by attempting different iterations of the search string
using this method.

After all the studies had been selected, a Python program was devel-
oped to extract metadata from their bibtex files. This process removed
duplicates as well as created a csv file of all metadata for keeping
track of studies. This csv was used to keep track of all acceptance
or rejection criteria for each study during each section of the review
process specified in Fig. 4. This csv was converted into an Excel file to
allow for more comprehensive formatting and formulas and has been
made available.1 Minor edits had to be made to this data for it to
comply with copyright, so the abstracts and keywords of the studies
have been removed.

6.2.4. Selection criteria
We devised specific criteria for both accepting and rejecting studies

to ensure only relevant literature was accepted into the review. For

1 https://doi.org/10.15131/shef.data.19383521.

https://dl.acm.org/
https://ieeexplore.ieee.org/
https://www.sciencedirect.com/
https://www.scopus.com/
https://doi.org/10.15131/shef.data.19383521
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Fig. 4. Number of studies throughout the search protocol.

a study to be accepted, it must fit all the inclusion criteria, include
no exclusion criteria and pass all quality criteria. This system allowed
for a strict yet systematic approach to finding relevant materials while
helping to reduce bias. The criteria used are shown in Table 2.

Digital twins having a live data coupling (EC1) was included to
ensure that the digital twins described in the study were digital twins
as described by Eyre et al. [4], which is the definition this review
follows as explained in Section 3 and presented in Definition 1. As
covered in Section 6.2.5, the disparity in agreement of the definition
of a digital twin meant that it was important to include this exclusion
criteria so that model based testing techniques [40] were not included
in the review.

Ensuring studies contained cyber–physical systems (IC2) was chal-
lenging and required a strict definition to ensure the validity of the
review. Systems which contained a software component which inter-
acted with a physical component were accepted as part of this study.
This allowed for systems such as normal pumps to be excluded from
this review, but pumps which had software component to manage the
system could be included.

The quality criteria selected ensured that the studies accepted into
this review answered the questions they set out to answer (QC1) and
appeared to be reproducible (QC2). We deemed a study reproducible
if it provided sufficient data, a detailed methodology and measurable
results which would allow for the study to be reproduced. These criteria
allowed for studies, which appeared relevant but did not provide
enough information to answer the research questions, to be rejected.

6.2.5. Grey literature
With the topic of digital twins still in its infancy, additional grey

literature was explored to provide a greater perspective into such
an emerging technology. Following the steps outlined by Garousi
et al. [38], a multi-vocal literature review was attempted. As described
in this study, grey literature can be found in multiple different ways.
Search engines and exploring digital twin specific conferences revealed
nothing useful so instead industrial experts were consulted for their
opinion on finding such literature.

A few examples of commercial digital-twin-based projects emerged
from this discussion but this only uncovered literature surrounding
tools instead of commercial testing implementations. One such exam-
ple, AWS Twin Maker [11], allowed for user specified digital-twin-
based testing within the tool. We did not include grey literature sur-
rounding these tools as part of the study as they did not answer
our research questions, but the interest garnered by industrial experts
around them showed their impact on the evolving subject of digital
twins. Although not relevant to this review, we believe that further
work should be performed into exploring the support provided by these
tools for testing cyber–physical systems.

The British standard for digital twins [41] was revealed as a recent
piece of grey literature of interest mentioned by most experts. However,
it appeared to be contentious due to being too restrictive. Due to digital
twins still being an emerging technology, the consensus reached was
that grey literature would more likely mislead the review rather than
provide useful input due to a lack of a concrete definition of digital
twins. Because of this, grey literature is not included as part of this
review.

Table 3
Study search results and availability.

Digital Library URL Results Available

ACM https://dl.acm.org/ 209 204
IEEE https://ieeexplore.ieee.org/ 125 124
ScienceDirect https://www.sciencedirect.com/ 90 85
Scopus https://www.scopus.com/ 251 67
Total – 675 480

7. Results

This section explores the execution of the search protocol as well as
the results to each of the research questions. A separate bibliography
is used during this section to refer to the studies found in this review.

7.1. Query execution

After finalising the search string, we executed the query against the
digital libraries outlined in Section 6.2.1. Table 3 presents the results
for each digital library after the initial search and the number of stud-
ies available in full text. Some digital libraries showed discrepancies
between their search results and their study availability. We found this
was due to digital libraries showing results for papers only available on
other digital libraries, inflating their search results with duplicates. All
studies were ultimately available as they were downloadable through
their original digital libraries.

After obtaining the texts for each study, they were stored using
Mendeley Reference Manager. This provided a centralised place where
we could collaboratively access and annotate all the studies.

As is shown in Fig. 4, we identified 24 studies from the initial search
before snowballing. We manually reduced 480 studies down to 24 by
comparing them to one another through further duplicate screening,
reading each abstract and finally reading the full text with regards
to the inclusion and exclusion criteria. It took weeks to reduce these
studies down to only relevant papers, due to all the false positives, and
was the most time consuming part of the study.

Two studies were included during snowballing as they were missed
by the initial query. This was due to specific reference to technologies
which would have caused an overly specific and long search query had
they been included. This problem was exacerbated by the maximum
number of terms allowed when searching digital libraries as they did
not allow for enough terms to provide an exhaustive search.

We updated the csv produced in Section 6.2.3 to include at which
step in the query execution each paper was accepted or rejected. This
process allowed us to keep a record of why each paper was accepted
to further increase the reproducible of the search protocol.

7.2. RQ1: What cyber–physical systems are digital twins currently being
used to test?

This section explores the different types of cyber–physical system
under test. It was difficult to produce a grouping for all of the different
areas of use of digital twins in testing due to the vastly different sectors
found in our results. This required a taxonomy which provided easy to
understand groupings with relevance to the systems found.

https://dl.acm.org/
https://ieeexplore.ieee.org/
https://www.sciencedirect.com/
https://www.scopus.com/
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Fig. 5. The distribution of cyber–physical system types present across the studies in accordance to GICS sectors.

Table 4
Type of cyber–physical system present in each study.

Cyber-physical system Studies

Industrials
Manufacturing [52–58]
Pump [59–61]
Engine [62,63]
Battery [64,65]

Utilities
Power converter [66–68]
Turbine [69–71]

Information technology
Drone [72]
3D printer [73]

Not specified [74–77]

The global industry classification standard (GICS) [42] was used to
split different types of cyber–physical system into different sectors and
explore how this may affect the testing techniques used. As is shown in
Table 4, three different sectors were outlined with a fourth section for
an unspecified cyber–physical system. The distribution of these systems
within the sectors is shown in Fig. 5. This taxonomy was suitable due to
the wide variety of cyber–physical systems it covered and the different
levels of granularity that could be applied.

Some of the applications below, such as pumps and batteries, can
be described as physical systems as opposed to cyber–physical systems.
To ensure we conformed to IC2 from Section 6.2.4, our studies were
restricted to applications which contained both software and physical
components [1].

7.2.1. Industrials
The industrials sector includes systems in this review from the

machinery, aerospace and defence as well as the construction and
engineering industries [42]. This sector makes up the largest portion
of studies in this review so represents the main sector in which digital
twins are being used to test cyber–physical systems.

Manufacturing Manufacturing based systems are those which work,
typically in factories, to create products. Cyber–physical systems see a
large adoption into this area due to their ability to physically manip-
ulate objects with the added connectivity and communication of their
cyber components.

We found that manufacturing based applications of digital-twin-
based testing were the most common in this review. They tend to be
complex, modular systems with each section being required to work

together and not interfere with one another [43]. Industry 4.0 adoption
has pushed for the introduction of digital twins in manufacturing
settings to help provide safety and system optimisation [5,9].

Some studies found in this review contained digital twins of en-
tire manufacturing plants [52], whereas others described digital twins
for each specific device within a manufacturing plant to create a
framework of modular digital twins [53]. The way in which the cyber–
physical system in manufacturing is tested appears to be the same
across most studies; the physical asset is compared to its digital twin
and the deviation in behaviour of the two is measured. This is done
either as a classifier [54,55,52] or more specialised techniques, such
as simulating events on the digital twin first to see if failures would
occur [58] as well as ensuring no network tampering occurs through
deviation from a digital twin state machine [53]. Although these ap-
proaches have differences, the main application of real-time monitoring
of both the physical asset as well as its digital twin to ensure they do
not go out of sync is always present. This is achieved by the digital
twin defining the correct behaviour that the physical asset should be
following.

Ensuring physical machinery are rigorously tested in manufacturing
is essential for safe procedures in human machine collaborative spaces.
Since manufacturing machinery is often large and potentially danger-
ous when acting incorrectly, it is unsurprising that this is the largest
area of adoption found within this review.

Battery Battery based cyber–physical systems are those which allow
for the storage and release of electricity with the software enhancement
of control and monitoring. We found that this area contained studies
from very different application settings with one belonging to the
general electrical equipment industry [65] and the other belonging to
the aerospace and defence industry [64].

Battery cyber–physical systems use a different type of testing com-
pared to that seen in manufacturing. The approaches described in the
literature [64,65] focus on degradation monitoring to better understand
the life-cycle of a battery as opposed to its general failures. This digital
twin testing technique allows for more information about how a battery
will degrade over time to inform when they may need to be replaced or
maintained. Battery based cyber–physical systems provide an example
of how the predictive capabilities of a digital twin in combination with
the cognition and configuration levels of cyber–physical systems can be
used.

Engine Similar to both manufacturing and battery systems, engine
cyber–physical systems use a mixture of real-time sensor monitoring
to determine failures [62] as well as using classifiers to determine
degradation over time [63]. Because of this, there appears to be less
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specialisation into the testing of engines with digital twin compared to
the previous pump examples even though they both make up the same
proportion of adoption.

Both types of testing found in this area make sense for engines
due to their complex nature as a critical cyber–physical system. They
require safety through failure detection, as well as contain large num-
ber of moving parts which causing degradation of components. Digital
twins are used to provide testing for both of these characteristics, but
do not provide a specialised testing technique for engines.

Pump Pump systems make up a considerable part of the industrials
sector studies found with this review with very different applications.
Yoginath et al. [59] explores a canal lock system run by pumps, Lu
et al. [60] shows a heating, ventilation and air conditioning system with
a pump as the cyber–physical system under test, and Short et al. [61]
proposes a pump as an example of a cyber–physical edge device to
be tested. Despite the different applications of the pumps, the digital-
twin-based testing method is the same in each study by testing for
deviations of the physical asset from that of its digital twin, as seen
in manufacturing.

As pumps have moving parts, it is interesting to not see any degrada-
tion testing in the studies. Since digital twin testing is still in its infancy,
we believe that more rigorous and predictive testing will be seen in
pumps through the use of digital twins in the future.

7.2.2. Utilities
The utilities sector provides access to energy, gas and water [42].

This review includes systems from this sector which are industrial
power converters and wind turbines, making up the second largest
sector found.

Power converter Power converters are cyber–physical systems which
convert electricity between AC and DC whilst providing an uninter-
rupted flow of electricity [44]. Testing power converters is important
to ensuring that no failures occur due to incorrect voltage regulation to
protect both the users, as well as any machinery connected.

Digital twins can be seen in the studies to provide this kind of fault
tolerance by following similar testing techniques to manufacturing.
Sensor deviation is used to see how voltage, current and other sensor
data, such as temperature, can be used to detect failures as the physical
asset produces different sensor data to that modelled by its digital
twin [66–68]. These systems incorporate interactive digital twins with
no levels of predictive behaviour.

Turbine Wind turbines follow the testing techniques explored in en-
gines. We did not find this surprising due to the similarity of moving
components causing wear as well as their critical nature requiring
failure detection.

A mixture of classifiers to determine degradation of bearings over
time [69] as well as sensor deviation of the physical asset from its
digital twin [70,71] techniques are found in these studies. The inclusion
of degradation testing emphasises how digital twins enhance testing
when moving parts are present by allowing for more comprehensive,
real-time modelling.

7.2.3. Information technology
The information technology sector contains systems in this review

which are technology hardware and equipment [42]. This sector makes
up the smallest section of digital twin tested cyber–physical systems
found in this review. Similar to manufacturing, pumps and power
converters, both examples found in the primary studies of this review
use a form of real system deviation from the digital twin to define
erroneous behaviour.

Drone Use of digital twins to test a drone system is shown in Grig-
oropoulos et al. [72] by comparing the state of the physical asset with
that of the simulated digital twin. Discrepancies are identified from this
state difference as system failures to be corrected.

Table 5
Oracle types found within each study.

Oracle type Studies

Specified [72,62,53,77,73,76,65,66,57,68,61,58,67]
Derived [70,54,75,55,69,63,60,64,52,74,59,71]
Implicit
Human [56]

3D printer Henson et al. [73] performs testing in a similar way to that
seen in drones. This was performed by comparing a generated model
based on the input file with cameras around the 3d printer to ensure a
correct printing procedure.

The use of digital twins in drones and 3d printing appears to be
an emerging area of digital twin application. This is due to the limited
literature surrounding digital-twin-based testing in these areas. Digital
twins provide the configuration level of a cyber–physical system to
drones, as well as providing comprehensive conformance testing to 3d
printing.

7.2.4. Not specified
Non specialised systems described in the literature express testing

cyber–physical systems without a specific system in mind. These studies
proposed general purpose solutions to provide testing using digital
twins without the limitations of a specific system.

Similar to manufacturing specific system testing, deviation between
the physical asset and its digital twin [74,75,77] is a common applica-
tion in non system specific testing. Some more specialised applications
of digital twin testing are also defined. Gao et al. [75] does not define
the test classifier as part of the digital twin but instead describe a
framework which can be used to test any system and its digital twin.
Li et al. [76] provides a novel approach by comparing the timing of
sensor data as opposed to the data itself to find failures. As conformance
testing appears to be the standard across the other sectors, it is not
surprising that non specialised techniques follow this.

7.2.5. Summary
This section has explored the many different classifications of cyber–

physical systems currently being tested by digital twins. A focus on
conformance testing, as outlined in Section 2.2, was found in these
studies with only a few examples of other types. As a result of this
conformance testing, it can be seen that these cyber–physical systems
exhibit behaviours related to both the cognition and configuration
levels, outlined in Sections 2.1 and 3.3.

7.3. RQ2: How are test oracles defined for cyber–physical systems?

For a test to either pass or fail, a test oracle must describe the correct
or incorrect behaviour of the system under test. Barr et al. [29] define
four different types of test oracle: ‘‘specified’’, ‘‘derived’’, ‘‘implicit’’ and
‘‘human’’. As is shown in Table 5, three out of the four types of oracle
are found within the studies in this review.

7.3.1. Specified
Specified oracles are those which are built based on the specification

of the system to ensure that it conforms to its pre-specified correct
behaviour. In the case of digital twins, a twin built within the specifi-
cation of its cyber–physical system can act as the oracle during testing.
Specified oracles make up the largest group found within the studies in
this review.

Grigoropoulos et al. [72] uses ‘‘off the shelf’’ drone simulation
technology to specify how the digital twin of a real drone should act.
This acts as a specified oracle as deviation in the real system from
this simulation software can be seen as erroneous behaviour. Other
approaches such as black-box specification generated digital twins [62,
77] and state machine based digital twins [53] shy away from fully
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simulating the system, but provide the same insight into if a physical
asset is deviating from its specification.

Defining the specification can be done in multiple ways; as men-
tioned above, modelling using specialised software provides a simula-
tion that the physical asset should follow. Xia et al. [58] use computer
aided design software to justify what a physical asset is able to do and
how the components within that system will react to movement and
changes by other components. If the components in the real system do
not act and react in the same way they do while being simulated, then
a failure has occurred.

Specified oracles do not always require complex simulation software
to be achieved. Henson et al. [73] uses the input file to be printed
on a 3d printer as an oracle for the printing process. This approach
uses multiple cameras ensuring that each layer of the print is within a
threshold of the original source file.

7.3.2. Derived
Derived oracles are defined by existing behaviours and correctly

functioning historical data of the system. Digital twins can be built
using data of a physical asset that is working correctly to then mimic
the system and find deviations from a physical asset and the original
correctly functioning data set.

Further explored in Section 7.4.2, neural networks are used as digi-
tal twins to mimic correct behaviour of a system. These neural networks
require training data to be created and this is either provided by purely
historical system data [74,54,64,69] or a combination of historical data
and ensuring it conforms to the system specification [52,70,55]. In-
cluding a combination of derived oracle and non-derived specification
allows for more information about a failure to be obtained, providing
specific failure classification information to a tester [70].

Most studies in this review have the digital twin as the oracle during
testing but this is not always the case. Separate failure classifiers [75]
show how historical data from a failure free system as well as that of a
working digital twin can be used to train a failure classification oracle
separate from the digital twin. An oracle defined like this both provides
test failures as well as the classification of that failure which would aid
in its investigation. This approach is further explored in Sections 7.4.1
and 7.4.3.

7.3.3. Implicit
Implicit oracles are those which find when something has objec-

tively gone wrong. Creating these oracles can be very difficult as
behaviour defined as simply incorrect for one system may be correct for
another. For example, a program crashing could be seen as an implicit
error for most programs, although this can be intended behaviour in
a program is designed to crash [29]. No systems with implicit oracles
were found in this review.

7.3.4. Human
Human defined oracles are those in which a human ultimately

decides whether a behaviour is right or wrong. This approach is used
when the creation of an oracle cannot be automated and a human
opinion is required.

A single example of a human based oracle was found during this
review. Kang et al. [56] uses a technique in which the oracle used to
define correct behaviour by involving a human operator at each state
of the digital twin and physical asset hierarchy. This ensures multiple
levels of verification of the systems actions in a proactive manner
to find failure prone behaviour. Having a human element provides
additional cost and uncertainty as it can require further expertise in
the system to understand which behaviours will lead to errors.

7.3.5. Summary
Digital twin’s act as the oracles in the studies of this review. The

majority of oracle types found were defined as either specified or de-
rived oracles. The small number of human oracles suggests a shift away
from human interaction in the testing process for a more automated
approach.

Table 6
White-box, black-box and grey-box modelling across the studies.

Classification of model Studies

White-box
Simulation [61,72,56,73,57,58]
Deterministic mathematical [68,67,65]
Stochastic mathematical [66]
State machine [53]

Black-box
Neural network [69,71,74,52,59,64,76,77,60]

Grey-box [70,75,62,54,55,63]

7.4. RQ3: What is the distribution of white-box, black-box and grey-box
modelling techniques used for digital twins in the context of testing?

This section explores whether the technique used to model cyber–
physical systems are white-box, black-box or grey-box as well as how
test failure classification affects this. This provides insight into the data
visibility throughout the model and how a user may be able to infer
information throughout. Table 6 presents the studies and the techniques
carried out within them and Fig. 6 further explores this distribution.

7.4.1. White-box
White-box models are models which provide an understandable

representation of information transfer throughout the model which can
be interpreted by experts in the field [31]. In the context of digital
twins, white-box models have been described as a model ‘‘where the
equations of motion have been derived from the underlying physics
of the problem and the model parameters have direct physical mean-
ings’’ [45]. As found in Section 7.2, testing is dependent on the digital
twin and therefore the way in which the digital twin is constructed,
as well as any classifiers involved, should be understandable for a
white-box modelling classification to be applicable.

Simulation We define simulation based models as those which use
equation based physics in combination with a visualisation to set them
apart from mathematical based models. Simulation based digital twins
provide a detailed implementation of the inner workings of the system
under test. These are normally produced using specialised software
to produce detailed simulations as close to reality as possible. These
models act as white-box through their use of underlying physics and
information visibility throughout the model [3,45]. Simulation based
digital twins also tends to provide visualisation of the system in real-
time to allow for the cognition level of cyber–physical systems to be
achieved.

Short et al. [61] uses the design and analysis package MATLAB
Simulink to provide an in-depth simulation of their system under test.
Insight into the simulated system during a test can be gained and
visualised to aid in finding failures due to a high level of information
visibility. Grigoropoulos et al. [72] provides a virtual drone simu-
lated alongside a physical drone. The software used [46] presents a
physics based simulation and clarity into information transfer through-
out the model. Historical logs are generated throughout the virtual
and physical flights which can then be compared and used to aid in
understanding test failures.

Deterministic mathematical Deterministic mathematical based digital
twins simulate the system under test in the form of physics based
equations. This type of digital twin typically does not provide the visu-
alisation that simulation-based digital twins do but provides visibility
of the information passing through the model [45]. This technique
allows more concentrated computation on the system modelling as
computation is not required for its representation to the user.

This approach appears in the studies when electronic components
are modelled using existing component specific equations [68,67,65].
It is particularly useful in these studies as only current, voltage and
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Fig. 6. White-box, black-box and grey-box modelling distribution.

other electronic specific parameters are required to determine failures
and test failures as existing mathematical techniques for understanding
their failures have been converted to work in a digital twin environ-
ment. Larger and more complex systems with more sensory inputs in
this review tend to shy away from this method as it is hard to capture
their inner workings through simple equations.

Stochastic mathematical Similar to deterministic mathematical tech-
niques, stochastic mathematical techniques model a system using
physics based equations but with the addition of random variables. In
a modelling context, this approach is still classed as white-box as it is
derived from physics-based processes [3].

Milton et al. [66] describes a mathematical based technique to de-
veloping a digital twin similar to that seen in Section 7.4.1. This digital
twin, however, uses stochastic variables as part of the polynomial chaos
expansion, which does not allow for inputs beyond this expansion to be
mathematically determined, but instead inferred from a distribution.
In a testing context, this approach would be classified as grey-box as
the internal structure of the system is accessible, but the exact values
required for white-box testing may not be.

State machine State machine based digital twins are those which
replicate a system under test in the form of predetermined states
and transitions which represent the system during operation. Eckhart
et al. [53] uses a technique of multiple digital twins with their own
states identical to those of their physical twin. The states are developed
by users from a collection of current and historical data about the
digital and physical assets, as defined in Section 7.3.1. A history of
these states, as well as the transitions between them, can be used to
identify behaviour which caused a critical state.

This technique does not use physics based equations [3,45] to
outline behaviour but still provides a clear understanding of how data
within the model will affect its state and change its output. Because of
this, we define state machine based digital twins as white-box.

The states defined by digital twins are different to those found at the
operation level of a cyber–physical system. These systems tend to have
operational states to indicate actions, such as whether it is currently
idle or processing. Digital-twin-based states provide contextual infor-
mation, such as system-specific metadata [4], about the entire system
as opposed to just an operational state.

White-box classifier White-box digital twins provide an insight into
how the system is running or should be running. To achieve this, they
must be compared to the physical asset using a classifier. This allows

differences to be found and classifies failures. White-box classifiers pro-
vide data visibility and clarity during the failure classification process,
allowing for more information during debugging [31].

Xiong et al. [67] proposes a classifier of an error vector based on
the difference between vectors. All the outputs from the physical asset
and a vector of the same outputs from the digital twin are compared.
This simple classifier provides insight into which aspects of the physical
asset differ from the digital twin and can therefore be investigated.
Other studies [68,61,73] use classifiers for specific outputs from the
physical asset and digital twin to find divergence with specified tol-
erances for each output. Both approaches provide full information
visibility throughout their classification allowing for interpretation by
an expert [31]. Although these two approaches appear very similar,
input selection can provide insight into the testing technique used. This
is further explored in Section 7.5.

7.4.2. Black-box

Black-box models are those which do not provide understandable
representation of information transfer throughout the model and can-
not be understood by experts in the domain [31]. Wagg et al. [3]
defined black-box models in a digital twin context as those which are
‘‘derived entirely from measured data, with no assumed knowledge of
the physics at all’’. The studies in this review contain testing techniques
where both the digital twin models and any classifiers involved are
designed in a black-box manner.

Neural network Neural network based digital twins are the most
common technique found within studies in this review. Approaches in
this review create the digital twin using a historical data set of the
correct behaviour of the physical asset in order to mimic the correct
behaviour of the system [69,71,74,52,59].

Neural networks are black-box as there is no easy way to determine
how the inputs affect the outputs. This is because information visibility
within the model is limited, and the model is derived purely from
existing data [3,45]. A lack of information visibility and clarity of the
derived model limits experts from determining the reasoning behind
failures and erroneous behaviour [31].

It is not surprising that neural networks are the most common
way to represent cyber–physical system behaviour. Historical data
for existing cyber–physical systems can be easily obtained to provide
highly accurate representations of correct behaviour. Using neural
networks allows for a digital twin to act as an accurate replica of correct
behaviour and is further explored by derived oracles in Section 7.3.
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Table 7
Test case definition compared to test input types across the primary studies.

General sensors Specific sensors Non sensor

Real-time monitoring [52,74,72,53,70,75,54,55,61,56,57,60] [64–66,59,69,68,62,71,63,73] [76]
Predictive monitoring [58,77] – –
Specified scenarios – [67] –

7.4.3. Grey-box

There are techniques in the literature which use physics based
digital twins, as explored in Section 7.4.1, but are classified in this
review as grey-box. Grey-box digital twins combine both a physics
based equation model with derived data based components which limit
the visibility of information throughout the model [3]. By inferring data
about the test failures using a black-box classification techniques, the
overall internal clarity of the digital twin is reduced [32], but more
powerful failure inference can be used.

Amini et al. [70] uses a neural network based classifier to determine
failures within a physics based digital twin of wind turbines. Even
though the digital twin is constructed as a simulation, test failure
reasoning is inferred using a black-box technique, reducing information
visibility throughout the model. This technique is further explored
by using a classifier completely independent of the digital twin and
cyber–physical system. Gao et al. [75] propose an anomaly detection
classifier developed to work with real-time inputs from any digital and
physical twins. Historical physical failure-free data as well as digital
twin historical data are used to train an anomaly classifier linear model
to provides insight into failure causes, but reduces information visibility
throughout the model.

7.4.4. Summary

Digital-twin-based testing for cyber–physical systems uses a variety
of white-box and black-box modelling techniques for designing digital
twins. Neural networks are the most common implementation of digital
twins, providing minimal data visibility within the model, but allowing
the digital twin to more accurately represent its physical asset [3,31].

Specialised techniques for modelling digital twins, especially around
electronic components, have been developed using mathematical rep-
resentation. This conversion of existing component specific equations
to digital twins has allowed for simpler modelling approaches where
more complex approaches are not required.

Failure classifiers can be useful in providing a data derived approach
to classifying erroneous behaviours, but their black-box nature can
restrict information visibility within that section of the model.

As defined in Section 4, multiple different contexts were required
for this review. These contrasting definitions made conducting this
section of the review cumbersome. As digital twins are an emerging
technology, this is not surprising but it would be useful to standardise
definitions across the field to limit the confusion when conducting
further reviews.

7.5. RQ4: How are test cases defined and how does this affect test inputs?

The testing procedures used to test cyber–physical systems are
briefly covered in Section 7.2 to provide an overview of the different
testing techniques used. This section explores how the test cases of
these testing procedures are defined across different studies and how
the inputs for those tests vary.

We split the test case types into three categories: ‘‘real-time moni-
toring’’, ‘‘predictive monitoring’’ and ‘‘specified scenarios’’. These cat-
egories allowed classification of each study and allowed for trends
in active (predictive monitoring and specified scenarios) and passive
(real-time monitoring) testing to be observed [28,47].

Table 7 outlines the distribution of different test case types com-
pared to the input selection across the primary studies.

7.5.1. Real-time monitoring
Real-time monitoring between sensors on a cyber–physical system

and the functional output of digital twin sensors allows for deviations
between the two to be detected. This allows for any failures related to
this to be found. This section investigates which sensors are monitored
for the studies in this review.

Monitoring all sensors for a system in real-time is the most common
technique found in this review. Xu et al. [74] and Grigoropoulos
et al. [72] both compare each sensor in the physical asset with that
of its digital twin to see if there are any deviations. This real-time
monitoring allows for any erroneous behaviour to be identified during
the run time of the system. This does, however, allow the system to
enter erroneous states and does not test any specific scenarios which
may be important.

Other studies, such as Peng et al. [64] and Milton et al. [66], provide
sensor monitoring in real-time for only specific sensors in a system.
This real-time approach provides the same benefits and drawbacks as
the approach above, but instead may ignore deviation in unnecessary
sensors to focus on those deemed more important. This approach may
not capture all causes of a failure as only system specific sensors
are monitored and therefore may miss other erroneous outputs not
captured by the sensors under test.

Li et al. [76] ignores sensor outputs in favour of monitoring timing
characteristics of a system compared to that of its digital twin. This
ensures that failures can be detected when a system is running faster
or slower than its digital twin as a deviation from the digital twin would
imply that there is a failure in the physical asset.

7.5.2. Predictive monitoring
Predictive monitoring uses real-time monitoring of sensors within

a system to predict if failures will occur. This is more of a proactive
measure compared to the techniques outlined above as the system will
be prevented from entering a state with a failure.

Xia et al. [58] and Cioroaica et al. [77] both use predictive mon-
itoring to test that a user input on a physical asset can be safely
performed by first simulating the end result on a digital twin before
allowing the physical asset to follow. This approach does however
require more computational power compared to other real-time sensor
derivation methods and would introduce some latency into user inputs
to the system. We found the fact that so few studies used predictive
monitoring interesting as digital twins allow for increased predictive
power.

7.5.3. Specified test cases
As well as monitoring a system for failures in real-time, some cyber–

physical systems use specified test cases to ensure performance of the
system in specific circumstances do or do not cause failures.

Xiong et al. [67] tests erroneous test scenarios which put the system
under test into a state to detect failures which occur. This ensures
that the digital twin is able to detect these states and report them
accordingly. Due to the real-time nature of digital twins, very few
studies used specified testing scenarios.

7.5.4. Summary
Section 3.2 provides classifications for digital twins as supervisory,

interactive or predictive. The testing procedures found in this research
question allow for an understanding of how digital twins of these
classifications are used in testing. Most studies found interactive digital
twins as they allowed for real-time monitoring to be achieved. These
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Fig. 7. Word cloud of primary study abstracts.

Table 8
Publication venues of the primary studies.

Publication venue Count

Journal of Manufacturing Systems 2
Transactions on Power Electronics 2
Annual Conference of the PHM Society 1
Asia Conference on Power and Electrical Engineering 1
Automation in Construction 1
Conference on Software Testing, Verification and Validation 1
Cyber-Physical Systems Security and Privacy 1
IEEE Access 1
IEEE Systems Journal 1
Int. Conference on Advances in Artificial Intelligence 1
Int. Conference on Artificial Intelligence in Electronics Engineering 1
Int. Conference on Cyber-Physical Systems 1
Int. Conference on Industrial Internet 1
Int. Conference on Mechanical, Electric and Industrial Engineering 1
Int. Instrumentation and Measurement Technology Conference 1
Int. Symposium on Distributed Simulation and Real-Time Applications 1
Int. Symposium on Software Reliability Engineering Workshops 1
Journal of Energy Storage 1
Journal of Engineering 1
North American Manufacturing Research Conference 1
Sensors 1
Sustainability 1
Symposium on Information Control Problems in Manufacturing 1
Workshop on Cyber-Physical System Security 1

techniques change the physical asset’s behaviour in response to the
testing. A few studies, however, described predictive digital twins,
further making use of the predictive capability of some digital twins. A
future push towards more predictive digital twins would provide more
predictive testing.

7.6. Publication trends

This section briefly summarises the publication trends of both pub-
lication venues for the primary studies in the area of cyber–physical
system testing using digital twins, as well as the abstracts of the studies
found within this review.

As is shown from Table 8, we outline the publication venues for
the primary studies of this review. There are very few publication
venues with multiple publications in the area of digital-twin-based
cyber–physical system testing. This trend suggests that there is no

specialised publication venue for this topic. This is expected for such
an emerging technology, but the recent adoption shows that more
specialised publication venues may be needed.

Fig. 7 shows a word cloud of the distribution of popularity of words
and phrases within the abstracts of the accepted studies. It is interesting
to see trends found from the results of the research questions found
within this word cloud, such as the importance of failure diagnosis as
well as the prevalence of digital twin testing for cyber–physical systems
in manufacturing.

8. Discussion

In this section, we discuss the findings of this review, firstly dis-
cussing information arising from the methodology of the review, we
then consider the results and the research questions, and finally reflect
on the scope of this review.

8.1. Methodology discussion

This section explores the difficulties found during the creation of
this review and possible solutions to those problems. We outline these
issues in order to help future reviews and studies in this topic area.

8.1.1. Definitions of digital twins are fluid
How the technology of digital twins is defined is very different

dependent on where you look. Section 3 explores several different
definitions [4,8,21] as well as an applied definition in a digital twin
framework [5]. Section 6.2.5 explored the expert opinion on the dis-
parity of a definition and how it could negatively affect the use of grey
literature in this review. As part of the inclusion and exclusion criterion
IC3 and EC1 found in Section 6.2.4, this review screened studies based
on their definition of a digital twin. This variety of definitions caused
a large number of studies to be included in the initial search and then
rejected during screening based on their definition of a digital twin.
This is not a new problem as highlighted by Fuller et al. [6] stating
that a standardised definition should be adopted.

A more concrete definition for digital twins would allow more
reliable publication and identification of relevant materials. There have
been attempts to standardise a definition; the British Standard for
digital twins [41] aims to provide standardisation in digital twins, but
some communities disagree with it due to its narrow scope focusing
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primarily on manufacturing based systems. This review followed the
definition set out by Eyre et al. [4] of a digital twin as it provides
a relatively broad scope, yet does not include model based testing
approaches such as hardware-in-the-loop testing. However, it could also
be argued that imposing such a definition could stifle innovations in the
form of new types of digital twins.

8.1.2. Digital twins are multidisciplinary

This review approached digital twins from a software testing per-
spective. In doing so, terms such as white-box, black-box and grey-box
caused a lot of difficulty due to their uses in an engineering modelling
context [3], as well as a software testing context [33]. This confusion
in terminology caused challenges in both understanding the literature
and writing this review.

In the future, publications could accommodate this by specifying
context, especially when both engineering and software testing ele-
ments are present. This would reduce confusion and allow for a more
accessible research field.

8.1.3. No concrete taxonomy for industries

The lack of an accepted taxonomy to cleanly split up different
industries and sectors made answering RQ1 complicated as finding
trends in different applications would have been very difficult without
the ability to create groupings. We proposed the use of GICS [42]
to solve this problem as it provided a multi-level definition for each
industrial sector which allowed for simple classification of each study
within this review.

Adoption of a universal taxonomy for aggregating applications into
different industrial applications would allow for future reviews of tech-
nology with industrial application to proceed with an agreed standard.

8.2. Results discussion

This section discusses the results of the review. Observations from
the results are highlighted and how this may affect the future directions
of digital-twin-based cyber–physical system testing are investigated.

8.2.1. Industry 4.0 has affected adoption areas

The push for smart manufacturing as part of industry 4.0 has
allowed for digital twins to be more prominent in manufacturing and
other similar industrial applications [9]. This can be seen mirrored
in the results to RQ1 with manufacturing, as well as other industrial
applications, dominating the areas in which digital-twin-based testing
is performed. This exemplifies the idea that digital twins are made to
a high quality in established industries to ensure complex and modular
systems, such as manufacturing plants, function correctly [43].

Industry 4.0 includes more applications than just manufacturing.
Smart cities and autonomous vehicles are examples of systems with
strong connections to industry 4.0, explored in Section 3.3, but were
not uncovered as part of this review [22,23]. Smart cities are not
covered by our definition of cyber–physical systems as they are defined
as a system of systems. Therefore, smart cities were not within the scope
of this review. Autonomous vehicles, however, could be defined as
cyber–physical systems but were not captured by our search protocol.
We assume this lack of literature is due to the early adoption of digital
twins and that testing techniques will evolve as the subject matures. We
believe that future work into the evolving implementation of testing
procedures for applications such as this would be an intriguing avenue
for future work.

8.2.2. Digital twins are becoming more accessible
Two studies [72,73], which fit into the information technology

sector of the global industry classification standard [42], were found in
the results for RQ1. These studies both used ‘‘off the shelf’’ modelling
technologies to create their digital twins. The accessibility of digital
twin building software, also mentioned in Section 6.2.5 with Amazon’s
twin maker [11], allows for easier adoption of the technology. As the
technology becomes more accessible, this may require better standards,
especially in safety-critical contexts, to ensure safety with physical
assets.

Expansion of digital twins into new areas does, however, provide
future challenges. The current British Standard for digital twins [41]
focuses on digital twins in a manufacturing context and does not
provide standardisation for implementations outside of this area. Future
modifications to existing standards may be required to account for the
adoption of digital twins into new areas.

8.2.3. Application specific testing techniques are beginning to emerge
Most of the testing techniques found in this review followed the

technique of monitoring sensors and finding failures in their diver-
gence. This trend is expected due to the infancy of using digital twins
to test cyber–physical systems, especially in collaborative and mod-
ular systems [5] where a non-specialised approach may be adopted
quickly. Results for both RQ1 and RQ4 uncovered that battery applica-
tions [64,65] of digital-twin-based testing followed the same, slightly
more specialised, technique outlined in Sections 7.2.1 and 7.5.1 by
modelling the degradation of the battery using existing battery mathe-
matical techniques. This shows that specialised testing techniques are
emerging.

8.2.4. Digital-twin-based conformance testing
Section 2.2 outlines four testing objectives present in testing cyber–

physical systems. In this review, we found the majority of systems use
conformance testing and that digital twins adapt the way in which
conformance testing is performed. In digital-twin-based conformance
testing, the oracle is defined as the digital twin, providing a dynamic
representation for the expected behaviour of the cyber–physical system.
This is different to traditional conformance testing which uses a static
oracle. Due to this, digital-twin-based testing assumes that the digital
twin is correct. We further explore the difficulties of a dynamic digital
twin oracle in Section 8.2.6. It is interesting to see digital-twin-based
conformance testing emerging as its own domain specific testing style
in such a new area of application.

The studies in this review focus mainly on conformance testing
with only Eckhart et al. [53] testing specifically in a security context.
Milton et al. [66] briefly mention robustness and fragility testing, but
more adoption of these testing objectives would be paramount for
ensuring the rigorous testing of cyber–physical systems by digital twins.
Work towards including these testing objectives would allow more
comprehensive testing techniques within the stochastic environments
of cyber–physical systems.

We were surprised to find that the majority of current testing tech-
niques use failure monitoring for conformance as opposed to a variety
of different techniques. The lack of diversity presents the infancy of
the field as very few application specific testing techniques have been
developed. As this area matures, we expect a broader range of testing
techniques to be incorporated as well as failure monitoring.

8.2.5. Correctness of the digital twin is favoured over causality
The results found in RQ2 and RQ3 show a favouritism towards

neural network based digital twins derived from correctly functioning
historical data over simulation techniques derived from specification.
Neural network based techniques allow for the digital twin to more
correctly follow real life functionality which is important when finding
failures in a running system [31]. This trend also fits an emerging
technology as it allows for digital twins to be developed after the
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fact, as opposed to during development of the cyber–physical system.
Simulation based techniques, although they allow for visualisation,
trade off accuracy for explainability and information visibility [3,31]. A
lack of explainability in testing can cause more time debugging due to
less information about the cause–effect relationship within the digital
twin.

However, this trade-off of accuracy for explainability can be ac-
counted for due to the use of neural network classifiers [48] to provide
more insight into test failures. This can be seen reflected by the large
number of grey-box techniques found in this review.

8.2.6. Oracle correctness is not tested

This review found that digital twins are used as the oracle when
performing digital-twin-based testing against a cyber–physical system.
Ensuring that the digital twin is working correctly in line with how the
system should work is not mentioned in any studies within this review.
The oracle correctness assumption states how oracles are assumed to be
correctly functioning in software testing due to their derivation [49],
although others argue that erroneous test oracles can occur and cause
more problems as part of the debugging process [50]. Neural networks
follow the oracle correctness assumption as they are assumed to be
inherently correct in the way they are derived.

8.2.7. Digital twin prediction is underutilised

The results found in RQ4 show how real-time monitoring of when
a cyber–physical system deviates from its digital twin is the most
common form of testing found in this review. This approach allows for
finding when a system enters an erroneous state but also still allows
the system to first enter that state. The studies which use predictive
monitoring in this review [58,77] do not allow for a system to enter an
erroneous state but instead simulate ahead to prevent this.

Due to the predictive nature of some digital twins [9], this could
be an interesting area for digital-twin-based testing to move into in
the future to allow for a more proactive testing approach, especially in
safety-critical roles where a system entering an erroneous state could
cause harm.

8.2.8. Testing is mostly passive rather than active

RQ4 outlines the different types of test cases found in this review.
Passive testing makes up the majority of testing techniques through
real-time monitoring as opposed to active testing which can only be
seen in one study through specific test scenarios [67].

Although testing is typically active with specific test cases and
chosen inputs to reveal system behaviour [28], passive testing can
also be used to monitor systems in real-time to ensure verification
at run time [47]. As this subject matures, more specialised ways to
incorporate active testing to complement the current passive testing
would provide more reassurance in systems, especially in those which
are safety critical.

8.2.9. Specific sensor testing is not always clear

RQ4 found that many studies within this review only used specific
sensors on a system and its digital twin to test for failures. A large
number of studies state that general sensors are used or do not specify
which sensors are used during their testing. This lack of specification
does not necessarily mean that all sensors are used in all cases, making
it unclear whether specific sensors were used or not.

Grigoropoulos et al. [72] does not specify what data is relayed be-
tween the drone and its digital twin so it was classified as using general
sensors in Section 7.5. In practice, only specific data would be shared
between the two entities but it is unclear what that data is. This reduces
the reproducibility of the studies as it does not comprehensively outline
the testing technique used.

8.3. Review validity

In Section 6.2 we state that this review follows steps in accordance
with Kitchenham et al. [36]. As part of this, it is important to explore
both the internal and external validity of the review. Zhu et al. [51]
takes this a step further by introducing construct validity as well as
conclusion validity as well. This section will explore each of these
validities and how this review may be threatened by each.

8.3.1. Construct validity
Construct validity focuses on how the review was constructed and

specifically on the protocol used to obtain the studies. As explored in
Section 6.2.1, the digital libraries used to find studies were chosen
and tested to ensure they were inclusive of a set of test studies and
then further expanded using snowballing, explored in Section 6.2.2,
to find studies outside of the ones initially available. Section 6.2.2
also explores how the search string was generated and improved it-
eratively with the help of some automation techniques expressed in
Section 6.2.3.

Although this process was thorough and ensured that a test set of
studies could be found, it is still possible that studies were missed,
especially due to the non-concrete definition of digital twins, which is
discussed in Section 8.1.1.

8.3.2. Internal validity
Internal validity ensures that the cause–effect relationship of the

methodology and results within the review are trustworthy. The search
protocol, outlined in Section 6.2, was developed by one researcher
which could be argued to introduce selection bias when executing the
protocol. To reduce this bias, the protocol was reviewed by two co-
authors who suggested changes and improvements to ensure there was
no selection bias. Only when all authors were satisfied was the protocol
executed.

8.3.3. External validity
External validity concerns how the results of the review are applica-

ble to the subject area, which in this case is digital-twin-based testing
for cyber–physical systems. Due to the lack of comprehensive definition
of digital twins, as outlined in Section 3, it could be argued that this
review is not valid for digital twins which do not fit the definition used
by this review [4]. To minimise this threat to validity, a definition for
digital twins in this review was outlined in Section 3 to ensure the
domain in which this review is valid is more concrete.

8.3.4. Conclusion validity
Conclusion validity is defined by how reproducible the review and

its results are. To ensure the results were reproducible, this review
followed the steps outlined in Kitchenham et al. [36] to ensure the
search methodology, outlined in Section 6.2, is both systematic and
comprehensively documented. This validity is also vulnerable to the
subjective definition of digital twins, outlined in Section 3, as the
studies selected would differ based on this definition. To help combat
this, a concrete definition of digital twins was outlined in Section 3.

9. Conclusion

This review produced a systematic search protocol which found
480 studies, manually reduced them to 26 through the use of abstract,
introduction and full text screening. There are no other reviews which
could be found on the topic of digital-twin-based testing for cyber–
physical systems. We have provided an overview of the current testing
landscape as well as outlined suggestions and future research areas in
this field.

We found that the infancy of digital twins, especially in cyber–
physical system testing, has caused issues in the writing styles of
current literature. The lack of a concrete definition made determining
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which literature is relevant to our review somewhat ambiguous. Ensur-
ing a specification of data exchanged between the digital twin and its
physical asset is presented guarantees reproducibility in future studies.
The British standard for digital twins [41] provides some standardis-
ation in this area, but is limited to manufacturing based applications.
Future expansion of this standard into the emerging application areas
found within this review could help its adoption. Further extension of
this standard to include standardisation of oracle testing within the
field would also be beneficial as we found a lack of oracle testing in this
review. Increased confidence in failure detection due to better oracle
testing allows for increased adoption and provides more predictive
safety techniques to engineers.

Our research questions uncovered dominant and emerging areas
that use digital-twin-based testing techniques. We outlined non-
specialised testing techniques and the emergence of application-specific
testing techniques. We found the use of specialised and derived oracles
most common and that this affects the information visibility available
for testing throughout the digital twin model. Real-time monitoring is
currently the most common approach to testing using digital twins,
with only very few studies using predictive digital twin capabilities in
their testing.

As the subject matures, expanding testing to focus more towards
active testing as well as expanding from primarily conformance testing
could allow more testing potentials of digital twins to be adopted.
Understanding and testing for the stochasticity of physical environ-
ments in which cyber–physical systems exist would provide a more
rigorous form of testing to provide better confidence, especially in
safety-critical systems. These safety-critical systems would also benefit
from the predictive power of digital twins as a technology in their abil-
ity to proactively simulate ahead and prevent failures, saving money
and preventing harm.
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