
1. Introduction
Floodplains have long been a focus for human occupation across the world covering more than 2 × 10 6 km 2 
(Tockner & Stanford, 2002), providing homes and livelihoods for hundreds of millions of people throughout 
Africa (Dunne & Aalto, 2013; Leauthaud et al., 2013; Rebelo et al., 2010). Although floods are hazardous to 
property and human lives, annual flood cycles provide moisture, and fertile soils upon which floodplain commu-
nities depend (Cai et al., 2017). In Zambia alone, wetlands are estimated to contribute around 5% of gross domes-
tic product (GDP), disproportionately supporting the poorest people (IWMI, 2014).

Over recent decades, changing hydrological dynamics of large African wetlands has threatened the traditional 
systems of living alongside floods (e.g., Zimba et al., 2018). It is expected that these changes will be amplified 
in a warming climate, with Alfieri et al. (2017) estimating that a 4° rise in global temperatures could result in 
a 500% increase in flood risk for 70% of the global population. In the Barotse floodplain in Zambia, for exam-
ple, flood magnitudes have increased but the timing of the peak flood has also become more variable (Cai 
et al., 2017), damaging food and income sources and challenging existing land use practices.

Floods also have serious effects on health systems (Schatz, 2008). The large floodplains of sub-Saharan Africa 
are especially vulnerable, as the ratio of people to health facilities can be 1:50,000 (Faruk et al., 2020). Changing 
floodplain inundation dynamics affects this already challenging health service access. Moreover, local disease 
dynamics (e.g., diarrhea, cholera, malaria) are influenced by the presence and persistence of floodwater in prox-
imity to human settlements. With 93% of global malaria cases reported in sub-Saharan Africa intrinsically linked 
to water bodies via the breeding habitat of the Anopheles mosquito vector, understanding the location and timing 
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of floodplain inundation both at present and in the future is critical to building climate resilient health systems 
(WHO, 2019).

Recent efforts have focused on providing accurate maps of surface water body availability using radar satellite 
data (e.g., Hardy et al., 2019) to assist the targeting of disease control interventions. However, these important 
contributions offer no predictive capacity required to inform agricultural practices, malaria control activities 
or health system plans. The impact of changing hydrometeorological conditions in sub-Saharan Africa is diffi-
cult to assess given the nonlinear relationship between flood hazard and rainfall anomalies (Coughlan de Perez 
et al., 2017; Stephens et al., 2015) resulting in observed changes in flood timing that are larger than variability 
in rainy season onset and duration (Ficchi & Stephens, 2019). Yet, hydrological observations remain sparse in 
large African floodplains (Cai et al., 2017; Zimba et al., 2018) which presents challenges for the application of 
hydrodynamic models to simulate flood dynamics over such large landscapes.

Global Flood Models (GFMs) can provide a broad indication of changing flood hazards across large areas. 
However, an intercomparison exercise of GFMs showed considerable variability in estimates across Africa (Trigg 
et  al.,  2016) and early validation efforts indicate that flat extensive floodplains are especially challenging to 
model correctly (Bernhofen et al., 2018). Such global models are currently limited in what they can be used to 
predict (Ward et al., 2013) and are based on relatively coarse global terrain data (Yamazaki et al., 2017). Hydro-
logical processes are not integrated into hydrodynamic calculations but rather included in the boundary condi-
tions and often based on synthetic approaches (Grimaldi et al., 2013, 2019; Pappenberger et al., 2012; Sampson 
et al., 2015; Wing et al., 2017). GFMs necessarily overlook local hydrological processes that can be significant 
for local inundation dynamics (Rajib et al., 2020).

More accurate simulations of the annual inundation of floodplains are achievable using 2D hydraulic models. 
Recently, several studies have used the 2D-simplified hydrodynamic model LISFLOOD-FP (Bates et al., 2010; 
Neal et al., 2012) to model fluvial flooding patterns over large African floodplains, including the Logone flood-
plain in Cameroon (Shastry et al., 2020), the Oti River in West Africa (Komi et al., 2017), and the Congo in the 
Democratic Republic of the Congo (O'Loughlin et al., 2020). While satellite remote sensing of flood extents 
permits model calibration based on flood extent, data availability remains a challenge both for model setup and 
calibration and the ability of many standard methods to identify vegetated water bodies accurately is limited, as 
demonstrated for the Barotse floodplain in Western Zambia by Hardy et al. (2019). The focus of previous models 
has been on simulating the flood peak with models optimized for replicating maximum flood extents, while 
the applications identified above, especially estimation of the spatiotemporal variability in Anopheles mosquito 
vector habitats, require simulation of the full annual flood cycle. The same requirements can also be used in 
understanding healthcare facility access. Studies that have explored the calibration of hydrodynamic models 
throughout the flood cycle using multiple data sets, have demonstrated both the complexity of achieving such a 
simulation and the need for further research into developing models for this purpose (e.g., over the Amazon (Pinel 
et al., 2020; Rudorff et al., 2014) and Mekong (Dung et al., 2011) rivers.

The aim of this study is to determine the dominant hydrological processes of the Barotse Floodplain (Western 
Zambia) through the development of a hydrodynamic model designed to model the annual flood cycle. Model 
calibration is based on both river gauge data and observed satellite inundation extents over multiple time slices 
covering both the flood peak and the flood drawdown period. A global sensitivity analysis is then used to indicate 
the significance of each model parameter and thereby improve our understanding of both floodplain processes 
and the modelling of these processes (Beven, 2007). Using the knowledge gained from the model, the effect of 
recent floodplain modifications, specifically the construction of a causeway and dredging of canals funded by 
the World Bank Climate Investment Fund, on the floodplain hydrodynamics will be evaluated. These will be 
evaluated in the context of changes to the peak flows and extents but also the length of time that regions in the 
floodplain remain inundated, which links to other local management priorities of malaria vector habitat formation 
and healthcare access.

2. Barotse Floodplain
The Barotse Floodplain is a major hydrological feature of the Upper Zambezi river system. The region, a desig-
nated Ramsar site, is dominated by grasslands, overlaying a deep layer of Saharan sands (Ramsar, 2007). The 
floodplain is 250 km long and 50 km wide, with an extremely low downstream gradient; the elevation difference 
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along the north-south valley axis is just 30 m. At the northern point of the floodplain, the Zambezi drains a 
catchment of around 300,000 km 2, while several tributaries including the Luanginga and Luena Rivers have a 
confluence with the Zambezi in the Barotse floodplain (Figure 1). The wet season typically lasts from November 
to January driven by rainfall from the north-south movement of the Intertropical Convergence Zone (ITCZ). The 
floodplain is flooded annually, with the typical annual flood cycle characterized by a discharge minimum in 
September, the onset of flooding in early March, peak discharge in April and a return to in-channel flow occur-
ring by early June (Ramsar, 2007). However, flood waters persist well beyond the flood recession within discon-
nected negative relief assemblages that are characteristic of large river floodplains (Lewin & Ashworth, 2014). 
Due to the low gradient the floodwaters move slowly through the floodplain, with relatively few topographic 
features to impede flow paths.

The regularity of the flooding dominates the lives of the local inhabitants of the floodplain with seasonal move-
ments of people and villages to and from high ground occurring around the onset and recession of the flooding 

Figure 1. Barotse Floodplain with the locations of the model domain, main river network, canals, causeway, and selected 
health facilities. Background elevation shading is derived from TanDEM-X1 terrain data. Inset: an example of a restored 
canal with the location highlighted on the main map.

 19447973, 2022, 11, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2021W

R
030107 by <

Shibboleth>
-m

em
ber@

leeds.ac.uk, W
iley O

nline L
ibrary on [05/01/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Water Resources Research

WILLIS ET AL.

10.1029/2021WR030107

4 of 20

(Cai et  al.,  2017). Recent development and modification of the floodplain includes the construction of the 
Mongu-Lutwi causeway in 2014, the first large scale and permeant infrastructure in the floodplain, containing 26 
bridges and spanning the width of the floodplain. The floodplain canal network has also been modified. Tradi-
tionally, this activity was undertaken by local communities (Chikozho & Mapedza, 2017) but canal maintenance 
has reduced in recent years, and many channels became inaccessible (The World Bank, 2010). As part of funding 
by the Climate Investment Funds initiative, in 2014, the World Bank restored 250 km of canals in the floodplain 
that had become unusable (BRLi and NIRAS, 2014), and has restored canal access to large parts of the floodplain.

Hydrological modeling of the Upper Zambezi catchment using the Soil and Water Assessment Tool (SWAT; 
Arnold et al., 1998) and semidistributed HBV (Lindström et al., 1997) rainfall-runoff models have been under-
taken previously to investigate water resourcing problems (Cohen Liechti et al., 2014; Kling et al., 2014) and to 
evaluate the use of radar altimetry in river monitoring (Michailovsky and Bauer-Gottwein., 2014). The chang-
ing patterns of floodplain inundation extents through time was recently investigated by Zimba et  al. (2018), 
by coupling MODIS and LandSAT 8 remote sensing data with river gauge data. Flow gauge data indicated a 
downward trend of floodwater volume through the period 1954 to 2004, with the pattern of rainfall in the upper 
catchment and evaporation rates in the floodplain identified as the drivers for annual variations in floodplain 
water volume and the timing of inundation.

3. Methodology
The Barotse floodplain hydraulic model was developed in two phases. First, a general model configuration phase 
was used to identify the key hydrological processes to be included (Section 3.1). Once the basic model config-
uration was determined, the model was calibrated and validated based on the parameters selected from the first 
phase, and using multiple model evaluation functions. This included a time slice observed water extent approach, 
where multiple overpasses from the optical LandSAT 8 satellite imagery archive are used to evaluate model 
output, alongside gauge data (Section  3.2). In order to understand the calibration/validation model results, a 
variance-based sensitivity analysis phase was then undertaken to quantify the impact of the input parameters on 
model results (Section 3.3). Finally, the calibrated hydraulic model was used as the basis for a high-resolution 
model capable of replicating more detailed processes in the floodplain (Section 3.4), and to evaluate the impact 
of the modifications to the floodplain.

To assess the impact of the modifications to the floodplain, two annual events (2009 and 2018) are used in the 
calibration, validation and sensitivity tests which provide similar values of peak discharge before and after flood-
plain modifications (Figure 2). These events were among the largest in the Lukulu gauge record that are contem-
poraneous with cloud-free LandSAT imagery that cover similar points in the flood cycle. For both events, all sets 
of simulations defined for the calibration are used to understand how modifications to the floodplain have altered 
both the calibrated values and the significance of each parameter on model results, thereby extending beyond a 
simple validation exercise.

3.1. Model Configuration

The model configuration stage was used for three purposes; identifying data sets and models for the study, iden-
tifying the important parameters and inputs of the model, and creating value ranges for those parameters with 
which to calibrate and validate the model. Broadly, the main parameters to be calibrated were Manning's n for 
channel and floodplain, infiltration rates of the soil, evaporation rates from the floodplain, and the depth of the 
river channel. For each parameter, we introduce a sampling distribution based on the ranges of values for the 
parameter which are used in the selecting values for calibration and validation. These can be seen in Table 1.

Floodplain hydraulics were modeled using the LISFLOOD-FP hydrodynamic model (Bates & De Roo, 2000; 
Trigg et  al.,  2009). Floodplain flow is modeled with the “acceleration” formulation, a simplified version of 
the governing shallow water equations (Bates et al., 2010). In this floodplain calculation formulation, the local 
convective term is dropped from the governing equations and can be used when the hydraulic conditions are 
dominated by low velocity subcritical flow (Neal et al., 2012). In these situations, the uncertainty associated 
with the numerical model has no greater impact to overall model results than uncertainties associated with other 
model inputs (Willis et al., 2019). LISFLOOD-FP also contains multiple methods for determining channel flow 
in the river network: an integrated 1D model that uses the diffusion approximation of the shallow water equations 
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(Bates & De Roo,  2000) and a subgrid channel method that represents channel flow as a component of the 
intercell flux calculation (Neal et al., 2012). A recent study using LISFLOOD-FP to model the hydraulics of an 
African floodplain successfully used the subgrid approach (Shastry et al., 2020), so both approaches to repre-
senting channel flow were tested in this study at the low resolution and high resolution. While both approaches 
performed sufficiently well at the low resolution, it was found that the 1D channel method was better at capturing 
the drying of the floodplain in the recession phase of an event for high resolution simulations, and was selected to 
represent the channel in this study. The 1D approach does have a compromise in the linking of the Little Zambezi 
to the main Zambezi channel, requiring flow to pass between the 2D domain, before reentering the 1D domain. 
This compromise was considered less critical than the ability of the overall model to replicate the flow patterns 
throughout the year. Considering the ability of the subgrid approach to perform at a high standard in other flood-
plains, the selection of the 1D model maybe specific to this location.

The dimensions of the model domain were determined based on the location of major rivers, channels, and river 
gauge locations (Figure 1). In order to capture the full range of flood mechanisms for the Barotse, the model 
domain was extended to include the Kabompo and Lungwebungu channels. TanDEM-X1 terrain data (from 
2016) (Wessel et al., 2018) was selected for high-resolution floodplain terrain data. The terrain data are derived 
from interferometric synthetic aperture radar (InSAR) which has base resolution of 0.4 arc sec (∼12 m) and a 
vertical accuracy rating for floodplain of ∼2 m (Wessel et al., 2018). The terrain data are filtered for noise, vege-
tation, and water, using imagery segmentation (Shepard et al., 2019) to create a Digital Terrain Model (DTM) 
for use as the input to the model. As the region is dominated by grass with a consistent year-round coverage, 

Figure 2. Hydrographs for the Lukulu river gauge for the River Zambezi for the (a) 2009 and (b) 2018 annual flood events 
with corresponding LandSAT-based model evaluation points indicated.

Parameter Range Distribution

Floodplain n 0.01–0.06 Uniform

Channel n 0.01–0.03 Uniform

Infiltration (mm h −1) 0.2–20 Uniform

Evaporation (mm d −1) 3.4–6.6 Gaussian (mean = 4.8)

Channel Depth (m) 3.5–5.5 Gaussian normal, based on bathymetry data

Table 1 
Parameters and Sample Range for the Model Inputs in the Calibration/Validation and Sensitivity Analysis
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with typical heights of 10–20 cm, issues relating to errors caused by vegetation are assumed to be less significant 
than other errors in the model input data. The suitability of TanDEM Data in hydraulic flood modeling has been 
established by Archer et al. (2018), although it was highlighted that more robust data smoothing techniques are 
required. The results presented here should be considered within this context.

Terrain data were sampled to 900 m for the calibration simulations and resampled to 100 m for high resolution 
model runs. The motivation behind this approach is computational cost. The 900 m model run completes an event 
in around 1%–2% of the time the 100 m model, ensuring that more simulations can be completed and a more 
comprehensive calibration exercise completed. We stress that this approach is applicable in this study, based on 
the assumptions that the main hydrodynamic processes will be relatively independent of the cell size, due to the 
underlying topography (low slope with no significant macrotopographical features), and the low velocity nature 
of the flood events. The same approach could not be used in more complex hydrological environments. This 
assumption is justified here via the similar performance of the 100 and 900 m models when compared against the 
observed data for both 2009 and 2018 events.

Bathymetric data were collected from a 40  km stretch of the river (Figure  3). These data were used in the 
high-resolution 1D model and the depth parameter for the sub-grid model, which defines the depth of the channel 
for both the subgrid model (Neal et al., 2012). The bathymetric data were collected from a Garmin EchoMap 
chirp 45cv depth sounding sonar mounted to a Bayliner 170 boat. GPS coordinates were used to map the location 
of the depth points. A total of 50 cross sections and 20 thalweg (longitudinal) sections were collected from the 
main river network, including the main Zambezi channel the Luanginga tributary, and some of the anabranch 
channels as can be seen in Figure 3. Cross section sample locations were selected to include meanders and straight 
sections of river. A consistent low speed (around 8 km hr −1) was maintained to ensure a constant bow profile 
for the boat and consistent measurements. On average, 35 sample points were taken for each cross section, with 
a spatial resolution of around 10 m. Thalweg sections were sampled at meanders and straight sections, with the 
precise location of the sample sections based on assumptions of dominant flow paths in channels. Each section 
was surveyed with the same approach and resolution as the cross sections, with lengths of samples ranging from 
500 m to 1.8 km.

Figure 3. Location of the river cross sections and thalweg sampling locations. River cross sections are shown and 
summarized in the inset graph.
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Broadly, the main channel ranged in a maximum depth of between 3.6 and 5 m. A bathymetric model was created 
from these survey data (Figure 3). In the absence of a complete survey, these data were used to define a constant 
channel depth for the whole reach, the value of which was calibrated based on sampling possible depths from the 
bathymetric model. The range of depths were sampled from a normal distribution based on the field measure-
ments. Initial water depths in the channel were also considered and included in the calibration, but were shown 
to be insignificant to model performance.

River flow data were used as inflow boundary conditions. These were determined from the Water Resources 
Management Authority (WARMA) river gauges (Figure 1) that record daily maximum depths with a discharge 
value, estimated from a rating curve calculation. The main inflow to the model region comes through the Lukulu 
gauge, which records flow on the River Zambezi and represents 85% of the total inflow to the model. Additional 
tributary inflows are also highlighted in Figure 1, with a further gauge in the Luena valley being located outside 
Figure 1. As three channels contribute flow to the Lukulu gauge, the inflow for the main channel was adjusted to 
account for the additional inflows from the Lungwebungu and Kabompo river.

Initial model runs were completed without water loss mechanisms but failed to capture the drawdown at the 
end of the event. As the Barotse Floodplain is a hydrological sink of the River Zambezi, reducing the mean 
annual flow by 1.5% or an annual contribution of −17.6 m³ s −1 (The World Bank, 2010), water loss mechanisms 
were also included. A constant infiltration approach was used which did not significantly increase model runt-
ime and produced similar model results to a time variable approach using a range of possible rates determined 
from the dominant surface/subsurface material of the floodplain. In the absence of measured data, evaporation 
rates were derived from the Worldly 2 Global-Potential Evapo-Transpiration data set (Fick & Hijmans, 2017), 
which provides gridded monthly average values of potential evapotranspiration. Both infiltration and evaporation 
parameters were sampled from uncertainty ranges highlighted in Table 1. For both parameters, a uniform distri-
bution was assumed due to the lack of observation data with which to evaluate other distributions.

Manning's n friction parameters for the channel and floodplain were also calibrated (Table 1). The range of values 
for these parameters are based on dominant land cover of the floodplain, grasslands (The World Bank, 2010), 
and the dominant river bank material which are predominately unmodified sand/gravel mix. The ranges are those 
recommended in typical Manning's n tables (e.g., Chow et  al.,  1988), but extended to account for additional 
processes in the channel that are not observable at the macroscale. In LISFLOOD-FP and other hydrodynamic 
models, the selected value is an effective parameter—a parameter that compensates for physical processes not 
included in the governing equations of numerical code in the model. Therefore, a wider range of parameters is 
justified to ensure good model performance. A uniform distribution is assumed for the friction to reflect the equal 
probabilities of all friction values being representative of the underlying conditions.

The cross-floodplain causeway was incorporated into the terrain data by increasing the elevation of cells in the 
causeway footprint by 6 m (except at 26 bridge locations), and setting the Manning's n value of these cells to 0.015 
to reflect the concrete capping. The canal network was added to the model by modifying the 1D channel network, 
using design profile and depths from the Environmental and Social Impact report (BRLi and NIRAS, 2014), and 
used the same Manning's n value used for the main river channel network, as the canals are not modified beyond 
the initial dig and construction. We assume that significant geomorphic modification to the channel or floodplain 
has not occurred between the 2009 and 2018 events.

3.2. Model Evaluation, Calibration, and Validation

The models were assessed through two approaches. First, discharge is compared using the Nash/Sutcliffe Effi-
ciency (NSE) coefficient at the Senanga discharge/level gauge at model outflow (Figure 1), as in Equation 1:

𝑁𝑁𝑁𝑁𝑁𝑁 = 1 −

∑𝑛𝑛

𝑖𝑖=1
(𝑜𝑜𝑖𝑖 − 𝑚𝑚𝑖𝑖)

2

∑𝑛𝑛

𝑖𝑖=1

(

𝑜𝑜𝑖𝑖 − 𝑜𝑜
)2 (1)

where m is model data set, o is observed data, i is a time index and 𝐴𝐴 𝑜𝑜 is the average observed discharge value. NSE 
varies between 1 and −∞, where one is an exact match between modeled and observed discharge.

The second approach compares the modeled flood extent to the observed flood extent, extracted from LandSAT 
satellite data resampled to the model resolution using a nearest neighbor method. Comparison is made the using 
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the F 2 goodness of fit measure, also known as the CSI index (Aronica et al., 2002). The F 2 measure is a ratio 
of the region or number of cells where both modeled data m and observed data o coincide (either flooded or 
nonflooded) and the region or number of cells where the model and observed differ, as in Equation 2:

� 2 =
∑
(

��,�
1 ��,�1

)

,
(

��,�
0 ��,�0

)

∑

(��,�
1 ��,�1 ), (��,�

0 ��,�0 ), (��,�
0 ��,�1 ), (��,�

1 ��,�0 )
 (2)

where m is model data set, o is observed data, and ij is a cell reference. The F 2 value varies between 1 and 0, where 
one is an exact match between modeled and observed flooded cells.

LandSAT-derived water body extents were extracted using the Normalized Difference Waterbody Index (NDWI). 
For both the 2009 and 2018 events, multiple overpasses occur with complete coverage of the floodplain (see 
Figure 2), which allow the model to be compared at different phases of the flood cycle. Other methods to extract 
water bodies from imagery data sets such as the modified NDWI method (Xu, 2005) which can provide more 
comprehensive classifications of vegetated water were inappropriate as the majority of vegetation would be 
classified as wet following the end of the rainy season in January. The impact of rainfall on the overall flood 
waters is negligible, and using this classification would present the calibration/validation process with significant 
complications, as rainfall is not included in this model setup. The floodplain is also dominated by grasslands (The 
World Bank, 2010), rather than forest or canopy cover that might be typical to tropical floodplains. Therefore, the 
NDWI approach is preferred, despite the limitations, such as the inability to identify water bodies beneath tree 
canopies and relative age of this approach.

The causes behind variations in model performance were examined using flood inundation likelihood maps. Such 
maps represent the number of times an individual cell is modeled as being inundated in the range of simulations 
in the calibration/validation phase and offer a representation of the spatial variation in model performance. The 
value of cell ranges between 100% and 0%, where 100% is given when a cell has flooded in all simulations and 
0% where it has not flooded in any of the simulations (Aronica et al., 2002).

Using these two-evaluation metrics for model calibration/validation, we follow the multiple-objective approach, 
whereby the optimal model is located within the Pareto front of sampled simulations (Dung et al., 2011). Since 
this approach selects a set of parameters that has a high level of performance across multiple evaluation methods 
(rather than a single evaluation method), this parameter set is often a compromise that performs well across all 
objective functions. For the calibration/validation, a systematic sampling approach was used to create a set of 
simulations that covered the range of values for each parameter. Four hundred samples were taken to create the 
simulations which were used for the calibration/validation and to construct the emulator detailed in Section 3.3. 
The 400 simulations were repeated for 2009 and 2018, with the parameter set that provided the optimal perfor-
mance for the 2009 event being validated in the 2018 event to ensure equal response to both events from the final 
model. Repeating the same parameter sets for both events provides the means to explore how parameter sets 
change over the simulation space.

3.3. Sensitivity Analysis

Sensitivity analysis was undertaken to quantify the significance of the effect each parameter has on model results, 
thereby both determining how much effort needs to be considered in establishing each parameter and improving 
understanding of key processes in the model. Typically, variance-based approaches, such as the Sobel functions, 
are used to quantify the contribution of an input to model uncertainty (Hall et al., 2009, 2011), but are compu-
tationally expensive. We address this limitation through the creation of an emulator of the original computation 
code, based on the outputs of the model over a defined parameter space. This methodology is integrated into the 
Bayesian Calibration of Computational Codes, or BACCO approach (Oakley & O'Hagan, 2002) and has been 
used in previous studies investigating the uncertainties in calibrating hydraulic models (Hall et al., 2011). The 
outputs of the statistical model were mapped across a sampled input parameter space. In comparison to a full 
sensitivity analysis, a smaller number of simulations from the input parameter space were used with the original 
model to inform the emulator. From these training points a statistical approximation to the model was created, 
which returns the same value as the original model at the training locations while also providing a reasonable 
approximation to the interpolated values (with uncertainty evaluated using data points that were not used in the 
training process).

 19447973, 2022, 11, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2021W

R
030107 by <

Shibboleth>
-m

em
ber@

leeds.ac.uk, W
iley O

nline L
ibrary on [05/01/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Water Resources Research

WILLIS ET AL.

10.1029/2021WR030107

9 of 20

Once a statistical fit was achieved, the emulator was used for variance-based style sensitivity analysis, in 
which the contribution of a parameter to overall model variance is described in percentage terms (see Oakley 
& O'Hagan, 2002 for further description). The BACCO approach applied a Gaussian Process emulator, which 
assumed that the model responds smoothly to changes in the model inputs and that this model response was 
normally distributed. A structured sampling process was used to create the input parameter space based on ranges 
of the six parameters in Table 1. The sample size was increased until convergence of the emulator was achieved. 
For this study, an emulator was built for each of the objective functions, although the same model training points 
could be used for each. The simulations used as training points for the emulator were also used as the simulations 
for the calibration and validation exercise. This was possible, as the coverage of the parameter space to create a 
sufficiently high-quality emulator by the training points can also be assumed to provide sufficient coverage to 
calibrate the model, and is distinct advantage is using an emulator approach for sensitivity testing. Using a 20% 
cut estimate for cross validation resulted in a range of root mean square relative error values between 1.5% and 
3% for all emulators.

3.4. High Resolution Model

A higher resolution 100 m model was then constructed for both 2009 and 2018 flood events to improve the 
representation of the causeway and canals, and also water bodies that form in the recession phase of the flood 
cycle. These water bodies may act as potential mosquito larval breeding sites as well as alter the accessibility of 
regions due to flood waters. These simulations were undertaken on the University of Leeds ARC3 High Perfor-
mance Computing system, using Intel Xeon Gold nodes 6138 CPUs. The simulations are run over multiple cores, 
taking around 240–300 hr per flood event for the high-resolution model, and 1–3 hr for the coarse resolution 
model. The length of time of the simulation limited the scale at which this model could be further refined. Here 
high resolution is contextual, but simulations with 12 m resolution could be achieved with higher computational 
power. Additionally, to clarify the effects of canal modification and causeway construction, each event was run on 
the opposite terrain data set. Differences in flow depths and accessibility of locations via car (defined as accessi-
ble if water depth <0.3 m) are then computed.

4. Results
4.1. Model Calibration and Validation

For both the 2009 and 2018 events, the pattern of the F 2 function is similar across the year, noting that no Land-
SAT scenes were available for the annual flood rising limb in 2009. The highest value for both years occurs at the 
peak of the annual flood (F 2 values of 0.54 in March 2009 and 0.75 for May 2018). Based on the range of results 
produced across the total model ensemble for the calibration process, the level of uncertainty is greater at the peak 
flow with a range of 184% and 234% for 2009 and 2018, respectively. The range of results for each point of the 
time slice calibration can be seen in Figure 4.

Model performance in the rising limb phase of the event and the flood recession are low, with a narrower range of 
values. The July overpasses in 2009 and 2018 lead to average F 2 scores of 0.08 and 0.10, respectively. A greater 
range is observed for the 2009 event: 189% from minimum to maximum versus 139% in 2018. A similarly low 
level of performance is measured for the January 2018 overpass, but with a greater range of results (318%).

Figure 5 presents the flood inundation likelihood maps for three periods in 2018. A quantitative summary is 
provided in Table 2 for both flood events. The overpasses that occur at the maximum flood extent yield the largest 
percentage of high (i.e., >90% inundation likelihood) likelihood values around 16% for both events (Figure 5b). 
Conversely, overpasses at the end of the flood cycle indicate an increase in modeling uncertainty, with fewer high 
likelihood cells (∼5% for both events) and more cells in the lowest (10%–30% inundation likelihood) category 
(3.2% and 4.0% for 2009 and 2018, respectively). Comparing Figure 5b with Figure 5c, the regions with like-
lihood values over 70% are small, with no clear pattern of consistently flooded sections of the floodplain. The 
January 2018 (Figure 5a) overpass has similar proportions of higher and lower likelihood cells (Table 2) but with 
more distinct regions of high likelihood values.

Larger differences in model performance between the 2 years are observed for the NSE values than for the F 2 
statistics (Figure 4). For the 2009 event, NSE values from all simulations are relatively high (0.74–0.82), with an 
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average value of 0.79. By contrast the maximum value for the more complex doubled-peaked hydrograph of 2018 
(0.51) is lower than for any model in 2009 with a wider range of results.

The benefit of the multiobjective model calibration/validation is demonstrated in Figure 4, where the optimum 
simulation for individual calibration points is highlighted. It shows that parameters that score well for March or 
the NSE do not necessarily score well for other points. For example, the optimum model for the July overpass 
(green line) produces one of the lowest March F 2 values. A similar parameter set produces the highest F 2 value 
for July 2018, characterized by a higher channel depth (5.2 m for 2009 and 5.4 m for 2018), similar evaporation 
rates (16% above the calculated average value for both simulations), and similar channel friction values (0.023 for 
2009, 0.016 for 2018) and floodplain friction values (0.044 for 2009 and 0.046 for 2018). For the 2018 model, the 
wider variety in the evaluation of NSE creates a more refined model selection by removing a significant number 
of simulations that appear acceptable based on F 2 values. Simulations that perform well in modeling the inunda-
tion extents in May and June (blue and green lines) result in negative NSE values. Similarly, the model with the 
highest NSE value, produces some of the lowest F 2 values for May and July.

The final optimal parameter set was based on the best result for all 400 calibration simulations for 2009 event. 
The same parameter set when validated on the 2018 data produced a peak F 2 value of 0.61 with a peak NSE 
score of 0.45. Comparing across all the 400 simulations for the 2018 event, it can be seen that similar parameter 
values produced the optimum result as the 2009 set, with floodplain friction values (0.49 and 0.48), and chan-
nel bed depth values (4.4 and 4.3 m) for 2009 and 2018, respectively. The channel depth value was equal to the 
average value recorded in the bathymetry data. There are more significant differences in the value for the channel 
Manning's n value (0.21 and 0.13). Considering the relatively low values achieved for the other phases in the 
modeled events, the parameters for the final calibrated model was selected based on producing the best score 
between F 2 for the peak of the 2009 event and the NSE value (as determined by the position of the model and the 
pareto front), and producing an acceptable score for the peak of the 2018 event and NSE for the 2018 event (F 2 
July > 0.5, NSE > 0.3).

4.2. Sensitivity Analysis

The sensitivity analysis results are summarized in Table 3. For the 2009 event, the floodplain friction parameter 
accounts for over 95% of the variation in results for the Nash Sutcliffe, and the April and March overpasses. For 
the July overpass, the channel depth also accounts for part of the variance. Infiltration and evaporation have little 
contribution to model variance at any time of year, including the July overpass evaluation. The influence of the 

Figure 4. Analysis of model performance across the complete emulator training set for each metric for (a) 2009 and (b) 2018. 
Each gray line represents a model run. The y axis plots NSE for the left-most point and F 2 for the dates of each LandSAT 
scene. The best fitting model parameters for each validation point (NSE overall and F 2 for each LandSAT scene) are selected 
and the model performance for each is evaluated at all other validation points as indicated by the colored lines. The overall 
best performing parameter set is also highlighted.
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parameters is visualized in Figure 6, which provides a visual comparison of model results for the March 2009 
flood extent (Figure 6 top) against changing values of all input parameters.

By comparison, the results from the 2018 event show that the channel friction (60%–70%) and channel depth 
(28%–42%) parameters have a greater influence on model results. Floodplain friction has now reduced as a 
significant parameter, with contribution to variation being around 3%–9%. As with the 2009 results, the 2018 
results are consistent across all the model evaluations; however, for the final July inundation extent, there are 
multiple parameters which have a significant contribution to variance in the model results. In comparison to the 
top half of Figure 6, the clear dominance of one parameter is replaced with broader distribution of model results 
across the range of parameter values. Contributions to variance from infiltration (30%), channel depth (42%), 
and channel friction (20%), can all be considered high, and as with 2009 events, the value of evaporation has low 
significance on model results. Higher order influences were not significant in comparison to the primary effect 
of each parameter.

Figure 5. Likelihood plots for the 2018 model calibration for (a) 24 January, (b) 2 May, and (c) 17 July. Each cell presents the percentage of model simulations where 
the cell is inundated across the calibration and sensitivity analysis training models.
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4.3. High Resolution Hydraulic Model

Running LISFLOOD-FP at 100 m spatial resolution yielded similar results 
to the model calibration and validation with the best model performance 
observed during the flood peaks (F 2 scores of 0.56 and 0.62 for 2009 and 
2018, respectively), and lower performance for the recession and rise phase 
of the flood (0.13 and 0.10 for July 2009 and 2018, respectively). The NSE 
values were 0.93 and 0.80 for 2009 and 2018. This confirms the assump-
tion that the model could be calibrated and validated at the lower resolution 
with parameters established during that process being applied to a higher 
resolution model. Again, we emphasize that this assumption is valid in this 
model application as it is appropriate given the dominant hydrodynamic 
processes and underlying topography. The assumption is not applicable as 
a general  approach to hydrodynamic model development. In this case, the 
calibration values are acceptable, rather than optimal. Figure 7a provides a 
visual comparison of the model results against LandSAT NDWI classified 
water bodies for the peak of the 2018 flood.

Regions of apparent model over prediction occur close to the river; however, 
ground-truthing revealed the presence of partially submerged long grasses at 
these locations. Such vegetated water can be challenging to identify as inun-

dated using the LandSAT NDWI method (Hardy et al., 2019). Under prediction is limited to the northern extent 
of the model, where the Lungwebungu River discharges into the floodplain and the Luena valley.

In comparison to the Senanga gauge data, both models display a similar peak discharge to the observed data 
(Figure  8). For the 2009 event, the model underestimates the observed peak by 1.7%, with a 6-day delay in 
comparison to the observed event. The 2018 model overestimates the peak of event by 12% predicting the peak 
time 2 days earlier than observed. The 2 years of the model match the observed rising limb differently. For the 
2018 simulation, the model produces a consistently higher discharge (5%–10%) for the majority of the rising 
limb, whereas the 2009 simulation matches observed values more closely. This overestimation is offset slightly 
by the more dramatic recession flow which is also observed in the 2009 model.

4.4. Floodplain Dynamics

Using the high-resolution model, the dynamics of flooding within the valley can be identified. Initial overtopping 
of channel banks is observed near to the convergence of the Zambezi and the Luanginga River, with the flood 
wave traveling south and north from this location, until the time of peak discharge. This pattern is confirmed via 
analysis of the LandSAT imagery. The floodwaters in the Barotse have significant control on the Lungwebungu 
valley, by creating a backwater effect, which impacts flooding along this valley. At peak discharge, the entire 
floodplain is inundated after which the coherence of the flood waters as a single expanse of water reduces as 
the gradual draining and water losses isolates flood waters. The Luena valley also remains inundated throughout 

Inundation 
frequency 0

10%–30% 
(Low) 30%–60% 60%–90%

90%–100% 
(High)

Time Slice 2009 Event

March 2009 76.1 1.7 3.1 2.3 16.8

April 2009 83.6 1.2 1.8 2 11.5

July 2009 90 3.1 1.1 0.3 5.3

2018 Event

January 2018 80.8 3.6 3.4 2.3 9.9

2 May 2018 78.2 2.4 1.4 2.2 15.9

17 May 2018 79.2 3.1 1.8 3.2 12.7

July 2018 87.8 4 1.8 1.3 5.1

Note. Summary cell values from the likelihood analysis expressed as a 
percentage of the whole model domain.

Table 2 
Consensus of Simulations on Cell Inundation Status

Parameter
NSE 
2009

F 2 March 
2009

F 2 April 
2009

F 2July 
2009

NSE 
2018

F 2 January 
2018

F 2 2nd 
May 2018

F 2 17th 
May 2018

F 2 July 
2018

Floodplain n 95.0 93.1 90 75.1 3.1 0.3 9.3 7.1 4.1

Channel n 0.0 0.0 0.0 1.3 73.1 74.6 61.1 65.1 20.4

Infiltration (mm hr −1) 1.1 0.3 2.5 6.1 0.01 0.2 0.50 0.4 30.4

Evaporation (mm d −1) 0.1 0.2 2.3 0.4 0.03 0.3 0.3 0.3 1.2

Channel Depth (m) 4.2 6.5 5.2 19.4 23.9 24.6 28.3 26.9 42.2

Initial depth (m) 0.1 0.2 2.8 0.3 0.04 0.0 0.38 0.26 1.52

Table 3 
Sensitivity Analysis Results for the 2009 and 2018 Event Showing the Percentage of Influence of Each Parameter on the 
Model Variability for Each Metric Used in the Calibration Phase
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this time, although the water depths reduce considerably from July until September. Aside from the timing of the 
peaks in the separate years, the maximum extent of flooding and the patterns of inundation are similar.

The impact of the floodplain modifications is more noticeable in the recession phase of events, which can be seen 
in the analysis of the July overpasses. The 2009 model predicts more extensive volumes of flood water in the 
southern part of the floodplain, compared to the 2018 event. In both model and LandSAT classifications, there 
are wider extents of flood water and water bodies on the floodplain in 2009, despite the earlier peak discharge.

To clarify the effects of the canal modification and causeway construction, each flood event was run on the oppo-
site terrain data set (the “cross-comparison models” of Figure 8). Adding in the floodplain modifications to the 

Figure 6. Dotty plot comparison of each set of input parameters against the inundation extent model evaluation function 
for the March 2009 overpass (top) and July 2018 overpass (below). Each dot, taken from the emulator training, represents a 
single model simulation.
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simulated 2009 event lead to a 5% increase in the flood peak. Conversely, removing them from the 2018 event 
yielded a 10% lower peak (Figure 8a). Although peak flow inundation extents are similar, there is a more notice-
able difference in timing of the drawdown. The area of flooding increases by 9% for the 2018 event run on the 
2009 DTM (i.e., without the canals built in 2014), whilst the 2009 event reduces by 24% on the 2018 DTM (with 
canals) at the beginning of July in the simulation. The changes in flooding patterns and depths are not spatially 
uniform. At the flood peak, the canals and causeway change the pattern of water depths (Figure 8b). Regions with 
deeper waters (represented by the red areas) as a result of the modifications are prevalent on the west side of the 
floodplain and north from the causeway, which has reduced the conveyance of the floodplain. The eastern side of 
the floodplain has shallower depths at peak discharge (represented by the blue regions), due to the two restored 
canals increasing drainage of this region. South of the causeway around Mongu, the modifications reduce the 
levels of water on the eastern bank but increase the depths of water along the western bank, as a result of the 
increased drainage of the canals.

The modifications of the floodplain have further impacted the timing and duration of inundation, which in turn 
will impact accessibility of the local population to health facilities, and the length of time of environmental suit-
ability for the malaria vector. The difference in the length of time each cell is classified as accessible is presented 
in Figure 8c, where access is defined as water being no more than 0.3 m deep, an approximate depth for vehicles 
to travel through. For 55% of cells on the floodplain accessibility time is reduced, represented by the blue regions 
of Figure 8c. For regions around Mongu (Figure 8c) access has increased in the region of 9–12 weeks, as a result 

Figure 7. Comparison of the modeled output with LandSAT imagery for (a) May 2018 and (b) July 2018.
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Figure 8. (a) Comparison of observed data at the Senanga flow gauge (solid lines) against the high-resolution models 
(long dash) and “cross-comparison model” (short dash) for 2009 (red) and 2018 (blue). The maps below (b, c) present the 
difference in model output between the 2009 event run on the 2018 and 2009 DTM. (b) Comparison of water depths during 
the March overpass. Red regions are areas of deeper water on the 2018 DTM model, and blue regions for the 2009 DTM 
model. (c) Focused view of changes to access through the floodplain as a result of the modifications to the floodplain. 
Negative values are increasing lengths of time inundated on the 2018 DTM.
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of the early draw down of the canals, and the reduced flood peak depths seen in Figure 8b. The west of the flood-
plain has longer inaccessible periods, whilst the east has shorter inaccessible periods.

5. Discussion
The development of the Barotse floodplain hydrodynamic model has highlighted several important aspects of 
modeling a complete flood cycle and changes to the hydrodynamics of the floodplain arising from infrastructure 
modifications.

5.1. Floodplain Modifications

In terms of understanding the floodplain hydrodynamic processes, a key finding of this research is that the 
floodplain modifications have increased the rate at which the floodplain drains and increased the influence of 
the drainage network on the overall floodplain hydraulics. The extent of the reduction in inundation is notable, 
with a 24% reduction in the inundated area during the recession limb when the 2009 flood event was simulated 
with the improved waterways added. While the overall impact of the canal network is an increase in the flow 
rate through the floodplain, the effect is not spatially uniform. The combination of the causeway and the canals 
has altered the dynamics of the flooding cycle, first by restricting flow at the location of initial overtopping, and 
second by transferring water through the canal network to the eastern side of the floodplain. Previous studies 
using hydrological and 1D channel models have identified the impact of modifications to the channel parameters 
on both peak discharge and flood extent values (e.g., Fleischmann et al., 2018; Liu et al., 2018). This effect is also 
reflected in the results of the sensitivity analysis (Table 3). The floodplain friction parameter is the most signif-
icant parameter for most evaluation points in the 2009 event, but channel friction becomes more important for 
the 2018 event. This difference highlights how the floodplain represents an extended channel during peak flood 
conditions, with the channel having little influence on the outputs at this stage. The channels had an effect even 
at peak flow conditions, despite the relatively small-scale changes to the channel network. The low influence of 
channel conveyance for the 2009 event, represented by the low sensitivity analysis scores for channel depth and 
friction, further highlights the influence of the modifications on overall flood dynamics. A caveat to this is that 
the 1D network used here is based on a simplified diffusion wave-based approach and also does not allow explicit 
representation between linked channels, unlike the subgrid approach which had also been tested. For this study, 
these issues were less significant than other sources of uncertainty but this may not be true in other catchments 
and test cases. In order to understand this further, future research should investigate using more complex numer-
ical models for the channel network than has been used here.

Finally, it should be noted that these results are based on two above average flood events, and may not be repre-
sentative of typical years that influence access to health facilities. As only two events of similar magnitude have 
been used in this analysis, further work with events of varying magnitude will be required to determine the impact 
on health facility access further, a more refined approach to healthcare access would be required to understand the 
implications of these results from an operations perspective.

5.2. Model Performance

The hydrodynamic model performance was highest at peak discharge, whilst the lowest F 2 results occur during 
the recession phase of flooding. The numeric model is optimized for replicating flood peaks; further work is 
required to produce more holistic models capable of replicating the complete flood cycle. Poorer model perfor-
mance during periods of low flow has been previously identified by several authors (Fernandez et al., 2016; 
Paiva et al., 2011; Pinel et al., 2020; Rudorff et al., 2014; Tan et al., 2019; Yamazaki et al., 2012). The low model 
performance values can be seen indirectly in Figure 5c and Table 2 which shows a similar range of values in 
both the rise (January) and recession (July) of the flood. The underlying cause for this could include the impact 
of microtopographical features not sufficiently represented at the 100 m grid resolution, the issues of classify-
ing smaller water body features and the ability to model losses and changes to microwater body features at the 
floodplain scale.

A potential cause of this poorer performance is the classification of water bodies. In this study, the standard 
NDWI index is used, but alternative methods, such as a modified NDWI method (Xu, 2005) were also tested. 
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These alternative methods tend to overestimate water body formation in the rise and recession phases of the 
model (Pan et al., 2020). Conversely, our use of NDWI has resulted in an observation set with fewer water bodies 
in the recession phase as it is incapable of detecting vegetated water bodies as confirmed by ground surveys (see 
Hardy et al., 2019). The result is an observation set that over penalizes simulations with a wider flood extent. 
Furthermore, the water bodies become shallow, more disparate, and less coherent in size and shape, compared to 
the initial phase of flooding characterized by fewer water bodies that increase in size over time. The complexity 
of identifying these water bodies across a floodplain is observed elsewhere (Tan et al., 2019) and highlights that 
methods and data sets that can improve identification of these features is key to future model development.

Uncertainty in terrain data presents a further issue relating to accurate determination of water body formation in 
the recession phase of the flooding. TanDEM-X1 data can contain large errors related to backscatter and requires 
preprocessing before use in a flood model (Archer et  al.,  2018). In this study, the relative simplicity of the 
floodplain has reduced the impact that variable vegetation cover may have on the DTM, and therefore the model 
results. Yet, uncertainty in topographic data may still influence the location of water bodies created in the reces-
sion of the flood waters. Additional research incorporating terrain uncertainty, in particular any potential issues 
surrounding either resampling methods or errors inherent in the data sets, is required to understand the impact 
of these on receding flood waters. Such further analysis will be critical in producing accurate representations of 
water body locations in other studies and environments.

5.3. Model Calibration and Validation Approaches

The complexity of modeling flood recessions is further demonstrated by the lack of a single influential param-
eter in the sensitivity analysis for the July 2018 overpass. A single influential parameter demonstrates that an 
underlying process dictates model output (such as Floodplain Manning's n value for the 2009 event). Based on 
this, an area for model development is to improve the simple approaches to water loss mechanisms in the model 
presented here, and to represent some of the dynamic components of these processes (e.g., Fernandez et al., 2016; 
Fleischmann et al., 2018).

The issue of modeling flood recessions highlights the importance of using multiple functions for model calibra-
tion. By using multiple data sets, including the conventional outflow hydrograph NSE value, issues with overfit-
ting the model to a particular moment in time or data set are mediated (e.g., Dung et al., 2011). The potential for 
such overfitting is evident in Figure 4, where the maximum performing parameter sets for dry season inundation 
extents result in poorer NSE fits for 2018, requiring comprise between the data sets for a satisfactory model to 
be created.

5.4. Implications

The implication of this study is that floodplain hydrodynamics are sensitive to changes in both floodplain and 
channel characteristics. There is potential for river network changes to have a substantial effect on floodplain 
dynamics (see also the findings of Shastry et al. (2020) for the Lagone floodplain in Cameroon). Critically, the 
increased drawdown promoted by the restored waterways reduces the number of surface water bodies during the 
recession of the flood wave. Such hydrological changes can have important consequences for malaria transmis-
sion, altering the spatial and temporal variability of potential water body habitats and also the nature of those 
habitats (Hardy et al., 2013; Smith et al., 2013). The variations of the water levels as a result of the modifications 
to the floodplain will also impact access to villages and health facilities. For health facilities on the west bank of 
the river, changes to the peaks will require careful analysis to ensure the correct supplies are provided prior to  the 
onset of flooding.

6. Conclusion
An ability to model fluvial inundation dynamics over large African floodplains is of critical importance across 
the continent. Seasonal flooding both alters and disrupts access networks linking settlements to health centers and 
other key infrastructure. While many floodplain communities are well adapted to the seasonal flooding inherent 
in such systems, the annual variability in flood extents can be disruptive in both high and low flow years. To 
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date, the size of such systems (with typical dimensions of over 100 km 2) has precluded detailed hydrodynamic 
modeling.

The development of the hydrodynamic model has revealed key hydrodynamic processes and demonstrated the 
complexity of developing a model that can fit multiple objectives and time points within the calibration period, 
in particular the rise and recession phases of flooding. Further modeling of similar systems will be required to 
understand the general application of this approach and hydrodynamic models to these environments.

The development and application of a hydrodynamic model to the Barotse floodplain in Zambia has revealed a 
key hydrodynamic process in the annual flood cycle: the importance of the floodplain in the conveyance of waters 
through the floodplain. A notable shift occurs in the relative importance of in-channel and floodplain flows in 
determining flood characteristics between the 2009 and 2018 annual floods. This shift corresponded to improve-
ment to a floodplain canal network in 2014. The canals increased the rate of flood water drawdown following the 
annual flood and reduced flood extents during the recession limb, while also increasing peak flood discharges. 
The implication is that further modifications to the floodplain should be carefully considered due to implications 
to ecosystems services.
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