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Spectator View: Enabling Asymmetric Interaction between HMD Wearers and

Spectators with a Large Display
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Fig. 1. Example of the spectator view. Left: semi-immersed user in front of a large display looking around the virtual environment

and interacting using motion controllers. Right: HMD wearer exploring the same environment, and communicating with their

semi-immersed partner using pointer controls and their voice.

In this paper, we present a system that allows a user with a head-mounted display (HMD) to communicate and collaborate with

spectators outside of the headset. We evaluate its impact on task performance, immersion, and collaborative interaction. Our solution

targets scenarios like live presentations or multi-user collaborative systems, where it is not convenient to develop a VR multiplayer

experience and supply each user (and spectator) with an HMD. The spectator views the virtual world on a large-scale tiled video

wall and is given the ability to control the orientation of their own virtual camera. This allows spectators to stay focused on the
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2 Finn Welsford-Ackroyd, et al.

immersed user’s point of view or freely look around the environment. To improve collaboration between users, we implemented a

pointing system where a spectator can point at objects on the screen, which maps an indicator directly onto the objects in the virtual

world. We conducted a user study to investigate the influence of rotational camera decoupling and pointing gestures in the context of

HMD-immersed and non-immersed users utilizing a large-scale display. Our results indicate that camera decoupling and pointing

positively impacts collaboration. A decoupled view is preferable in situations where both users need to indicate objects of interest in

the scene, such as presentations and joint-task scenarios, as it requires a shared reference space. A coupled view, on the other hand, is

preferable in synchronous interactions such as remote-assistant scenarios.

CCS Concepts: · Human-centered computing→ Displays and imagers; Pointing devices; Pointing.

Additional Key Words and Phrases: large display; pointing; spectators; head-mounted display; asymmetric collaboration; motion filter
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Finn Welsford-Ackroyd, Andrew Chalmers, Rafael Kuffner dos Anjos, Daniel Medeiros, Hyejin Kim, and Taehyun Rhee. 2021. Spectator

View: Enabling Asymmetric Interaction between HMDWearers and Spectators with a Large Display. Proc. ACM Hum.-Comput. Interact.

5, ISS, Article 485 (November 2021), 17 pages. https://doi.org/10.1145/3486951

1 INTRODUCTION

Head-mounted displays (HMDs) provide the wearer with a highly immersive virtual reality (VR) experience, allowing

one to feel present in a Virtual Environment (VE). While a high sense of presence is key in completely virtual experiences,

there are several use cases where one wants to be immersed but also communicate or interact with people in the

same physical space (e.g., lectures, technical demonstrations, public presentations, and supervised training.) These are

asymmetric use-case scenarios: the immersed user has a more active role, and non-immersed users can be considered

spectators with limited affordances. In such cases, giving the spectators complete freedom is not desired. While allowing

all users to have their own HMD is an option, these non-immersed users may have tasks that require them to be

able to see both the virtual and real-world environments without wearing a headset. These include taking notes,

capturing images, operating other equipment that is part of the experience, or engaging in communication with other

non-immersed users. In asymmetric use-case scenarios, we must provide an asymmetric option for sharing the virtual

experience.

Display mirroring does not give the spectator any control over what they view. Allowing the spectator to shift their

focus away from what the VR user is looking at could be very useful for demonstrations and collaborative scenarios ś

they would be able to focus on features of the virtual environment, while still being co-located with the immersed VR

user to facilitate communication. It restricts the spectator to verbal communication with the HMD user, having no way

to visually communicate or point out objects of interest, which is highly detrimental in interactive scenarios between

both parties. Display mirroring can also have undesirable effects on the spectator’s experience: rapid head movements

and rotation from the HMD wearer are not pleasing to watch and may induce simulator sickness [25]. Additionally,

a regular display does not have any of the immersive qualities of an HMD. This makes it difficult for spectators to

understand what the HMD wearer is experiencing since they are not themselves immersed ś a common problem in the

VR industry when attempting to communicate the VR experience to people not wearing an HMD.

In this paper, we evaluate the impact of interaction tools (pointing and camera rotational control) for a VR spectator

using a large-scale tiled video wall. We propose a spectator system approach that combines these two, allowing a

non-immersed person using the video wall to follow the experience of an immersed HMD user, as well as look around

and communicate with them. We performed a user study evaluating the impact of each individual tool on both task

performance, user preference, and other aspects of collaboration.
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Previous works on collaboration between immersed and non-immersed users were designed for constrained scenarios

such as specially designed games [14, 15, 38]. Our approach targets generic asymmetric collaboration/presentation

scenarios where users have different affordances and tasks, but need to be able to share their experience, sense of

immersion, and communicate about the environment (through the use of pointing gestures).

In summary, our contributions are: (1) A novel approach for asymmetric collaboration between an HMD wearer and

spectators, (2) a user study that analyses the collaboration between spectators and HMD wearers, and (3) a system

implementation of our approach covering display arrangement, spectator controllers, user interface, and a motion filter

for the virtual camera.

Our results show that users preferred the approach combining both tools. It positively impacted the spectator’s

perceived immersion, improved communication between users, and allowed them to explore the environment indepen-

dently.

2 RELATEDWORK

This section addresses the relevant research on interacting with large-scale displays. We introduce the concept of

large-scale displays, their immersive properties, and their role in VR technology. We then address the related work

on interaction with VR content for these types of displays. Finally, we discuss collaboration, present the concept of

asymmetrical collaboration and highlight the significant problems that this paper addresses.

2.1 Large-Scale Displays

Large-scale displays are used because they elicit a stronger sense of spatial presence than smaller screens [49] and

are often compared with HMDs due to their immersive qualities [28]. They allow multiple co-located people to be

immersed in VR together. Many different forms of large-scale displays have been developed, including highly immersive

displays such as CAVEs [7] and large-scale domes [29]. Compared to HMDs, these screens offer users similar presence

and spatial awareness levels [42] with reduced cybersickness side-effects [45].

There are many potential input methods for interacting with large-scale displays. Prior studies have examined the

use of mobile phones [2], tablets [39], gloves [13], and gestures to select and manipulate 3D objects at a distance [32].

Input methods used alongside HMDs often employ a high level of motion tracking (up to six degrees of freedom (6DoF))

to capture the user’s movement in as much detail as possible. This can increase the user’s sense of presence in the VE [8].

Prior work have used motion controllers in non-HMD VR contexts to directly manipulate objects [4] and control the

camera [51]. These studies also show that motion controllers need special consideration in implementation regarding

the display type and the task being completed in the virtual environment.

In an HMD, the headset is used as the input device to control the camera [51]. There is a wide range of possible

camera control methods for large-scale displays. Neng & Chambel [40] presented a dragging method for looking around

in 360-videos, which has since been implemented in 360-video players on popular websites like Facebook and YouTube.

Pavel et al. [43] presented a method for ensuring viewers can see important parts of a video. Users can press a button to

be re-oriented in the direction of important content.

Previous works have investigated the use of pointing gestures as an interaction method [24], and have shown that

different pointing techniques are effective at accomplishing different tasks. Pointing metaphors [51] differ in the method

used to calculate the direction of the ray. In the image-plane technique, the virtual ray is cast from the user’s eye and

through their hand. In the laser metaphor, the 6DoF motion controller’s position is used to calculate the intersection

with the screen like a virtual laser pointer. Both metaphors are similar in efficiency, but the laser metaphor is better
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4 Finn Welsford-Ackroyd, et al.

when dealing with multi-user scenarios, as the image-plane technique only looks correct to the person holding the

controller [48]. For this reason, we used a similar metaphor to represent pointing gestures using a large-scale wall

display.

2.2 Collaboration with Large-Scale Displays

Large-scale displays allow multiple people to interact and collaborate in a 3D space. Notable applications include design

reviews in virtual environments [23] and virtual training scenarios [12]. Users can engage in a collaborative view of the

VE, where multiple users can edit [52], comment, and collaborate. The large-scale display can present a first-person

view of a single user [46] or an outside view, where participants can be seen at the same time.

The asymmetric nature of such systems has been recently explored in HMDs with immersed and non-immersed

users [6, 16, 21, 34]. These systems use projections on the floor or tabletop [14, 15] to provide the non-immersed user

with a view into the virtual world. These techniques improved the users’ effectiveness at completing tasks and provided

them with a sense of co-presence. Prior work has also enabled collaboration that converges users in VR and AR. A

recent example is the Augmented Virtual Teleportation (AVT) system [44], where users can remotely collaborate using

a 360° camera to link two separate spaces, enabling a remote VR user to collaborate with a local AR user. A coupled

view has also been proven effective in remote assistance tasks between VR and AR users [41]. Asymmetric systems

have also been configured with AR HMDs in collaboration with conventional displays [18].

Asymmetric collaboration is also possible between different display surfaces, such as the one described by Kunert et

al. [26]. This system enables collaboration between a stereoscopic wall and a tabletop surface, which allows people

to share the same reference space by using pointing gestures [26]. An important aspect of this is the users’ need to

be aware of each other’s actions in order to enable effective communication and collaboration. ShareVR [15] tries to

solve this problem with the use of projected floors and a screen mounted on a 6DoF controller, which enables the

non-immersed user to glimpse into the shared 3D world of the HMD user. ReverseCave [22] enables spectators to

observe the HMD user’s experience. Alternatively, other recent work [6, 16] allows HMD users to collaborate by placing

touch screens that are mounted onto the HMD.

However, none of these studies provide freedom of interaction as well as immersion to the non-HMD users. Col-

laboration with spectators has also been considered in augmented reality scenarios [19, 27], where users wearing

AR headsets are able to share virtual information via tabletops, vertical displays, and point-of-view video streams

to collaborators. It has been shown that sharing and exploring 3D data through different display types and tracking

methods has a positive effect on task performance and co-presence. However, no prior work addresses the specific

scenario of multiple co-located people using a large display alongside an HMD wearer. In this scenario, users may need

to perform tasks which that require them to have an overview of elements in both real and virtual environments and

allow for richer non-verbal communication, which is something that an HMD alone may not always be able to provide.

3 APPROACH AND SYSTEM DESIGN

As stated in Section 1, our work focuses on asymmetric use cases such as lectures, technical demonstrations, public

presentations, and supervised training [18, 41]. In these situations the immersed HMD user has the main role of

interacting and exploring the VE. The spectator has a different role and tasks, but must be able to: (1) share the sense

of immersion in the VE, (2) communicate about the environment verbally and visually, and (3) loosely explore the

environment around the HMD user to facilitate collaboration.
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Spectator View: Enabling Asymmetric Interaction between HMD Wearers and Spectators with a Large Display 5

We designed an approach to work in this scenario. While some works that operate on asymmetric systems will offer

equal affordances to both subjects [14, 15, 26, 44], we focus on the scenario of a shared experience where the focus is

the HMD user.

A system implementing our approach can be seen in Figure 1. One immersed user (right) who utilizes a traditional

HMD + controller kit is the leading participant of the experience, free to perform actions and move in the environment.

The spectator (left) can passively visualize the VR experience in a large display, and can interact with the display

using handheld controllers. The image displayed on the screen is subject to a camera filter to provide a better viewing

experience when adapting the content to this alternative display media (detailed in Section 4).

3.1 Large screen display

While large screen displays have been bested in popularity by HMDs, they still serve as a viable alternative to provide

a semi-immersive VR experience, eliciting a comparable sense of presence [42], but with increased sense of spatial

awareness and reduced cybersickness side-effects [45] when filtered adequately (see Section 4.4). As one of our goals is

to provide spectators with some of the immersion of the HMD user, we employ a large screen display to visualize the

VE. Particularly, they are the best-suited alternative to showcase a VR experience to a large audience, as they provide

the closest approximation possible to what the immersed person is experiencing, and allow all spectators to experience

the virtual world in a similar way.

3.2 Rotational Camera Control

In order to grant the spectator control over their viewpoint, we added rotational camera control to the spectator

system. We added a second camera which renders the spectator’s view of the virtual world. By default, the spectator

camera’s position and orientation matches the primary HMD user’s camera ś so the spectator’s screen displays what

the HMD user sees in their headset. At any time, the spectator can take control of their camera to look in a different

direction. This enhances the spectator’s experience without affecting the HMD user’s experience.

To enable spectators to control where the camera is looking, we used the łeyeball in hand” [51] technique. In this

method, the spectator takes control of the virtual camera as if it were held in the user’s hand. Using a controller to

realize this metaphor allows the spectator to both naturally control the visualization, as well as easily switch into other

tasks that may be necessary in the use case scenario (e.g. pointing, taking notes, communicating with other spectators,

or supporting the HMD user), all while using a familiar device.

We considered allowing the spectator to have full 6DoF independent positional control of their camera. This would

be more flexible for collaboration at the cost of increasing the system’s complexity. It would also not be compatible

with many first-person single-player experiences which are not designed with a second viewpoint in mind. As such, we

decided to only allow for rotational control at this stage.

3.3 Pointing

Pointing was chosen as a method of visual interaction. It is a gesture often used in real life face-to-face interactions.

In a virtual collaborative environment, it is an effective form to reduce the load on verbal communication [35] and

focus more to the task at hand [20]. The design of the pointing tool was inspired by popular multiplayer games and are

shown to be effective to indicate regions of interest in large-scale displays [24]. This use a laser approach where the

6DoF wand is tracked and is used to control position and rotation of the pointing ray.

To assist users in performing the task, we allowed them to place markers in the virtual scene. When the user presses

the pointer button, a colored ray is cast in the direction they are pointing in the virtual world. When they let go of the
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6 Finn Welsford-Ackroyd, et al.

button, a marker of the same color is placed at the location they last pointed at. The physical action of placing a marker

using a motion controller is designed to mimic the real-world action of using a laser pointer as a presentation tool.

3.4 User Interface

To support natural communication between the users, we designed a compass UI element to help them quickly determine

where their partner is looking. This is intended to eliminate the need to verbally communicate ordinal directions when

discussing elements of the virtual environment. The compass takes the form of an arrow pointing in the direction that

each user’s partner is facing relative to their own position (see supplementary video). This is visible by both HMD user

and spectator.

4 IMPLEMENTATION

In this section, we provide details of the implementation and setup of the spectator system.

4.1 Large-Scale Immersive Display

We configured the large-scale display to maximize its immersive properties. When configuring the video wall, the

external field of view (FOV) is calculated with 𝐹𝑂𝑉 = 2 × arctan (𝑥 ÷ 2𝑑), where 𝑥 is the width or height of the display,

and 𝑑 is the viewer’s distance from the display. The setup used in our user study (Fig. 1 left) had eight 55 inch displays

arranged in a 4 × 2 grid. When 𝑑 is 2000 mm, the horizontal FOV is 101,° and the vertical FOV is 38°. We then increased

the horizontal fov by forming a curve with the displays, which has the benefits of increasing spatial presence [30] and

improving the user experience by reducing viewing angles [9, 31].

4.2 Camera Control

Two buttons are used for enabling and disabling camera control. One is the trigger, which gives the spectator control

over their camera when held down. This resembles grabbing the camera to manipulate its orientation. The orientation

of the controller when the trigger is pressed does not affect the camera’s orientation. It is only the changes in controller

position that are applied to the camera.

The other button toggles free-cam. If free-cam is disabled, the camera snaps back to following the HMD user’s

perspective when the spectator releases the trigger. If free-cam is enabled, the camera stays put. This feature was

introduced so that the user could choose to fully separate their camera from the VR user without needing to hold the

trigger. Additionally, it allows the user to perform łratcheting” motions [51] to fully turn the camera around without

maintaining an uncomfortable hand position. To ensure the spectator does not get confused, their heads-up display has

an indicator that shows whether free-cam mode is enabled or disabled.

The spectator view utilizes the Unreal Engine 4 Virtual Reality Spectator Screen [11] feature to place a secondary

camera into a VR scene. This camera renders to a render texture, which is shown on the immersive display as the

spectator’s view. The spectator camera control feature uses the button inputs to place the spectator camera into one of

three states: locked to HMD, locked to spectator’s motion controller, or stationary. The smoothing applied to the camera

is achieved by storing a target orientation set by either the HMD or the motion controller. The camera’s rotation is

always interpolated towards the target orientation and never set directly, which has the effect of removing shakiness

and smoothing out sharp changes in direction.
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f

(a) Left panel: Spectator’s camera viewed from above. Right panel:
The camera’s view displayed on the screen as the spectator points
at the purple column.

O

L R

M

n^

(b) Left panel: The video wall in the virtual world as a cylinder. Right panel:
The cylinder viewed from above.

x

O

I

x

M

(c) Left panel: The controller’s line trace collides with the cylinder. Right
panel: Rotator 𝑥 is added to the camera’s forward vector to cast another line
trace and place the marker.

Fig. 2. Details of the large-scale immersive display and interaction.

4.3 Pointing

When the spectator points their controller at an object displayed on the screen and pulls the trigger, a virtual marker is

placed on the object. If the user points the motion controller outside the display border, the marker is still placed at the

corresponding position in the virtual world. This reduces the chance of unexpected behavior when the user aims for

the screen and misses slightly. It even allows the user to point in the direction of objects that are not on-screen based

on their mental model [36].

To achieve this behavior, we had to track the position of the large-scale display and map the spectator’s view into the

virtual world. The relationship between the 3D virtual scene and the 2D projection viewed by the spectator is depicted

in Fig. 2(a). The left panel shows a top-down view of a hypothetical virtual scene. The spectator’s camera is facing

several tall square columns. The two lines extending from the camera represent its field of vision, where 𝑓 is the FOV

value in degrees. The right panel shows the camera’s view of the scene as a 2D projection on the immersive display,

with the user pointing their controller at the purple column.

To determine the position of the marker in the virtual world, the surface of the video wall display is tracked using

Vive Trackers placed on the top corners of the display (shown as small crown-shaped objects in Fig. 2(a)). The positions

of these trackers (along with the FOV value) are used to generate a large cylinder that fully surrounds the user. 1

As shown in Fig. 2(b), we used the FOV value (𝑓 ) and the positions of the left (𝐿) and right (𝑅) sides of the display to

calculate the origin (𝑂) and radius of the cylinder:

𝑟𝑎𝑑𝑖𝑢𝑠 =
| 𝑅−𝐿2 |

sin(
𝑓
2 )

𝑎𝑛𝑑 𝑂 = 𝑀 + (|𝑂 −𝑀 | × 𝑛̂)

1The same concept could also be applied to support dome displays if the cylinder was converted to a sphere.

Manuscript submitted to ACM



365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

8 Finn Welsford-Ackroyd, et al.

𝑤ℎ𝑒𝑟𝑒 |𝑂 −𝑀 | =
| 𝑅−𝐿2 |

tan
𝑓
2

𝑎𝑛𝑑 𝑛̂ =

𝑅 − 𝐿

|𝑅 − 𝐿 |
× [0, 0,−1]

To determine the position on the screen pointed to by the user, a single line trace [10] is used to simulate a laser

emitted from the motion controller. To find the position to place the marker, another line trace must be cast from the

spectator camera. This is because the spectator sees a 2D projection of the virtual world from the perspective of the

spectator camera. This perspective is not affected by the spectator’s position in the real world. To hit the object pointed

to by the spectator, the line trace is cast with an offset of 𝑥 , which represents the angle between the forward vector and

the impact point 𝐼 (Fig. 2(c)).

4.4 Camera Filter

Camera movements such as rapid rotations [17] and shakiness [50] are more likely to cause simulator sickness. We

applied a motion smoothing filter to the spectator’s video feed to counteract these effects, similar to the one used by

Tsubaki et al [50]. Rotations along the roll axis (when the VR user tilts their head to the side) are also hypothesized

to induce motion sickness. This movement is not one that viewers are used to seeing displayed on screen: in both

video games and film, camera rotations are usually restricted to tilting and yawing motions. As such, the camera filter

removes rotations along the roll axis and keeps the spectator camera level.

5 USER STUDY DESIGN

Our implementation consists of the display setup, camera control, pointing, and the camera filter. We focus our study on

the impact of camera control and pointing, as we assume an immersive display setup (with mitigated sickness through

the camera filter) as the baseline which we aim to optimize against. Camera control and pointing are directly controlled

by the spectator, which we evaluate.

We focused our study on rotational decoupling of the camera instead of a full decoupling (translation included) in

order to evaluate the impact of an independent viewpoint, not also of an independent position. A full decoupling of the

camera would introduce other variables to be evaluated (e.g., body representation, navigation metaphors), and while

this might be useful in collaborative scenarios where both parties have equal autonomy, our evaluation focused on how

much autonomy is desired in a spectator role.

The user test consisted of a task that required collaboration between an HMD user and a spectator. The setup used

for the study can be seen in Fig. 3. We used a within-groups approach, where each pair completed a trial with four

conditions. Each condition consisted of performing the task with one of the following combinations: (PC) both the

pointer and camera decoupling enabled, (P) pointer only, (C) camera only, and the baseline (B) without pointer and

camera decoupling. Furthermore, to maximize the amount of data collected from each pair, the four trials were repeated

with the roles reversed. This means that each subject performed eight trials, acting as a spectator and a VR user in all

evaluated conditions. The order of each of the four trials was performed using a balanced Latin squares arrangement to

reduce the learning effect on the data.

5.1 Task Design

Wedesigned a task that enabled an immersed (VR user) and a semi-immersed user (spectator) to interact and communicate

to achieve a common goal, with the interaction aspects assigned to the VR user and a supportive role for the spectator.
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Spectator/Collaborator(s)

Immersive Display
PC

HMD User

Fig. 3. Blueprint of the screen and room layout used for the user study.

In this task, the users were placed in the center of a square room with a large grid on a wall and 40 unique moving

cubes with various colors and patterns surrounding them (see Fig. 4(a)).

The VR user is able to pick up these cubes and place them in the grid (Fig. 4(b)). We provided the spectator with a

printed screenshot of the grid with four cubes placed in it (Fig. 4(a)). The subjects’ goal is to find the cubes displayed in

the screenshot and place them in their corresponding locations. Participants had complementary goals where the VR

user could interact with the virtual cubes, while the spectator would guide them to place the correct objects into the

grid.

To avoid users memorizing the room layout, the virtual cubes were randomly placed in the VE. Additionally, the

cubes are randomly placed into the level at the beginning of each trial so that the users could not memorize the layout.

The virtual cubes had complex texture patterns, making them difficult to describe verbally.

As discussed in previous work [50], using a camera filter reduced the effects of simulated sickness for spectators.

Thus, we chose to keep the camera filter active for all the tested conditions. The hypothesis of the test was that the use

of both the decoupled view and the pointing cues would make it easier for both subjects to complete the test compared

to the baseline control condition.

5.2 Methodology

The study was conducted in a controlled environment where both users were located. A total of 24 participants

completed the user study, where 75% were male, with ages ranging from 20-30, except for one that was more than 30

years old. Most of them (70%) had experience with VR systems. We greeted the participants and asked them to fill a

pre-test questionnaire about their background and previous experience with VR systems. The user study was then

explained to the participants. Each of them was randomly assigned the role of VR user or spectator and then asked to

conduct the training to familiarize themselves with the system. Each session consisted of the four trials performed

using a balanced Latin squares arrangement to avoid bias. The same four target grid layouts were used in each session

(in randomized order). The target grid layout was then given to the spectator, and the time taken to complete the task

was measured with a stopwatch. We also recorded how long each of the interactions took with the provided tools to
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(a) Left: The test grid, as shown in one of the printed sheets given to the spectator. Right: The cubes in the room.

(b) The VR user places a cube into the grid. The orange sphere in the center of the grid is the spectator’s marker.

Fig. 4. Virtual environment for the user study.

confirm how much actual usage each of them had. After that, they were asked to fill a post-test questionnaire to gather

subjective information about their user experience. The users then switched roles and conducted the same test with a

different grid layout in all configurations.

5.3 Questionnaires

We used custom-made questionnaires that combined well-known metrics to evaluate elements such as usefulness of

each tool, usability [5], the overall feeling of social presence [3] and presence [47]. The questionnaire was comprised of

six 5-Likert scale questions, where 1 meant that the participant strongly disagreed with the statement and 5 that they

strongly agreed with it. We focused on specific metrics of social presence in our user study: attentional allocation (AA)

and perceived message understanding (PMU) of the social presence questionnaire [3] to evaluate whether participants

were able to focus on their actions (AA) and understand what they were doing (PMU). We also included questions

related to Presence (i.e., the feeling of łbeing there" [47]) and overall task difficulty.

This questionnaire had the following statements: 1. It was easy to complete the task (tEasy), 2. I felt like I was actually

there in the VE (Pres), 3. I remained focused on my partner throughout our interaction (AAMe), 4. My partner remained

focused on me throughout our interaction (AAPart), 5. My thoughts were clear to my partner (PMUMe), 6. My partner’s

thoughts were clear to me (PMUPart).
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Then, we had questionnaires specific for each of the conditions, which included specific questions about the tools

used in the condition and the role the user was experiencing, either VR or Spectator. Since our emphasis on the test

was the usefulness of the system for the spectator, the questions used for the spectator’s questionnaire asked about

their partner’s perceived effectiveness.

6 RESULTS

In this section, we present the results obtained from both quantitative and qualitative metrics for both users. Since the

total test time is a continuous variable, we conducted a Shapiro-Wilk test to assess data normality. The samples were

not normally distributed, so we applied the Friedman non-parametric tests to find statistical significance and Wilcoxon

Signed Ranks Test post hoc tests for each pair of conditions, when statistically significant. The same tests were carried

out for the questionnaires, given they used a discrete variable. In order to avoid Type II errors (false negatives), we

did not use the Bonferroni correction on the pairwise tests, following the recommendation of previous research [1]

that evaluated the impact of this type of correction on statistical analysis. Moreover, in our case, we found that the

Bonferroni correction would produce such errors where the Wilcoxon Signed Ranks tests with Bonferroni correction

would contradict the results of the Friedman non-parametric test.

6.1 Subjective results

Fig. 5. Likert weighted graphs of specific questions in the user study.

We conducted data analysis to find statistical significance in the preferences questionnaires.
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Table 1. Results obtained from the tools questionnaires. Results are presented as Median (Interquartile Range). PC indicates Pointing

and controller, C Controller only and P Pointing only

VR User PC C P Spectator PC C P

My partner’s pointer tool was effective. (PC/P) 5(1) 5(1) The pointer tool was effective. (PC/P) 5(1) 4(1)

It was useful being able to have my

partner look in a separate direction. (PC/C)
5(2) 4(2) The pointer tool was easy to use. (PC/P) 4(1) 4(2)

The compass tool displayed in my headset

was effective. (PC/P/C)
4(2) 3.5(1.75)

The compass tool displayed on the screen

was effective. (PC/P/C)
3(2) 3(2)

The compass tool displayed in my headset

was easy to use. (PC/P/C)
4(2) 4(2)

The compass tool was easy to use.

(PC/P/C)
4(1.75) 4(2)

It was useful to be able to control my

own camera. (PC/C)
5(1.75) 4(1.75)

It was easy to control my camera. (PC/C) 4(2) 4(1)

6.1.1 Social Presence. For social presence, we report the Attentional Allocation and Perceived Message Understanding

(PMU) results.

Attentional Allocation: Regarding the spectator user, we found statistical significance in the question relating to

attentional allocation (𝜒2 (3) = 16.6𝑝 = 0.001). When comparing between conditions, we found statistical significance

in favor of those that did not have the decoupling of the camera. PC was both worse than P (Z=-3.176 p=0.001) and B

(B Z=-2.982 p=-.003), and C was worse in relation to the P condition (Z=-2.140 p=0.032) and B (Z=-2.326 p=0.02). We

highlight that the effect was worse with statistical significance when the camera was used in conjunction with the

pointer.

For the VR User, we found statistical significance for the attentional allocation of the spectator (AAPart) (𝜒2 (3) =

12.140𝑝 = 0.007). By performing additional post hoc tests, we found a similar effect as the spectator user, where

conditions that included the decoupling of the camera had worse results. PC was seen as worse than P (Z=-2.581

p=0.01) and B (Z=-2.310 p=0.021). We also found statistically significant results, with worse overall results for the C

(camera-only) when compared to the P (pointer-only) condition (Fig. 5).

Perceived Message Understanding (PMU): We also found statistical significance in the PMU question, relating to the

understanding of their actions by their partner (PMUPart) ((𝜒2 (3) = 11.881𝑝 = 0.008). In this question, users perceived

they were clearer to their VR partner when using the pointer, as the PC was perceived as better in comparison with

the B condition (Z=-2.001 p=0.045) and the P condition in comparison with both C (Z=-2.437 p=0.015) and B (Z=-2.195

p=0.028).

6.1.2 User Preferences. The tools were considered useful, except for the compass, where users had neutral responses.

Users also pointed out that they found the decoupling of the camera useful on both the spectator and VR user roles,

especially when paired with the pointer, but only with statistical significance in the VR role (Z=-3.000 p=0.003). The

questions used for the spectator’s questionnaire about their partner’s perceived effectiveness are summarized in Table 1.

6.2 Task Performance

Regarding time, we did not find statistically significant results between each condition by performing pairwise compar-

isons.We did notice that on the conditions where spectators had the pointer tool, they were able to complete the task

faster by an average of 13%. Our results also showed users put the available tools to use, averaging at 31% of the time

(7% standard deviation) throughout all conditions. A summary of the results for each trial results can be seen in Fig. 6.
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Fig. 6. Boxplots representing the total time per trial in seconds.

7 DISCUSSION

We found that the camera decoupling decreased the attentional allocation for the spectator (AAMe) and the perceived

AA of the VR partner (AAPart) as noted by the lower results that include camera decoupling (PC and C). This informs

us that on a task where both users need to collaborate over the same subject, independent rotational control of one’s

viewpoint is not desired. On the other hand, for a task such as the one proposed in our user study, decoupling views

were used to "divide and conquer" when searching for each cube. This can be seen in the user study results. People

noted the usefulness of camera decoupling in both roles, with a superior score (and statistically significant for the VR

user) when paired with the pointer tool. This is due to the pointer tool being used to help re-sync views more quickly,

which increased the perceived usefulness of camera decoupling. This is also explained by the relatively neutral scores of

the compass’s usefulness, showing that it did not assist the users in re-aligning their viewpoints as much as the pointer.

The pointer was shown to help each user understand each other’s actions (PMU), which was found to have statistical

significance. Overall, this tool was seen as the most useful by all users in the conditions it was available, given

communication was a key part of successfully completing the task.

The condition with both camera decoupling and pointer (PC) also indicated to have a positive impact on users’

presence. This condition was seen as easier by the users, especially when compared with the baseline condition. While

the pointer tool played a bigger role in allowing users to achieve success, having the ability to control camera rotation

at the same time had a positive impact on the users’ experience, even if it did not translate into better performance.

We found no statistical significance in the difference of completion time for each condition, but we argue the

importance of including additional observations collected during the experiments that indicate some tendencies to be

explored in future work. Although users liked to have control over the camera, we can notice a slightly higher total

time in the execution of the tasks (mitigated when the pointer was available) due to lost time re-aligning the viewpoints.

Different strategies to illustrate the difference in viewpoints need to be investigated in future work, which would be

more relevant in a scenario of full camera decoupling, where both users are equally active in the virtual environment,

moving away from the łspectator" role. However, we believe the significant results in the usefulness of the camera

decoupling tool showed that the additional time spent realigning the views was preferred over additional time looking

for the objects (arguably a more demanding task).

In summary, we are able to say that each of the proposed tools can be used for specific scenarios. In the coupled

view, users are able to better communicate synchronously (as seen by the PMU metric), so its use can be more effective

in remote-assistant situations, as they can better understand their relationship and synchronize their view to perform a
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task more efficiently. The conjunction of a decoupled view and pointers can be used in scenarios such as presentations,

when the spectator has to communicate with people that are also non-immersed in the virtual environment, and focus

on details that the immersed user is not aware of. This can also be useful in a joint task-solving scenario, such as the one

proposed by our user study. It is important to note that camera decoupling is an optional tool, and when not necessary,

a coupled view with camera stabilization is used. This allows each of the users to interact concurrently and focus on

different parts of the virtual scene.

8 CONCLUSION

We presented an approach for a spectator system in an asymmetric VR scenario where one user is immersed in the

environment through an HMD, and the spectator is semi-immersed by interacting with a large-screen display. Interaction

for the spectator is done through motion controllers where they can freely look around the virtual environment,

decoupled from the HMD user’s viewpoint. When the viewpoint is shared, the camera is stabilized with a filter. The

spectator can also point at virtual objects through the large-screen display to communicate with the HMD user. We

described in detail an implementation of the proposed approach and validated it with an exploratory user study.

Our results show that the proposed approach improved communication between both users, allowing each to focus

on different areas of the environment to solve a collaborative task. The tools provided contributed positively to the

spectator’s presence in the system and were preferred by the test subjects. We achieved the asymmetric collaboration

between HMD users and spectators through careful design considerations of user control, hardware setup, modes of

communication, and the impact of presence. We also highlight the importance of a shared reference space for pointing

gestures and verbal communication to work effectively. Additionally, we identified a list of scenarios for the use of

each of the proposed collaboration strategies, depending on the level of collaboration needed. Future work that uses or

gets inspiration from our system should also consider these aspects, and in turn, modify each component for effective

asymmetric collaboration between spectators using a large-scale display and immersed users.

In future work, we will further explore the user interface provided by both users, increasing their awareness of where

their partner is looking and their relative position. In our study, we only decoupled the rotation. It is possible to enable

the spectator to translate away from the VR user’s position. This would impact how users could observe one another

from different positions. Future work will explore the impact of different types of display and motion tracking on the

spectator. Exploring avatar representations of the spectator [37] and different tasks [33] inside the virtual environment

may allow for richer communication between users.
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