
Journal of Applied Geophysics 208 (2023) 104888

Available online 24 November 2022
0926-9851/© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

The sensitivity of seismic refraction velocity models to survey geometry 
errors, assessed using Monte Carlo analysis 

Hannah Watts a,b,*, Adam D. Booth c, Roger A. Clark c, Benedict T.I. Reinardy b,d 

a Stockholm University, Department of Physical Geography, Stockholm, Sweden 
b Bolin Centre for Climate Research, Stockholm, Sweden 
c University of Leeds, School of Earth and Environment, Leeds, UK 
d KTH Royal Institute of Technology, School of Architecture and the Built Environment, Stockholm, Sweden   

A R T I C L E  I N F O   

Keywords: 
Seismic refraction 
Plus-Minus 
Monte Carlo 
Uncertainty 
Near-surface geophysics 

A B S T R A C T   

Seismic refraction models should routinely be reported with their associated uncertainty. Tomographic solutions 
are widespread, but estimating uncertainties in these via Monte Carlo simulation places great demands on 
computer resource, hence this task is often omitted. By considering the Plus-Minus method of seismic refraction 
interpretation, we use Monte Carlo simulations to evaluate the uncertainty in seismic refraction results and 
determine the sources of uncertainty that are most impactful on the reliability of the output model. Our analysis 
considers the impact of survey mislocation (i.e., geophones misplaced from a planned position) and interpre-
tational problems (i.e., misidentification of first-break picks and uncertainty in identifying crossover distances) 
on the overall uncertainty in inferred unit thicknesses and seismic velocities. These are considered for synthetic 
data with varying subsurface velocity structure, and for field data collected at a shallow (< 50 m) bedrock site in 
north Wales (UK). Analysis of synthetic data shows that the impact of the aforementioned errors on thickness 
estimates is ~1000 times that on velocity estimates. Of all permutations tested, the most significant impact on 
thickness uncertainty was the accuracy of first-break picks, with the variance in target thickness estimates 
increasing roughly exponentially with first-break pick uncertainty. It is therefore prudent to minimise such 
uncertainty through appropriate survey practice (e.g., maximising source energy, taking multiple shots for 
stacking) and to properly define the resultant uncertainty in unit thickness and velocity estimates. The simplicity 
of the Plus-Minus method makes it an effective tool for highlighting the errors that would impact more so-
phisticated interpretation approaches, such as tomography or Full Waveform Inversion. The results from such 
analysis can be directly applied in straightforward environmental or engineering investigations and can be used 
to inform more advanced refraction methods. As such, the practice we highlight should be considered for any 
refraction interpretation.   

1. Introduction 

Depths and physical properties provided by geophysical methods 
should be routinely reported with their associated uncertainties (Beven, 
2018). Results quoted without such information may be applied with 
undue confidence and lead to misrepresentative interpretations. Seismic 
refraction (hereafter referred to as refraction) techniques are commonly 
used in geotechnical and environmental site investigations (e.g., Mol-
laret et al., 2020; Pegah and Liu, 2016; Rossi et al., 2018) to determine 
seismic velocity-depth profiles using the first-arrival times of seismic 
energy at a series of receivers, after deploying a seismic source (Berry, 
1971). There are numerous methods of interpreting refraction data, 

including intercept-time techniques (Ewing et al., 1939), reciprocal 
methods (e.g., Hagedoorn, 1959; Hawkins, 1961; Palmer, 1981), 
wavefront reconstruction methods (Rockwell et al., 1967), travel-time 
tomography (e.g., Schuster and Quintus-Bosz, 1993), and full wave-
form inversions (Tarantola, 1986; Virieux and Operto, 2009). These 
provide estimates of subsurface velocity structure, honouring different 
levels of complexity while applying various simplifying assumptions. 
Due to inevitable uncertainties in the refraction interpretation inputs, 
the output models of velocity and depth are inherently uncertain. 
Therefore, it is crucial that refraction results are always reported with 
their associated uncertainty (Dampney and Whiteley, 1980). Traditional 
methods used to calculate this output uncertainty involve evaluating the 
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error in least-square straight-line fitting (e.g., Booth et al., 2013; York 
et al., 2004), which only gives an average depth error for the refractor, 
or they involve manually recalculating the refraction outputs using 
extreme input values, which is laborious and does not necessarily pro-
duce the maximum possible output uncertainties (Northwood, 1967). 

Recently, methods have been developed to define the uncertainty in the 
outcomes of tomographic inversion (Egorov et al., 2022; Ryberg and 
Haberland, 2018), but the large number of degrees of freedom in these 
imposes significant computational demands hence they are seldom 
implemented in environmental or engineering investigations. 

Monte Carlo (MC) simulations are an effective means to propagate 
uncertainties from refraction inputs to the output results (Anderson, 
1976; Cox and Siebert, 2006). They incorporate input error distributions 
allowing flexible representation of plausible uncertainty scenarios. 
Hagedoorn’s (1959) Plus-Minus method (PM) for refraction interpreta-
tion is valued for its ability to delineate undulating refractors with 
relatively few straightforward equations, provided the subsurface ve-
locity structure is relatively simple (van Overmeeren, 2001). This means 
error analysis can be easily performed without the computational 
burden required for Monte Carlo tomographic simulations (Huang et al., 
2021; Ryberg and Haberland, 2018). Applying MC to PM calculations 
efficiently provides probability density functions (pdfs) for unit thick-
nesses beneath each geophone location (hD) and unit p-wave velocities 
(vp). These results can provide constraints for starting models when 
undertaking inversions, such as refraction tomography or multichannel 
analysis of surface waves (MASW). This minimises the uncertainty that 
is introduced by the model applied during the inversion process, to 
produce accurate inversion outcomes. Northwood (1967) noted that 
first-break time pick accuracy is a significant factor in refractor depth 
uncertainty but quantitative evaluation of its effect was limited by the 
need to repeat the whole interpretation multiple times. MC simulations 
overcome this issue and are well suited to sensitivity analysis, allowing 
quantification of how individual input errors affect the uncertainty of 
the results. 

In this paper, we review the PM method, MC simulations, and 
sensitivity analysis, and apply them to a range of synthetic data sce-
narios to show how varied survey errors combine to influence the un-
certainty in the interpretation for various layered velocity models. We 
then apply the method using a seismic dataset from North Wales (UK). 
We illustrate the impact of different surface conditions and data quality 
on the uncertainty in the refractor depths and highlight the implications 
of this analysis for survey procedure. These analyses demonstrate that, 
for most plausible velocity models, the greatest survey effort should be 
placed on ensuring that first-break travel-times can be picked with 
minimum ambiguity. 

Fig. 1. The ray paths and lettering conventions used in the Plus-Minus method 
calculations. 

Fig. 2. Example time-distance plot (arrivals from shotpoint A and G displayed 
in blue and orange, respectively; Fig. 1) illustrating the errors considered in this 
analysis: first-break pick time (te), shot-geophone offset (xe), and cross-over 
distance (ce). (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 

Table 1 
Model parameters used to create synthetic t-x pairs for sensitivity analysis. gx is an abbreviation of geophone. Za and Zb are the refractor depths at either end of the 
profile, with a linear slope between.  

2-layer V1 (m/s) V2 (m/s) Za (m) Zb (m) Geophone spacing (m) No. of geophones Spread length (m) 

Baseline 1500 3000 8 12 2 96 190 
Shallow 1500 3000 4 8 2 96 190 
Deep 1500 3000 12 16 2 96 190 
High V 3000 5500 8 12 2 96 190 
Low V 150 2650 8 12 2 96 190 
High contrast 500 5850 8 12 2 96 190 
Low V, high contrast 150 5500 8 12 2 96 190 
Low contrast 500 750 8 12 2 96 190         

Small gx intervals 1500 3000 8 12 1 192 191 
Large gx intervals 1500 3000 8 12 4 48 188 
Short spread 1500 3000 8 12 2 48 94 
Long spread 1500 3000 8 12 2 192 382   

3-layer V1 (m/s) V2 (m/s) V3 (m/s) Z1 (m) Z2a (m) Z2b (m) Geophone spacing (m) No. of geophones Spread length (m) 

High velocity 500 2750 5000 3 8 12 2 96 190 
Low velocity 150 500 3000 3 8 12 2 96 190 
High contrast 150 500 5850 3 8 12 2 96 190 
Low contrast 150 1000 3250 3 8 12 2 96 190  
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1.1. Hagedoorn’s Plus-Minus interpretation method 

PM was developed by Hagedoorn (1959) to enable efficient yet 
reasonable approximations of unit boundary depths and seismic wave 
velocities from refraction data when surface topography is minimal and 

a laterally homogeneous, layered subsurface is present. PM is based on 
the wavefront method of Thornburgh (1930) and the Delay-Time 
concept of Gardner (1939, 1967), and was subsequently developed 
into the reciprocal method (Hawkins, 1961). Algorithms have since been 
established to improve the representation of refractor geometries, such 

Fig. 3. Time-distance plots for the synthetic models used in this analysis. Model names correspond to Table 1. Arrivals from shotpoints A and G (Fig. 1) are displayed 
in blue and orange, respectively. Dotted vertical lines mark the location of the geophone offset 50 m from shotpoint A, used in error analysis. To the right of each 
time-distance plot, the velocity ratio between the target unit (N) and the overlying unit (N-1) is displayed along with a schematic of the model used to create the 
synthetic data; darker colours indicate higher velocities. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version 
of this article.) 
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as Palmer’s (1980) Generalised Reciprocal Method, Visual Interactive 
Raytracing (Whiteley, 2004), Full Waveform Inversion (Tarantola, 
1986), and Wavepath Eikonal Traveltime Tomography (Schuster and 
Quintus-Bosz, 1993), but these are computationally expensive compared 
to PM. The simplicity of PM has led to its continued use in near-surface 
investigations (e.g., Hausmann et al., 2007; Ross et al., 2019), to 
determine static corrections for seismic reflection investigations (e.g., 
Bridle, 2007; Opara et al., 2018) and to constrain starting models in 
seismic inversions (e.g., MASW) (Liu and Stock, 1993). Furthermore, it 
provides a simple analytic framework for establishing and appreciating 
the sensitivity of errors to subsurface parameters and survey design. 

Data acquisition for PM requires a pair of seismic shotpoints, one 
situated at each end of a linear geophone array to provide ‘forward’ and 
‘reverse’ coverage. Interpretation can be applied to the set of geophones 
where first arrivals from the forward and reverse shots are the critically 
refracted waves from the target refractor (range of ‘reverse cover’; B–F, 
Fig. 1). Within this range, the unit thickness beneath each geophone, hD, 
is determined using the simple calculation of ‘Plus Times’ (T+), 

T+
D = TABCD + TGFED − TABFG, (1)  

where the T terms are travel-times, defined in Fig. 1. In a two-layer case, 
hD is given by: 

T+
D = 2(hDcosθc)/v1, (2)  

where v1 is the seismic velocity in the overburden, calculated from the 
reciprocal of the slope of the direct wave arrivals on the time-offset (t-x) 
plot, and θc = sin− 1(v1/vN). vN is the seismic velocity in the target unit 
and is calculated using ‘Minus Times’ (T− ), 

T −
D = TABCD − TGFED − TABFG. (3) 

vN is the inverse slope of the graph of T− against 2x, where x is 
shotpoint-geophone offset: 

ΔT − =
2Δx
vN

. (4) 

For cases where the target refractor is overlain by multiple layers, 
overburden layer velocities (i.e., vi, the velocity in the ith layer from the 
ground surface) are defined using the inverse slope of the corresponding 
segments of the t-x plot, vN is given by eq. (4) and eq. (2) is updated so 
that the unit thickness for the ith layer, at geophone D (hiD) is given by: 

T+
D =

∑i=N− 1

i=1

2hiDcosθi,N

vi
, (5)  

where N is the number of layers. The target refractor depth (zD) is the 
sum of the unit thicknesses at geophone D. 

The calculation of unit thicknesses and velocities with PM assumes i) 
homogeneous and isotropic velocities in overburden layers, ii) that the 
target refractor has a dip angle <10o, and iii) first arrivals are the direct 
wave or critical refractions (Hagedoorn, 1959; Reynolds, 2011). The 
issues arising when these assumptions are violated have been investi-
gated by Dampney and Whiteley (1980) and Liu and Stock (1993): de-
viations from assumption (i) can be detected by repeating refraction 
calculations for adjacent, overlapping seismic spreads, and the contri-
bution of these deviations to the total result uncertainty can be quan-
tified using MC and the Gibbs sampler (Casella and George, 1992). 
Assumption (ii) is an improvement on the delay-time method’s 

Fig. 3. (continued). 

Table 2 
Error bounds applied to define the Gaussian probability distributions for each 
execution of the MC process. All five rows were applied to each model. For the 3- 
layer models, both crossover locations had the same error (ce). First-break pick 
errors (te) increase linearly from near to far offset geophones.   

xe (m) te (ms) ce 

None 0 0 0 
Geophone offset 1 0 0 
First-break pick 0 0.25–1 0 
Crossover distance 0 0 1 
All 1 0.25–1 1  
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assumption of horizontal refractors (Whiteley and Eccleston, 2006) and 
while assumptions (ii) and (iii) are rarely met, they are good approxi-
mations (Dampney and Whiteley, 1980). 

Given the recursive nature of velocities in this system of equations, 
the cumulative error and uncertainty in the output models increases 
with subsurface complexity. The uncertainties that we consider are (i) 
the timings of first-break picks, te; (ii) the shot-receiver distances, xe; (iii) 
the crossover distances, ce (i.e., the geophone position at which critically 
refracted arrivals from one layer are overtaken, and thus identified, by 
the arrivals from the layer below) (Fig. 2; Dampney and Whiteley, 1980; 
Northwood, 1967). 

The effect of these uncertainties on refraction results has implica-
tions for the uncertainty in further analysis, such as the assessment of 
material properties (e.g., Pegah and Liu, 2020) or the determination of 
static corrections. Material properties include elastic parameters such as 
Young’s modulus (E) or Poisson’s ratio (ν), which are used to determine 
soil conditions (e.g., strength or resistance to deformation) to ensure 
they are suitable for a desired construction. Static corrections are 
applied during seismic reflection investigations to account for (i) the low 
velocity near surface superficial or weathered layer(s) (the ‘weathering 
correction’), and (ii) surface topography (the ‘elevation correction’). 
They are implemented by applying time shifts to each seismic trace in 
the reflection acquisition to map source and receiver positions onto a 
common datum (Yilmaz, 2001), with uniform near-surface velocity ve 
(the ‘replacement’, or ‘elevation’ velocity). The weathering correction is 
often computed by using refraction methods, such as PM, to calculate 
the time in the weathering layer and hence the required shift in travel 
time (Tw) for each surface location (e.g., Zhu et al., 2014). Therefore, 
through defining the uncertainty in PM outputs, the uncertainty in Tw 
can be quantified. 

1.2. Error propagation using Monte Carlo simulation 

MC simulation is a means of evaluating the distribution of uncer-
tainty in an output model based on the error distributions of the input 
parameters. The simulations produce m permutations of a given model, 

using pseudorandom selections of input values from their defined error 
distributions (e.g., Cox and Siebert, 2006; Hammersley and Handscomb, 
1964; Morgan and Henrion, 1990). For a result to be representative, m 
should exceed 10000/(1 − p), where p is the percentage of times that an 
output model falls within a chosen tolerance of the true value (Couto 
et al., 2013). This process produces output pdfs from which standard 
statistical values (e.g., mode, variance and percentiles), as appropriate 
to the character of the pdf, are easily defined (Morgan and Henrion, 
1990). 

1.3. Sensitivity analysis 

The MC approach can be used to assess the sensitivity of the output 
model to variations in the input variables (Ye and Hill, 2017). For each 
input, a sensitivity coefficient Si indicates its contribution to the overall 
observed uncertainty and, from a practical viewpoint, how much 
attention should be given to improving it (Hamby, 1994; Razavi and 
Gupta, 2015). Si is determined using a global Sobol’ method (Sobol”, 
1993), in which all input variables are varied within their parameter 
ranges to observe how output uncertainty is affected by changes in the 
variables and their interactions (Saltelli et al., 2004; Ye and Hill, 2017). 
The Sobol’ method ranks input variables based on their contribution to 
the output variance, defined using two values: first-order and total-effect 
sensitivity coefficients. First-order Si values are calculated for each un-
certain input (Xi) using: 

Si =
V(Xi)

V(Y)
, (6)  

where V(Xi) is the partial variance due to Xi and V(Y) is the total output 
variance (Sobol”, 1993). Total-effect Si considers interactions between 
variables, but is not required if there is negligible covariance, |r|, be-
tween individual Xi and if the purpose of the sensitivity analysis is purely 
to investigate input error importance (Zhang et al., 2015). In this paper, 
all further instances of Si denote first-order Si. 

Fig. 4. A plot of the inter-quartile ranges of output hN-1 values from Monte Carlo simulations with ‘All’ errors applied (Table 2) for each of the synthetic datasets, 
where hN-1 is the thickness of the layer above the target refractor 50 m from shotpoint A. Values are normalised around the median output for each model. Labels to 
the right of the graph state the model variables being explored. The model names correspond to those in Table 2 and Fig. 3. gx is an abbreviation of geophone. 
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2. Analysis using synthetic data 

2.1. Experiment setup 

To explore the interplay between acquisition errors, the complexity 
of subsurface structure, and the sensitivity of hi and vi uncertainty, we 
created synthetic time-distance (t-x) pairs consistent with a range of 
velocity-depth models and geophone arrangements (Table 1; Fig. 3). 
Synthetic raypaths were calculated by honouring Snell’s Law at each 
velocity interface, with ray distance converted to travel-time according 
to the velocity in each layer. 

Gaussian probability distributions were assigned to each of the un-
certain input variables (xD, tD, and ci, where D is the geophone number), 
within the ranges defined in Table 2. Errors in t increase linearly with 
offset as a way of expressing the reduced signal-to-noise ratio (SNR) 
associated with attenuation and amplitude decay (Northwood, 1967). 
For the ‘Long Spread’ and ‘Short Spread’ cases, maximum errors in t are 
updated to 2 ms and 0.5 ms, respectively, to reflect the different 
maximum offsets. 

For the MC simulations, we set p = 95% and hence m was 200,000. 
To calculate Si for xe, te, and ce, we require V(Xi) for each of these inputs 
and V(Y) (Eq. 6). Therefore, the MC process was executed five times for 
each input model, using the error bounds listed in Table 2. The |r| be-
tween outputs was <0.005 in all cases, thus justifying the use of the first- 
order Si estimate (Taylor, 1990). To make quantitative comparisons 
between the output thickness and velocity uncertainties, we use the 

variance, interquartile ranges (IQR), and median values of the resultant 
pdfs. 

The variance values for all of the outputs from the 2-layer tests 
(Appendix 1a, c, e) show that uncertainty in h1 is approximately three 
orders of magnitude greater than that in v1 or v2; this is consistent with 
Hoffmann and Schrott’s (2003) observation of larger uncertainties for 
depth than velocity when using the intercept-time method. Further 
analysis of the synthetic data therefore focuses on changes in the un-
certainty in thickness of the unit above the target refractor, as expressed 
by the results for the thickness beneath the geophone 50 m offset from 
shotpoint A (hN-1; dashed lines, Fig. 3). 

Fig. 4 shows the spread of output hN-1 values for input models with 
different subsurface structures and survey layouts. Changing the 
geophone interval or refractor depth has little effect on the output un-
certainties and sensitivities, for these and any other reasonable survey 
geometries, whereas altering the spread length or velocity structure of 
the subsurface has an observable impact on hN-1 uncertainty (Fig. 4). The 
increase in hN-1 uncertainty with spread length is due to deteriorating 
SNR and hence higher te at longer shot-receiver offsets. In both the 2- 
and 3-layer cases, the estimation of hN-1 is most uncertain when the 
subsurface velocity is high, as is shown by the large IQR for the 3-layer 
high velocity and high velocity models (Fig. 4). The main influence is the 
velocity in the unit directly above the target refractor (vN-1) as opposed 
to the half-space velocity (vN): the three high-contrast models, in which 
vN is high but vN-1 is low, produced narrow hN-1 IQRs (Fig. 4). Northwood 
(1967) states that velocity contrast has a large impact on the effect of 

Fig. 5. A breakdown of the contributions of errors in 
geophone offset (xe), first-break pick time (te), and 
crossover distance (ce) to the uncertainty in hN-1 for 
subsurface models with different velocity structures, 
where hN-1 is the thickness of the layer above the 
target refractor 50 m from shotpoint A. (a) Box and 
whisker plots show the interquartile range and range 
of the outcomes from the MC simulations when each 
of the error ranges displayed in Table 2 were applied. 
The model schematics to the right represent the ve-
locity models used to create each of the synthetic 
datasets and correspond to Fig. 3. (b) Stacked graphs 
showing the sensitivity indices for hN-1 with respect to 
each of the uncertain inputs for the chosen subsurface 
models. Subsurface model names correspond to those 
in Table 1 and Fig. 3.   
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Fig. 6. The location of the field data collection. (a) The green square shows the location of (c) within England and Wales. (b) Satellite image of the field where the 
survey was carried out (52◦53′17” N, 4◦06′08” W, yellow star). Orange line shows the position of the seismic survey line and the blue circles the shotpoints. (c) 
Topographic and street map of the surrounding area with the location of (b) outlined in blue. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 

Fig. 7. Shot gather from the shot taken at 0 m offset from geophone 1 at the field site in North Wales. First-break picks for each trace are marked by blue lines. The 
location of geophone 13 (G13), which is used in our uncertainty analysis, is indicated by an orange triangle. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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input uncertainty, with results being particularly sensitive to input un-
certainty when the velocity ratio vN-1/vN is >0.75 (i.e., velocity contrast 
is low). The results from our 2- and 3-layer high velocity models agree 
with this, however the ‘low contrast’ model (vN-1/vN = 0.67) produced a 
much narrower IQR than the ‘high velocity’ model (vN-1/vN = 0.55) 
(Fig. 4), supporting our contention that the magnitude of vN-1 has a 
strong influence on hN-1 sensitivity to input uncertainty. 

The results from the synthetic data tests reveal differences in the 
contributions from the three input errors, xe, te, and ce, to the overall 
output uncertainties (Fig. 5 and A1–2). Fig. 5 shows that hN-1 is most 
sensitive to te, except where a high velocity contrast is present. Si dis-
tributions for hN-1 are mainly driven by changes in V(t), and variations in 
V(x) and V(c) are more consistent between the different model outputs. 
For these simulations, te values were assumed to be low, in many field 
situations, low SNR will reduce the accuracy of first-break picks, 
meaning the contribution of te to output uncertainty will be even more 
dominant (e.g., Section 3.2). For three-layer cases the sensitivity of hN-1 
to ce is more significant than for the two-layer cases, likely due to the 
inclusion of two crossover locations, however, in all cases, Sc is <0.2 

(Figs. 4b and A1–2). Other than the change in Sc, adding an extra 
overburden layer to the subsurface model has little impact on the un-
certainty in hN-1 (Figs. 4 and 5). 

3. Field data example 

3.1. Data collection and processing 

Seismic data were collected in flat fields at Ty Cerrig farm, north of 
Harlech (52◦53′17” N, 4◦06′08” W; Fig. 6b), Wales, UK. Published 
geological mapping implies that the site overlies a stratified subsurface 
of Quaternary glacial material, potentially overlying Tertiary sediments, 
underlain by southwards-dipping Cambrian bedrock (Allen and Jackson, 
1985). The seismic survey deployed 48 geophones at 4 m intervals (a 
spread length of 188 m), oriented in the assumed strike direction of the 
bedrock. A PEG-40 accelerated weight-drop (AWD) source was deployed 
at 0 m and 80 m offset from each end of the spread (zero-offset and 80 m- 
offset shots, respectively), providing forward and reverse coverage 
(Fig. 6). To improve the sampling of the direct wave, and thus the 
constraint on v1, a collapsed spread was used with 24 geophones at 0.25 
m spacing, and a hammer and plate source. All records were 1 s long, 
with a sampling frequency of 8000 Hz. Up to 22 individual shots were 
taken at each location and stacked to improve SNR. 

Initial processing and manual first-break picking for each of the 
seismic shot gathers was undertaken in ReflexW (version 8.5.6; Sand-
meier, 2016; Fig. 7) and the resultant t-x pairs were imported to Matlab 
(version R2018a; MATLAB, 2018) for analysis with PM. Trigger timing 
and source impact plate location errors were corrected by applying bulk 
time shifts to all arrival times, determined from the arrival time of the 
airwave at a set of reference geophones. PM was applied following Eqs. 
(1)–(5), for a 3-layer case and dipping layer calculations (Ewing et al., 
1939) were used to define the overburden unit thicknesses (h1) and 
velocities (v1 and v2). v1 was defined using the collapsed spread t-x picks; 
v2 and h1 were calculated using the data from the zero-offset shots; and 
v3 and h2 were defined using the t-x picks from the 80 m-offset shots 
(Fig. 8). 

MC simulations were applied to these data using Gaussian proba-
bility distributions for each quantity in the PM method, with limits 
defined by the error bounds in Table 3. Initial error bounds were defined 
based on the resolution of the inputs, which are determined from the 
SNR of the seismic data and the field conditions. Although the level field 
minimised the likely error in geophone placement along a measuring 
tape, some uncertainty could be introduced by possible deviations of the 
tape from a straight line and human error when planting the geophones. 
SNR is high at near offsets, so first breaks are clearly defined, but noise 
from wind and other ambient noise at further offsets (Fig. 7) reduced the 
SNR and hence, the accuracy of first-break picks (Table 3). As with the 
synthetic models, m was 200,000, and using this the entire MC process 
took just over 1  hour to run on a standard desktop PC. 

Fig. 8. Time-distance plot of first-break picks from all of the shot gathers from 
the North Wales field data. Straight lines show the linear segments used in 
refraction interpretations. The location of geophone 13 (G13) is displayed with 
a black dotted line. Zero offset and 80 m offset refer to the distance from the 
shotpoint to the end of the geophone spread and forward and reverse refer to 
which end the survey was shot from. The Collapsed spread had a smaller 
geophone spacing and the shot was located at geophone 1. 

Table 3 
Error bounds used to defined Gaussian probability distributions for the input variables of the field data. Both crossover locations had the same error. First break time 
errors increase linearly from near to far offset geophones. Full and collapsed spreads used 1 and 4 m geophone separations, respectively. 0 m and 80 m offset refer to the 
distance from the shotpoint to the end of the geophone spread (Figs. 6, 8).   

Full spread xe (m) Collapsed spread xe (m) 0 m offset te (ms) 80 m offset te (ms) Collapsed spread te (ms) ce 

(Geophone) 

None 0 0 0 0 0 0 
Distance 0.5 0.1 0 0 0 0 
Time 0 0 1.5–3.0 2.5–4.0 1.5 0 
Crossover 0 0 0 0 0 1 
All 0.5 0.1 1.5–3.0 2.5–4.0 1.5 1 
x: 1 1.0 1.0 0 0 0 0 
x: 0.5 0.5 0.5 0 0 0 0 
x: 0.05 0.05 0.05 0 0 0 0 
t: 10 0 0 10 10 10 0 
t: 5 0 0 5 5 5 0 
t: 0.5 0 0 0.5 0.5 0.5 0  

H. Watts et al.                                                                                                                                                                                                                                   



Journal of Applied Geophysics 208 (2023) 104888

9

The output velocity-depth profile, with associated errors, from the 
MC PM analysis is displayed in Fig. 9. Depths to each boundary are 
displayed as pdfs at each geophone location, the range of these showing 
that z2 uncertainties are greater than those in z1. This was similarly 
observed in the 3-layer high velocity and 3-layer low contrast synthetic 
model outputs, which have comparable velocity structures to the Wales 
site (Appendix 2). Velocity uncertainty also increases with depth, with 
the IQR in the pdfs increasing from 20 m/s to 60 m/s for v1 to v3 
respectively. These increases in refractor depth and velocity un-
certainties with depth are partly down to the different te values assigned 
to each of the shot gathers (Table 3), but as the synthetic models use just 
one ‘shot gather’ to calculate both h1 and h2, this must not be the only 
factor affecting these results, as is further shown is Section 3.2. 

The uncertainties in unit velocities and refractor depths propagate 
through to static correction estimates and hence, through quantifying 
the uncertainty in hi and vi, we can calculate the uncertainty in statics for 
use in seismic reflection investigations. We applied this analysis to the 
field data assuming a flat surface topography and calculated the 
weathering correction at an individual location, i.e., a source or a 
receiver, 

TW =
∑n

i=1
hi

[
1

vwi

−
1
ve

]

, (7)  

where n is the number of weathering layers, vW is the velocity in layer i 
and ve is the replacement velocity from below the weathering layer, 

usually vn+1 (Cox, 1999). We applied the static corrections assuming 
both two-layer (i = 1) and three-layer cases (i = 2), considering near- 
surface (e.g. environmental) targets and deep (e.g. resource) targets, 
respectively. For the two-layer case, ve = v2 and static corrections are 
applied to z1, which was determined using the dipping layer method. For 
the three-layer case, ve = v3 and static corrections are applied to z2, 
which was determined using PM. It is standard to apply a ‘total static’ 
correction to reflection data, which is the sum of the source and receiver 
statics and as such, we calculated the total static corrections for all 
possible shot and receiver pairs for each of the model outputs. 

The results from the static correction calculations (Fig. 10) demon-
strate the significant difference in the magnitude of the uncertainty 
related to h1 and h2. For the total static corrections, when i = 1, the 
interquartile range of the outcomes is 0.3 ms, whereas when i = 2, the 
interquartile range increases to 9.9 ms; this closely to corresponds to the 
precisions of the refractor depths and is in part due to the larger te values 
associated with the 80 m offset shot gathers. Fig. 11 shows that the input 
errors introduce a negative bias to Tw, i.e., when refraction results are 
uncertain, static corrections may leave reflection events at later times, 
and hence appearing deeper, than is correct. 

3.2. Simulated effects of more uncertain data 

The flat terrain at our field site was conducive to accurate geophone 
placement, even without the use of GPS equipment. Furthermore, our 
surveys used an AWD source, giving high SNR and a confidence in first- 

Fig. 9. Results from MC PM analysis of seismic data from North Wales. (a) Modelled refractor surfaces and velocities with uncertainty in depths displayed as 
probability density functions beneath each geophone location and velocities quoted as the median output values ± half the inter-quartile range. Black lines show the 
mode, upper and lower quartiles of the depth distributions. The subsurface was modelled assuming ‘All’ input error bounds (Table 3). (b) Sensitivity indices for 
output variables with respect to uncertainty in geophone offset (xe), first-break pick time (te), and crossover distance (ce). zi, hi, and vi are the depth, thickness, and 
velocity of layer i, respectively. 
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break picking at near offsets (±1.5 ms; Table 3). Even at far offsets, 
where SNR was poorer, first-breaks could still be picked to within ±4 
ms. Elsewhere, uneven (e.g., rocky) terrain can impede accurate 
geophone placement along a prescribed survey line (e.g., Watts et al., 
2022), and different sources, weather conditions, or ambient noise can 
damage SNR and thus the accuracy of first-break picks (Yilmaz, 2001). 
The impact of these sources of error on hi uncertainty was explored by 
imposing different uncertainties on the geophone positions, xe, and first- 
break picks, te, (Table 3) of our field dataset. 

Fig. 11 shows the different uncertainties in refractor depths with 
cases of i) precise and imprecise geophone positioning, and ii) noise-free 
and noisy conditions. These outcomes reaffirm our suggestion that te has 
a stronger influence on the uncertainty in z2 than z1, and this is not just 
due to increasing te with offset distance, and they show that both depth 
sensitivities are similar and smaller for xe. A 10-times increase in either te 
or xe is amplified tenfold in hN-1 variance (Fig. 11e). Proportionally, both 
input errors have the same effect on the variance of hN-1, showing 
roughly exponential growth in the uncertainty of hN-1 as te or xe in-
creases. However, as the influence of xe is less than te, any plausible error 
in geophone placement alone is unlikely to be sufficiently large to 
obscure refractor topography. Where surface obstacles are present (e.g., 
boulders into which geophones cannot be planted), geophones may be 
placed out of line: when xe is set to 1 m, the resultant interquartile range 
of hN-1 is 0.20 m at geophone 13 (48 m from A). Under windy conditions, 
the additional noise in first-break picks could lead to increased timing 
uncertainties. Increasing te to ±10 ms, the interquartile range of hN-1 at 
the same geophone becomes 8.1 m (Fig. 11d); given that the median 
value for h2 changes by a maximum of 5.6 m along the survey line, te is 

sufficiently uncertain to obscure refractor topography. Therefore, it is 
important that hi uncertainty is always calculated and stated. 

4. Discussion 

We have defined an efficient means of evaluating the uncertainty in 
refractor depths and seismic velocity estimates, calculated using PM. 
Although PM makes a number of limiting assumptions about the 
complexity of the subsurface velocity distribution, we anticipate that the 
sensitivities we report will be directly relevant for more sophisticated 
analysis methods. The MC PM process could be applied during future 
seismic studies to (i) calculate and illustrate refractor depths and ve-
locities, along with their associated uncertainty, when the subsurface 
velocity structure is laterally homogeneous, (ii) provide constraints for 
inversion starting models, and (iii) determine the uncertainty in 
geotechnical parameters or static corrections, derived from seismic 
refraction results. 

We have explored in detail the contributions of the three errors, first- 
break pick times (te), shot-geophone offsets (xe), and crossover distances 
(ce) to the uncertainty in refractor depth estimates as these input errors 
are quantifiable and independent and hence can be evaluated using the 
MC process. By applying the MC PM process to synthetic data, we have 
shown that, in most cases, te provides the most significant contribution 
to the overall uncertainty in zN, of the three errors explored. Since te is 
the most significant source of uncertainty in an output model, field effort 
should be directed towards maximising SNR - i.e., through the use of 
more energetic seismic sources and short maximum source-geophone 
offsets, minimising wind noise on geophones, stacking more sources at 
any shotpoint, and/or through applying advanced first-break picking 
techniques (e.g., Zhao et al., 2022). In addition to minimising te, efforts 
should be made to obtain accurate estimates of the magnitude of this 
error to provide realistic estimates of output uncertainties (e.g., Aba-
kumov et al., 2020). 

Here, te is defined as the uncertainty in each individual first-break 
pick introduced by human error and the limited resolution of the data, 
and as such these errors are independently distributed from geophone to 
geophone (Liu and Stock, 1993). The correct determination of first- 
break times is also affected by the distortion of waveforms due to 
filtering effects (Geldart and Sheriff, 2004; Northwood, 1967) and cycle 
skipping, where first-breaks are picked a cycle or half cycle too early or, 
more commonly, late. These are bulk errors and so are not indepen-
dently distributed, meaning they cannot be represented using MC. 
Waveform distortion is most commonly caused by frequency filters; 
these can introduce a precursor half-cycle to the dataset which obscures 
the true first break. Half-cycle skipping can also occur when the display 
polarity is interpreted incorrectly and whole-cycle skipping is possible 
when the SNR is low. As such, data polarity should always be checked 
and where possible, the risk of distortion should be avoided by only 
stacking data prior to first-break picking rather than applying frequency 
filters. The effect of adding half a cycle (12.5 ms) to the layer 2 arrivals 
from the baseline model (Fig. 3) showed no effect on velocities, since the 
gradients in the output t-x plots are identical, but moved the refractor 
depth from 9.5 m to 20.3 m depth. This highlights the need for judicious 
application of frequency filters, and the need to ensure confidence that 
the correct wavelet phase has been picked. 

The lesser and perhaps insignificant affect that uncertainty in 
geophone placement has on the uncertainty in refractor depths and 
velocities is of importance for environmental surveys where rugged 
terrains often preclude optimal geophone placement. Watts et al. (2022) 
encountered such issues when performing seismic surveys at a glacial 
foreland in Norway. Geophone planting efforts were impeded by frozen 
sediments and boulders meaning some geophones were up to 0.3 m 
laterally offset from the survey line, with poor control on the resultant 
shot-geophone offset distances. Refraction analysis was applied using 
the intercept-time technique to provide 1-D velocity-depth profiles, with 
thickness and velocity uncertainties defined through slope evaluation 

Fig. 10. Static correction uncertainty analysis results. Histograms of all dT 
values from static calculations assuming two (a) and three (b) layer cases, 
where dT = Twj - Twref. Twj is the average weathering correction provided by 
model permutation j and Twref is the average weathering correction when it is 
assumed there is no uncertainty in the refraction interpretation inputs. 
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following the method of York et al. (2004). While this approach con-
siders errors in both t and x, it does not account for any error interactions 
which can amplify the overall uncertainty and it does not provide 2-D 
seismic velocity models. Through applying the MC PM process to the 
t-x picks, depths to the refractive interfaces and associated uncertainties 
could have been calculated and displayed at each geophone position, 
rather than as an average for the entire survey line, and changes in te and 
xe along the survey line could easily be accounted for. Furthermore, the 
analysis applied here shows that the geophone placement issues will 
have had little effect on subsurface interpretation. This should reassure 
any survey team working on rugged terrain, where geophones cannot be 

placed in line. 
The MC PM process successfully represents the uncertainty in seismic 

velocities and depths to refractive interfaces, considering experimental 
uncertainties. However, we recognise that we are working at the limits 
of what PM is capable of and this analysis cannot account for deviations 
from PM assumptions, such as lateral velocity inhomogeneities, steep 
surface topography, or local dip effects and there is still a need to define 
the number of layers, which can be particularly challenging when ve-
locity contrasts are low, there are more than a handful of layers, and dips 
are anything more than shallow (e.g., Palmer, 1986). Despite this, the 
values provided can aid subsequent, more advanced, seismic surveys 

Fig. 11. Results from MC PM analysis of data from North Wales with different input error scenarios. (a–d) Modelled refractor surfaces for different geophone offset 
uncertainties (a,b) and first-break pick time uncertainties (c,d) with refractor depths displayed as probability density functions with black lines showing the mode, 
upper and lower quartiles of the output distributions. (e) Variance in modelled thicknesses of layer 2 at geophone 13 (h2) with different x and t uncertainties. 
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and the calculated P-wave velocities (vp) can be applied in geotechnical 
studies to determine parameters such as elastic moduli, porosity, or 
water content, along with measures of their uncertainty. For example, 
assuming a normal distribution for density (ρ) based around reported 
values for Cambrian bedrock, 2700 ± 100 kgm− 3 (Allen and Jackson, 
1985), we calculated the P-wave modulus (M) and its uncertainty for 
layer 3 at the field site in Wales. Using the v3 distribution from the MC 
PM process and the defined ρ distribution, we applied MC simulations 
to: 

M = ρvp
2, (8)  

to produce a pdf for M (Fig. 12) from which the median and IQR are 
taken to give M = 57.7 ± 0.9 GPa. M and its uncertainty can then be 
used along with a shear modulus (G) distribution, obtained from MASW, 
to define the uncertainty in further geotechnical parameters such as bulk 
modulus (K = M – 4G/3), Young’s modulus (E = G(3M – 4G)/(M – G)), 
or Poisson’s ratio (ν = (M – 2G)/(2M – 2G)) (Mavko et al., 2009). 
Defining the ranges of these values is of importance in the field of en-
gineering geology, where such parameters are applied to predict the 
behaviour of soils and inform construction design. 

We have demonstrated here that our fast, and easily implemented, 
approach to uncertainty definition is beneficial for a wide range of en-
gineering and environmental applications and as such, should be 
implemented in seismic refraction investigations to provide a first 
approximation of result uncertainty where state-of-the-art techniques 
are not financially viable or to optimise the more computing intensive 
uncertainty definition approaches. 

5. Conclusions 

Running MC simulations of the PM method is a fast and computa-
tionally inexpensive way of propagating input errors to give the uncer-
tainty in output unit velocities and thicknesses. Through applying our 
MC PM process, the resultant uncertainty in the depth to a refractive 
boundary can easily be displayed. As such, we would recommend the 
application of this method to: (i) provide constrained estimates of sub-
surface velocities and unit boundary depths for environmental studies, 
when a laterally uniform subsurface is present; (ii) determine static 
corrections and their associated uncertainty for seismic reflection sur-
veys; (iii) assess the uncertainty in geotechnical parameters, derived 
from seismic velocities; (iv) constrain starting models for tomographic 
inversions or MASW. 

In most near-surface surveying situations, the impact of errors in 
geophone placement on target refractor depth uncertainty is apparently 
minimal compared to the contribution of first-break pick time errors, 
and this is especially prevalent when a high velocity overburden is 
present. As such, reliable refraction results can be produced when the 
surface terrain impedes accurate geophone placement, but the accuracy 
of first-break picks must be maximised and reliably defined to present 
representative and informed interpretations. 
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Appendix A. Appendices

Appendix 1. Results from uncertainty analysis of all 2-layer synthetic datasets. (a–c) Variance in thickness (h1) and velocity (v1 and v2) outputs from MC PM analysis 
with uncertain geophone offset (xe), first-break pick time (te), and crossover distance (ce) inputs. (d–f) Sensitivity indices for h1, v1, and v2, respectively, for each of 
the synthetic datasets. (g) Schematics of the synthetic model velocity structures; order corresponds to the model order in (d) to (f). Model names correspond 
to Table 2.  

H. Watts et al.                                                                                                                                                                                                                                   



Journal of Applied Geophysics 208 (2023) 104888

14

Appendix 2. Results from uncertainty analysis of all 3-layer synthetic datasets. (a–d) Sensitivity indices for the output variables from the four synthetic models 
depicted in (f). (e) Variance in depth (z2) and thickness (h1 and h2) estimates when ‘All’ input uncertainties were applied (Table 2). 
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