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Summary

In this article, we consider the legal frameworks that enable workers to influence the deployment 

of new workplace technologies in the United Kingdom and the future of worker voice and 

algorithmic management in a post-Brexit Britain. The article demonstrates how the legal 

mechanisms that facilitate voice at work, primarily collective bargaining via trade unions, can 

be leveraged to influence employers’ choices regarding algorithmic management. However, it 

also identifies both familiar and novel challenges regarding using these routes to ‘negotiate the 

algorithm’. The article then outlines major regulatory proposals emerging from the EU that would 

establish greater co-determination in this context and assesses their relevance to the UK labour 

market. It concludes by considering whether specific regulatory measures are necessary in the 

UK context to enhance the exercise of worker voice regarding the deployment of algorithmic 

management and close the widening gap between the position of UK and EU workers.

Résumé

L’article examine dans quel cadre juridique les travailleurs pourraient exercer une influence 

sur le déploiement des nouvelles technologies sur le lieu de travail au Royaume-Uni, ainsi que 

la manière dont ces travailleurs pourraient se faire entendre dans le contexte nouveau de la 

gestion par algorithmes dans le Royaume-Uni de l’après-Brexit. L’article montre comment les 

mécanismes juridiques qui facilitent l’expression des travailleurs, comme la négociation collective 

par l’intermédiaire des syndicats, peuvent être utilisés pour influencer les choix des employeurs 

en matière de gestion par algorithmes. Il souligne toutefois que l’utilisation de ces mécanismes 

pour “négocier les algorithmes” pose des problèmes dont certains sont familiers et d’autres plus 

nouveaux. L’article présente ensuite les principales propositions de réglementation émanant de 

l’UE et qui visent à instaurer une plus grande codétermination dans ce domaine, et il en évalue 

la pertinence au regard du marché du travail britannique. Il cherche enfin à déterminer, dans ce 
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contexte britannique, les mesures réglementaires spécifiques qui devraient mieux permettre aux 

travailleurs de faire entendre leur voix au sujet du déploiement de la gestion par algorithmes et 

combler le fossé grandissant entre la situation des travailleurs britanniques et celle des travailleurs 

de l’UE.

Zusammenfassung

In diesem Artikel befasst sich das Autorenteam mit den Rechtsrahmen, mit denen Arbeitnehmer:innen 

die Einführung neuer Technologien am Arbeitsplatz im Vereinigten Königreich beeinflussen können, 

und mit der Zukunft der Mitsprachemöglichkeiten (worker voice) von Arbeitnehmer:innen und des 

Managements durch Algorithmen in einem Post-Brexit-Großbritannien. Der Artikel zeigt, wie die 

gesetzlichen Mechanismen, die Mitsprachemöglichkeiten in Betrieben gewährleisten - in erster Linie 

Tarifverhandlungen durch Gewerkschaften - genutzt werden können, um Arbeitgeberentscheidungen 

bei der Einführung des Managements durch Algorithmen zu beeinflussen. Der Artikel benennt aber 

auch bekannte und neue Herausforderungen bei der Nutzung dieser Möglichkeiten, „den Algorithmus 

zu verhandeln.“ Die Autoren beschreiben anschließend wichtige regulatorische Vorschläge der EU, 

die mehr Mitbestimmungsmöglichkeiten in diesem Bereich eröffnen würden, und beurteilt ihre 

Relevanz für den Arbeitsmarkt im Vereinigten Königreich. Abschließend wird erörtert, ob spezifische 

regulatorische Maßnahmen im britischen Kontext erforderlich sind, um Einflussmöglichkeiten der 

Arbeitnehmer:innen bei der Einführung des Managements durch Algorithmen zu verbessern und 

um zu vermeiden, dass sich die Situation der Beschäftigten in der EU und im Vereinigten Königreich 

immer stärker voneinander unterscheidet.

Keywords

Labour law, employment rights, worker voice, UK, artificial intelligence, algorithmic management, 

trade unions, collective bargaining

Introduction

The world of work is undergoing a transformation because of the impact of artificial intelligence 

(AI) technologies. The introduction of new technologies into the workplace has long been a cause 

of conflict and contestation between workers and employers because of worker concern about job 

destruction and degradation of working conditions (Jones, 2013). This issue has taken on a new 

dimension in recent years, however, as employers are increasingly using AI to undertake manage-

rial functions and assist in governing the workplace. Technologies based on complex algorithms 

and machine learning are being used throughout the lifecycle of the employment relationship 

(TUC, 2020): from deciding who to hire, issuing instructions regarding the allocation and perfor-

mance of work, right through to evaluating worker performance and triggering disciplinary pro-

cesses and dismissal (see Ajunwa, 2018; Baiocco et al., 2022; Bales and Stone, 2020; De Stefano, 

2019; Wood, 2021).

As with previous iterations of the debate about technology and the future of work (Lederer, 

1933; Standing, 1984), machines are now undertaking tasks previously performed by human work-

ers. The key difference is that it is managerial rather than production processes that are being either 

entirely or partially automated (Adams-Prassl, 2019). These practices are commonly known as 

‘algorithmic management’ (Mateescu and Nguyen, 2019). This label is adopted here, albeit with 

the caveat that it is potentially misleading as human managers themselves sometimes rely upon 

algorithms in their decision-making, for example when ranking job candidates or selecting workers 
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for redundancy. In response to the significant risks that algorithmic management poses for workers’ 

rights and interests, labour lawyers have argued that they must be able to exercise voice over the 

deployment of these technologies (De Stefano, 2019; Rogers, 2020). This is encapsulated in the 

idea that ‘“negotiating the algorithm” should [. . .] become a central objective of social dialogue’ 

and a key focus of the labour movement (De Stefano, 2019).

Although worker voice is crucial for securing dignity and decent working conditions in the age 

of AI, the phenomenon of algorithmic management presents new obstacles to achieving industrial 

democracy. This article examines the issue of algorithmic management and worker voice in  

the United Kingdom. It makes three significant contributions to existing work on this topic: it 

identifies the conceptual and practical reasons why algorithmic management poses a serious threat 

to effective worker voice, assesses whether workers can leverage existing legal frameworks to 

‘negotiate the algorithm’, and considers how to strengthen worker voice in the era of algorithmic 

management. The argument proceeds as follows. Part 2 provides an overview of algorithmic 

management practices and identifies the novel challenges that they present for securing voice at 

work. Parts 3 and 4 set out and assess the existing frameworks and mechanisms for worker voice 

in the United Kingdom, arguing that they provide only tokenistic opportunities for workers to have 

their say in the adoption and implementation of algorithmic management. In response to this defi-

ciency, Part 5 evaluates the potential of regulatory frameworks emerging from the EU as a source 

of worker voice in this context and Part 6 concludes by outlining a new regulatory approach which 

aims to ensure that workers’ interests are adequately reflected in both the development and deploy-

ment of new workplace technologies.

Algorithmic management and worker voice

Technology-driven management strategies originated in the platform economy, particularly in the 

sectors of driving and delivery work. While this is where they remain concentrated, algorithmic 

management is now deployed in a variety of workplace settings to direct, evaluate and discipline 

workers (Wood, 2021). Relying on extensive monitoring and live data collection regarding task 

performance, companies can manage large numbers of workers with minimal investment in mana-

gerial staff. Employers can even outsource real-time evaluation of workers to customers and clients 

through reliance on rating and reputation systems, as a result of which workers may experience 

‘continuous worry about the future of their ability to access work, ask for decent pay, and maintain 

reasonable working conditions’ (Wood and Lehdonvirta, 2021).

Amazon is one example of an enterprise that has integrated a variety of algorithmic management 

strategies into key parts of its business. ‘Associates’ in warehouses carry handheld devices that 

give them instructions on a task-by-task basis, including the location and speed at which they are 

expected to work (Delfanti, 2021; Wood, 2021). The device feeds back a variety of data which is 

then used to assess and rank the performance of each worker. Good metrics can secure the worker 

a better job, while bad metrics can lead to the termination of an individual’s employment (Briken 

and Taylor, 2018; Lecher, 2019). Elsewhere, delivery drivers report being dismissed on the basis of 

data collected about their performance via an app installed on their phones (Soper, 2021). These 

dismissals are notable not just because of their data-driven nature but also because they are carried 

out entirely by ‘bot’ without any human interaction.

While algorithmic management may offer employers efficiency and productivity gains, these 

techniques and tools have serious and varied negative consequences for workers. First, algorithmic 

management heightens the level of control that employers can exercise, as instructions can be 

issued automatically in real-time based on technological surveillance and evaluations of work. 

This accentuates workers’ existing levels of subordination (De Stefano, 2020) and their lack of 
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‘republican freedom’ from domination (Pettit, 1997) in the workplace, because the algorithmic 

decisions that control their working lives will frequently appear arbitrary and there is little oppor-

tunity to influence the set of rules that workers must live by. The enormous amount of data and 

monitoring that provides the infrastructure for algorithmic decision-making also presents a variety 

of risks to workers’ human rights (Atkinson and Collins, in press).

In addition, the use of algorithmic management tools has negative effects on working conditions 

and the quality of work (Parent-Rocheleau and Parker, 2021). Not only do they drive fragmentation 

and fissuring in the labour market by enabling employers to source and manage labour outside the 

traditional boundaries of the firm, but they are also associated with the deskilling of jobs and higher 

risks to occupational safety and health (Gregory, 2021; Lenaerts et al., 2022). In terms of ensuring 

a healthy and safe working environment, Todolí-Signes (2021) observes that constant monitoring 

can lead to stress, anxiety and burn-out, as well as unnatural behaviour in the presence of monitor-

ing. Work intensification and a reduction in worker autonomy, which reduce job satisfaction and 

trust in one’s employer, have both been reported in relation to algorithmic management (Todolí-

Signes, 2021).

The degradation of the quality of work and working conditions precipitated by algorithmic 

management highlights the need to secure and facilitate worker voice over the use of AI at work. 

De Stefano (2019) has argued that workers’ interests must shape management strategies in this 

area, with trade unions and collective bargaining offering a route for ‘negotiating the algorithm’. 

As well as its instrumental benefits in achieving decent working conditions, the ability to influence 

and shape one’s own working conditions is valuable for self-realisation, as participating in deci-

sion-making develops our intellectual and moral faculties by providing a unique opportunity to 

form, articulate and pursue our own conceptions of the good life (Dahl, 1985: 94–101). Participating 

in decision-making and the creation of the rules that bind us at work also supports self-esteem and 

well-being, as such processes involve being ‘recognised and affirmed as equals’ by others 

(Christiano, 2015: 464). Mechanisms promoting worker voice, such as collective bargaining, have 

long played a central role in achieving dignity and decent conditions at work and preventing abuses 

of managerial power. Seeking to exert collective control over algorithmic management and retain-

ing worker voice in the age of AI are therefore rightly becoming a priority for trade unions and the 

labour movement (on union responses, see Doellgast and Wagner, 2022).

Collective bargaining provides a flexible form of regulation that can be tailored to the context 

of specific firms or industries. It is more responsive and tailored than the blunt instrument of 

employment legislation, which lays down general standards applicable to the entire labour market 

and is incapable of keeping pace with the rapidly changing algorithmic management practices  

of employers. For this reason, legislation regulating algorithmic management will always need to 

be accompanied by frameworks that allow workers to bargain collectively over the use of these 

technologies. There are, however, several difficulties when it comes to achieving effective worker 

voice in the context of algorithmic management. Algorithmic management contributes to the frag-

mentation of labour markets and the workforce by enabling companies to exercise control outside 

the traditional boundaries of the firm. In some cases, this fragmentation results in the denial of the 

employment status required for statutory labour rights and the creation of a barrier to workers 

engaging in bargaining or industrial action (see, for example, Deliveroo, discussed below).

In addition to the familiar problem of fissured workplaces, there are at least two new and signifi-

cant hurdles to achieving effective worker voice in the context of algorithmic management. First, 

the lack of transparency concerning how algorithmic management systems assign tasks, monitor 

and evaluate workers, and take disciplinary decisions. In many instances, employees do not even 

know whether they are being managed remotely by a human or by an algorithm (TUC, 2020). 

Furthermore, substantial technical expertise and access to potentially proprietary or confidential 
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information about the system’s workings are necessary to understand and challenge the inner 

workings of these technologies.

The second factor complicating the ability of worker voice to shape the use of AI and algorithmic 

management in workplaces is the fact that employers will usually not design these systems them-

selves, but rather purchase them from a third-party supplier. This adds an additional party into the 

situation, one with which employees and unions have no relationship, but which ultimately con-

trols many aspects of their working lives. The trilateral relationship that exists between workers, 

employers and technology companies producing and selling algorithmic management tools is a 

new variation on existing scenarios; for example, where the employer’s functions are split across 

different entities, as in agency and platform work (Prassl, 2015). Labour law has struggled to attach 

accountability appropriately in such situations. This division of employer functions between soft-

ware developers and the user company raises urgent questions ‘about who should be responsible 

for managerial decisions that are taken (solely or jointly) by AI systems, and whether employers 

can be held accountable where they do not understand or cannot foresee the results’ (Atkinson, 

2021). This triangular relationship also presents a challenge for worker voice because there is cur-

rently little scope for unions to influence the internal processes of algorithmic management tools 

by negotiating directly with the companies developing the software. Unless these various chal-

lenges can be overcome, algorithmic management will function as a barrier to worker voice and 

frustrate the goal of achieving decent work in the era of AI.

Negotiating the algorithm in the United Kingdom

Despite the importance of establishing worker voice over the use of workplace technologies, the 

default position in English law is that workers have no say over the systems and processes adopted 

by employers. The common law provides employers with a broad managerial prerogative to gov-

ern the workplace, including in respect of the technologies that they implement in production and 

management. This freedom to manage the workplace unilaterally is generally assumed to follow 

from employers’ property rights in the company, in combination with their residual common law 

liberty to do whatever is not legally prohibited. It is buttressed by default implied terms in all con-

tracts of employment that require obedience and cooperation from employees, including in relation 

to new technologies (Cresswell v Board of Inland Revenue [1984] ICR 508).

Although employers are also subject to implied terms in the employment relationship and so 

must act in a manner compatible with their duties of care and trust and confidence when issuing 

instructions about the adoption of new workplace technologies, there are no general provisions in 

English law that displace the managerial prerogative in this context. In contrast to some other juris-

dictions, such as France and Italy (Armaroli and Dagnino, 2019; De Stefano, 2020), employee 

consent is not required prior to the introduction of workplace surveillance or algorithmic manage-

ment technologies and nor is authorisation by collective agreement. There are, however, some 

avenues open for workers to exercise some influence and voice in this context.

Collective bargaining

The primary vehicle for worker voice and participation in the United Kingdom is the ‘single 

channel’ of trade unions participating in collective bargaining with employers (Dukes, 2008). 

Although employers can be prompted or even forced to enter into negotiations under the statutory 

recognition procedure discussed below, voluntary agreements regarding bargaining arrangements 

remain the dominant and preferable route for workers seeking to ‘negotiate the algorithm’. Any 

such agreement will fall within the statutory definition of a collective agreement to the extent it 
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relates to the terms and conditions of employment, how technology is used to recruit or dismiss 

workers, or to allocate tasks and duties (Trade Union and Labour Relations (Consolidation) Act 

1992 (‘TULRCA’) section 178(2)).

Unions recognised by an employer are free to seek to add algorithmic management practices to 

the matters covered by their collective agreements. ‘Recognition’ of a union denotes that the 

employer has agreed to negotiate with that union on specified matters. Recognition may be accepted 

voluntarily by the employer or compelled via the statutory recognition procedure. The relevant pro-

cedure is contained in TULRCA Schedule A1 and to achieve compulsory recognition the union 

must show that: the employer has more than 21 employees; at least 10 per cent of the proposed 

bargaining unit are union members, and the majority of that unit are likely to support recognition 

(TULRCA Schedule A1, paragraph 36). The Central Arbitration Committee (CAC) will then declare 

the union recognised if a majority of the bargaining unit are already members (Schedule A1, para-

graphs 22 to 23) or order a ballot, in which the union must win a majority in favour of recognition 

with at least 40 per cent overall support in the bargaining unit (Schedule A1, paragraph 29).

How might a union leverage this statutory framework to gain influence over algorithmic man-

agement strategies? Following a successful application for recognition, the union has the right to 

enter into collective bargaining over terms and conditions related to the core issues of pay, hours 

and holidays (Schedule A1, paragraphs 3 and 31), as well as a right to information that is necessary 

for the purpose of collective bargaining (TULRCA, section 181). The recognition framework 

therefore provides a right to negotiate over the use of AI and algorithmic technologies in connec-

tion with these matters; such as where they are used to determine the rate of pay, set or allocate shift 

patterns that determine working hours, or authorise or process requests for annual leave. Individuals 

working for Uber and Deliveroo, for example, have their rate of pay for each task determined by 

an algorithm so a union could use the recognition procedure to get a negotiating foothold in rela-

tion to that aspect of management. That said, the issues of pay, hours and holidays have long been 

criticised as an ‘impoverished’ agenda for mandatory bargaining (Bogg, 2009: 284), and many 

areas in which employers have delegated their functions to AI will fall outside the scope of the 

statutory recognition and bargaining procedure. This includes the use of algorithmic management 

in recruitment, discipline and work allocation and evaluation. The legislation thus falls far short of 

conferring a general right to negotiate on the use of workplace technologies.

It is possible that a successful application for recognition under the statutory procedure might 

prompt employers to enter into collective bargaining over a wider range of issues than those man-

dated by the legislation, including the use of algorithmic management. There is some evidence that 

employers choose to recognise a union voluntarily after it has started an application under the 

statutory scheme (Gall, 2020). Refusal to enter into negotiations on working conditions and terms 

of employment would also amount to a ‘trade dispute’ under TULRCA section 244 and so provide 

grounds for industrial action. Once recognised for a limited purpose, unions might therefore use 

strike action, or the threat thereof, to pressure employers to enter into further negotiations or 

collective agreements related to algorithmic management practices.

Gaining recognition is not the only challenge for unions seeking to negotiate effectively in this 

area, however. The complex nature and lack of transparency over the internal workings of 

AI-driven technologies means that union representatives may lack the understanding necessary to 

engage in meaningful negotiations regarding algorithmic processes, particularly if they have not 

received specific training. Indeed, employers themselves will often lack knowledge of the tech-

nologies’ internal processes or the ability to implement changes to these processes for intellectual 

property reasons. But even where the internal logic of algorithmic management tools cannot be 

the subject of genuine bargaining, other important matters remain on the table. It remains possible 

for unions to negotiate with employers about the adoption and implementation of technology in 
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the workplace; what, when and how data are gathered about staff, for what purposes data and 

technologies are used, and what safeguarding and oversight processes are in place. It would be a 

major victory, for example, if Amazon workers were able to reach a collective agreement guaran-

teeing they would not be disciplined on the basis of certain workplace metrics or for Deliveroo 

riders to be assured that turning down deliveries would not result in a reduction in work being 

offered or some other penalty. We can see that it is therefore possible for unions to have meaning-

ful influence over technology in the workplace and to shape the quality and conditions of work in 

the age of AI, even in circumstances in which they cannot access or understand its inner workings. 

The obscured nature of these technologies, often described as the ‘black box problem’, is not an 

insurmountable barrier to achieving these important goals.

Indeed, there are several instances in which unions in the United Kingdom have successfully 

reached an agreement regarding algorithmic management. One example is the agreement reached 

between the GMB union and the company Hermes, which covers some of the algorithmic processes 

used by the company to manage their workforce of delivery drivers. Although it does not amount to 

full-scale negotiation of the algorithmic management used by the company, the agreement required 

the company’s automated payment system to be reprogrammed to ensure that workers receive at 

least the minimum wage and are automatically paid any bonuses they have earned rather than hav-

ing to claim for them retrospectively. The agreement also provides unions with the opportunity to 

conduct health and safety audits following incidents, thereby allowing them to flag up instances of 

algorithmic management practices that are causing safety issues, as well as introducing a process for 

workers to challenge decisions made by technology (Rolf et al., 2022). Another relevant agreement 

has been concluded between the Communication Workers Union and the Royal Mail Group. The 

section titled ‘Technology’ contains safeguards for existing pay and hours if new processes are intro-

duced and guarantees that human decision-making will continue to be central to operations. These 

examples demonstrate the potential of collective bargaining to regulate algorithmic management, 

but the extent to which existing agreements in the United Kingdom contain provisions related to the 

adoption and implementation of new technologies, and their effectiveness, is unclear.

Consultation

While less prominent, there are other legislative mechanisms that provide workers with informa-

tion and consultation rights in the context of algorithmic management. It is worth noting at this 

stage that data protection law provides workers with important rights over how their data are used, 

including some that might be relied upon to resist algorithmic management, and that it is possible 

for workers to authorise trade unions to exercise and enforce these rights on their behalf (Data 

Protection Act 2018, section 187; GDPR, Article 80). This raises the intriguing possibility that 

trade unions may be able to utilise data protection law on behalf of their members to influence 

algorithmic management practices. The focus here, however, is primarily on the effectiveness of 

more traditional labour law mechanisms in securing worker voice over these matters.

Most significant in the UK context are the Information and Consultation of Employees 

Regulations 2004 (‘ICER’), implementing the Information and Consultation Directive 2002/14. 

These Regulations introduce a framework for mandatory consultation with workers over manage-

rial decisions, although only in undertakings of 50 or more employees. Where requested by more 

than 2 per cent of the workforce (subject to a minimum of 15 employees), an employer must enter 

into negotiations with workers or their representatives on the scope and content of information and 

consultation rights (ICER, Regulation 7). These negotiated agreements can include consultation 

rights related to workplace technologies and algorithmic management. Where it is not possible 

to reach a bespoke agreement, the standard information and consultation provisions will apply. 
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These require consultation on the structure and probable development of employment within the 

undertaking and consultation ‘with a view to reaching agreement’ on decisions likely to lead to 

substantial changes in work organisation or in contractual relations (ICER, reg 20). The regulations 

therefore provide a route by which workers can impose an obligation on employers to consult 

over the use of algorithmic systems that will impact the organisation and management of work 

significantly.

Another source of consultation rights relevant to the use of algorithmic management is legisla-

tion on workplace health and safety. Where a recognised trade union exists, a safety representative 

must be appointed who employers are required to consult with in order to develop and check the 

effectiveness of health and safety measures (Health and Safety at Work etc Act 1974, section 2(6)). 

If no union is recognised, employers have obligations to consult employees directly or a non-union 

elected representative (Health and Safety [Consultation with Employees] Regulations 1996, reg 

17). There is a general duty to consult over the introduction of any measures that may substantially 

affect employee health and safety, with more specific duties to consult on the health and safety 

consequences of introducing new technologies (Safety Representatives and Safety Committees 

Regulations 1977; Health and Safety [Consultation with Employees] Regulations 1996). Given the 

mounting evidence of the occupational health risks created by algorithmic management, it is 

strongly arguable that employers will always have a duty to consult over the health and safety 

implications of adopting these technologies.

Despite providing some entitlements in respect of algorithmic management, however, there are 

significant shortcomings with these consultation frameworks as means for workers to negotiate 

the algorithm. First, they have largely failed to take root in the United Kingdom because of its 

single-channel system of industrial relations, within the framework of which unions act as the 

sole institutions representing workers. Although the threshold for triggering employer obligations 

under ICER was reduced from 10 to 2 per cent in April 2020, it is not yet clear whether this will 

lead to increased use of this framework. Second, the limited application of ICER to companies 

with more than 50 employees excludes the majority of employers. Finally, and most significantly, 

consultation and information mechanisms are a weak form of worker voice. While information 

and consultation rights are helpful in raising worker awareness of the algorithmic practices being 

deployed in the workplace they do not provide meaningful influence over management, meaning 

that employers ultimately retain their unfettered prerogative to make unilateral decisions in 

respect of workplace technologies.

Out of the loop: inadequacy of existing frameworks for  

worker voice

Turning to collective bargaining as the most likely route by which workers may influence manage-

ment structures, there are several major hurdles to workers successfully reaching an agreement with 

employers over the use of workplace technologies. The first, which will rule out union recognition 

and negotiation for many workers, is the low level of trade union membership in the United 

Kingdom. Recent OECD data show that the percentage of employed people in the UK who are trade 

union members is currently 23 per cent and the percentage who enjoy (some) terms or conditions 

established by collective bargaining lags behind other European states at just 26 per cent (OECD/

AIAS, 2021). People who work in businesses with low union support and no existing agreements in 

place are unlikely to be able to use the recognition and agreement framework to negotiate with their 

employers in the short term. While there are legal mechanisms that allow workers to influence algo-

rithmic management structures, in practice the majority will be unable to do so.
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The problem of limited collective bargaining coverage is further exacerbated by the fact that 

those sectors of the labour market in which algorithmic management is most developed are among 

those with the lowest levels of union membership and collective bargaining coverage. Workers 

managed in this way are also often precariously employed, for instance on zero-hours or short-term 

contracts or those that appear to provide for self-employment, which creates further practical dif-

ficulties for union organising (Wright, 2013). Collectivisation efforts are less likely to succeed 

where workers are fearful of losing their jobs or lack the common and stable working hours or 

communal workplaces that provide opportunities for interpersonal interactions and building worker 

solidarity.

The concentration of algorithmic management among precarious workforces highlights poten-

tial legal barriers to these workers exercising voice collectively. Platform or gig workers who are 

subject to algorithmic management may well struggle to identify a suitable ‘bargaining unit’ for the 

purpose of union recognition and negotiations. Bargaining units must usually have identifiable 

boundaries, such as working in a particular location (see R(Cable & Wireless Services UK) v CAC 

[2008] ICR 693), but gig work is fragmented in a variety of senses so does not easily fit this model. 

More fundamentally, the legal definition of a trade union in the United Kingdom is a collection of 

‘workers’, and only such entities may seek recognition and negotiate through the statutory route. 

Access to collective bargaining and the ability to undertake lawful industrial action therefore 

depends on an individual’s status as either an employee or a worker. Because of their superior 

bargaining power, employers can attempt to engage individuals in a manner that falls outside the 

legal category of ‘worker’ and therefore deny them the right to be represented by a union in collec-

tive bargaining and to exercise voice over algorithmic management practices in their workplace.

The high-profile case of Deliveroo illustrates the problem precarious workers have in asserting 

their right to bargain collectively (R(IWGB) v Central Arbitration Committee [2021] EWCA Civ 

952). The Independent Workers of Great Britain union (IWGB) applied to the Central Arbitration 

Committee (CAC) to seek recognition by Deliveroo for the purpose of collective bargaining. The 

CAC found the riders had a genuine and unconditional right to allow others to perform work using 

their account and thus lacked the obligation of personal service needed for worker status. The 

Court of Appeal upheld this conclusion, as a result of which the union was not entitled to seek 

recognition for collective bargaining via the statutory framework. As individuals whose working 

lives are under significant algorithmic control, accessing the recognition framework would have 

enabled the union to at least attempt to rein in and shape Deliveroo’s management strategies. 

Although to date this has been blocked by a legal technicality, permission has been granted to 

appeal by the Supreme Court. Interestingly, a recent voluntary agreement between Deliveroo and 

GMB, a different UK union, appears to confirm the self-employed status of Deliveroo riders; 

something that others would certainly contest (Atkinson and Dhorajiwala, 2019; Bogg, 2019).

We have seen that mechanisms for worker voice in the United Kingdom are hampered by low 

trade union density and legal restrictions on their scope. There are also severe limitations for 

workers who are successful in accessing these frameworks. If a union manages to achieve recog-

nition, whether voluntarily or through the statutory procedure, there remains no obligation for 

employers to reach or even seek to reach an agreement nor is there a referral mechanism for com-

pulsory arbitration. Furthermore, as discussed above, many instances of algorithmic management 

will fall outside the scope of the mandatory topics for collective bargaining. Industrial action is 

the primary means by which unions can pressure employers to agree to their demands over the use 

of workplace technology, but UK law is notoriously restrictive in its approach to lawful industrial 

action (see Ford and Novitz, 2016). Unions are stymied by extensive procedural and quorum 

requirements, which if not complied with allow employers to seek an injunction or sue for exten-

sive damages if industrial action goes ahead.
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There is a final limitation of these collective bargaining processes that is likely to bite in circum-

stances of algorithmic management. As has been touched upon, AI management tools will usually 

be purchased from a third-party company, creating a triangular relationship between the worker, 

their employer, and the company creating the tools that control their work activities. The recogni-

tion procedure can be used only to seek negotiations with one’s direct employer, even if, in prac-

tice, substantial aspects of one’s working conditions are determined by a different party. In 

circumstances in which an employer is buying in rather than developing their own technology, 

workers may still be able to bargain over where, when, and how algorithmic management tools are 

used in the workplace. But to achieve genuine influence over the algorithmic processes that are 

being deployed to direct and manage work they need an alternative way to make themselves heard 

by the third-party software suppliers.

The European Union and algorithmic management of work

Recognising the step-change that AI represents in the management of workers, the EU has 

responded with a number of proposed measures. If enacted, these would not have any legal weight 

in post-Brexit Britain, but nevertheless provide valuable guidance and inspiration for domestic 

legislation. In addition, there would be pressure on the United Kingdom to adopt equivalent meas-

ures because the UK–EU Trade and Cooperation Agreement requires that the UK keep pace with 

EU regulation where this is necessary to prevent significant barriers to trade.

At first glance, the most relevant text would be the proposed draft AI Regulation (Proposal for 

an Artificial Intelligence Act, COM(2021) 206 final). This draft places AI that manages work and 

workers in the ‘high-risk’ category (see Annex III of the draft Regulation), which entails compli-

ance, governance and accuracy responsibilities, as well as requiring human oversight. No external 

control is necessary, however, as the draft Regulation relies on self-assessment by the developer, 

a choice that has been strongly questioned (Kelly-Lyth, 2021). The draft Regulation can also be 

criticised for focusing primarily on the developer of the AI system, secondarily upon the party 

that implements the system (that is, the employer in cases of algorithmic management), and not 

at all on the subjects of the system, such as the workers who are being managed by a high-risk 

system. It does not grant workers with rights to provide input into the development or implemen-

tation of the technology or to challenge its results and therefore unfortunately has little to teach us 

in terms of giving individuals voice in an algorithmically managed workplace. A second major 

criticism of its current drafting is that the responsibilities outlined in the text could be seen as the 

maximum expected by developers and employers, rather than the minimum (De Stefano and 

Aloisi, 2021). This would cast serious doubts over collective agreements or legislation that give 

additional rights to unions during implementation or otherwise regulate the use of technology to 

manage workers.

More promising is the proposed Directive on platform work, which is tailored more specifically 

to an area of burgeoning algorithmic management (Proposal for a Directive of the European 

Parliament and of the European Council on improving working conditions in platform work, 

COM(2021) 762 final). Given the obscured nature of algorithmic management, one crucial aspect 

of the proposed Directive for trade unions or workers seeking to shape technological processes is 

Article 6, which would oblige employers to inform staff about automated monitoring or decision-

making systems that are in place. This information must include the categories of monitoring, the 

types of decisions being made by technology, the parameters of decision-making, and the ‘grounds’ 

for major decisions, such as to terminate, restrict or suspend a worker from the platform. While this 

has obvious benefits for individual staff members understanding their own treatment, it also pro-

vides workers with important information for collective bargaining, as knowledge of algorithmic 
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management is a precondition of effective negotiations over its use. The draft also includes a right 

to explanation and review of an automated decision and obligations to monitor automated systems. 

Although the Directive would apply to algorithmic management only in the context of platform 

work, these rights, importantly, would apply to all digital platform workers, irrespective of their 

employment status. This significant move recognises that individuals performing platform work 

deserve these protections regardless of the precise shape of their relationship.

Disappointingly, the Directive contains no mention of the potential role that trade unions could 

play in monitoring automated systems, but Article 9 does require that employers consult worker 

representatives where the introduction of, or substantial changes to, monitoring systems are likely 

and entitles these representatives to be assisted by an expert. Additionally, a different form of sup-

port is given to unions representing platform workers, which is designed to help overcome the 

challenges of organising a remote workforce. Article 15 places platforms under an obligation to 

ensure that workers can contact each other and their representatives through the platform’s infra-

structure or other effective means and requires states to legislate to prevent digital platforms from 

accessing or monitoring these communications. The establishment of a confidential method of 

communication via the app through which workers offer their services would be extremely useful 

to trade union organisers and help overcome a key barrier to union organising that is created by the 

nature of platform work.

If enacted, the Directive would establish a weighty set of new rights which the United Kingdom 

would do well to adopt. Its fundamental shortcoming, however, is that the scope of these rights is 

limited to digital platform workers. This is unjustifiable given that an Amazon worker managed 

by an automated handheld device and subject to extensive monitoring and algorithmic decision-

making is not, we would argue, in a substantially different position to an Uber driver subject to an 

app’s direction and control. Rights to information, to receive an explanation and to benefit from 

monitoring obligations, union communications, and consultation in relation to algorithmic man-

agement strategies should therefore not be confined to digital platform workers. These rights are 

needed by all workers in response to the spread of algorithmic management practices.

Despite its flaws, the proposed Directive on platform work would be a significant step forward 

in facilitating voice for algorithmically managed workers and improving their working conditions. 

We therefore argue that the United Kingdom should adopt this measure as the starting point and 

baseline for its future regulation of algorithmic management. This is highly unlikely in the current 

political and regulatory climate, however. The United Kingdom in the post-Brexit period is a 

highly hostile environment for workers. Among other things, the Conservative government has 

changed the law to permit agency staff to replace workers taking industrial action (see the Conduct 

of Employment Agencies and Employment Businesses (Amendment) Regulations 2022) and has 

promised further legal restrictions on trade unions. Indeed, the government’s attitude towards EU 

regulation is reflected in the recently introduced Retained EU Law (Revocation and Reform) Bill, 

which, if enacted, would repeal all secondary legislation implementing EU law unless positively 

retained by the end of 2023. This drastic measure threatens to remove a broad range of employment 

rights derived from EU law, including the consultation rights discussed above.

Pending a change in government, the United Kingdom is also unlikely to adopt any EU regula-

tion on algorithmic management, given its current hands-off and deregulatory approach to AI and 

data rights. For instance, both the National AI Strategy (Office for Artificial Intelligence et al., 

2021) and the government’s AI Regulation Policy Paper (DCMS and DBEIS, 2022) reject the need 

for general legislation governing AI in favour of continuing its sector-led and soft-law approach. 

Furthermore, domestic data protection law is undergoing deregulatory reforms aimed at ‘reducing 

the burdens on business’ and increasing productivity and job creation (DCMS, 2022).
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The future of voice and algorithmic management in the  

United Kingdom

It has so far been argued that domestic legal frameworks fall short of enabling workers to fully 

‘negotiate the algorithm’ and that the current government is unlikely to adopt any future EU-led 

regulations of AI and algorithmic management. The looming divergence between the United 

Kingdom and the EU on these issues may well trigger the dispute resolution process under the 

EU–UK Trade and Cooperation Agreement and potentially lead to rebalancing measures. Under 

Article 411 of the agreement, consultation and arbitration processes can apply where the United 

Kingdom’s failure to keep pace with EU regulation amounts to a ‘significant divergence’ that has 

‘material impacts on trade or investment’. It seems plausible that these conditions will be met if the 

United Kingdom fails to implement the proposed AI Act and the Directive on platform work or 

equivalent measures. Indeed, the United Kingdom’s deregulatory approach is expressly intended to 

gain an economic advantage by attracting AI companies and investment to the United Kingdom. It 

is doubtful that the threat of arbitration and potential rebalancing measures will be sufficient to 

prompt any change in direction.

If the United Kingdom were to strike out on its own rather than adopt the EU measures dis-

cussed above, what regulatory approach should it adopt to ensure that workers can exercise voice 

and have their interests taken into account in the age of AI-driven workplaces? Without providing 

a detailed account of specific reforms, it is possible to identify three broad strategies that would be 

necessary to overcome the challenges posed by algorithmic management and which should be 

pursued as part of any adequate regulatory response.

The first element is the establishment of mechanisms that provide workers with a greater degree 

of information about what technologies are being used in the workplace and how. Workers are too 

often unaware of the algorithmic tools being used to perform managerial processes and functions, 

making it impossible for them to form and express views on these matters. Individuals do have 

rights under data protection law to be informed of, and provided with, the personal data held by 

their employers (GDPR Articles 13 to 15). However, the informational asymmetry that currently 

exists would be better resolved by introducing a collective dimension and extending employers’ 

obligations to consult on the introduction of new workplace technologies wherever new technolo-

gies will have a significant impact on managerial processes or working conditions. Additionally, 

and drawing from existing health and safety law, these new duties should be coupled with the crea-

tion of mandatory workplace representatives for the purposes of consultation about workplace 

technologies. The UK trade union Prospect has suggested that local union branches appoint a 

‘technology representative’ and seek to establish dedicated Technology Forums to discuss these 

issues with employers (Prospect, 2021) and the union Unite advocates the creation of ‘new tech-

nology officers’. We suggest that these promising initiatives should be formalised and underpinned 

by law.

While undoubtedly important, information and consultation processes provide workers with 

little scope to influence the adoption and implementation of algorithmic management practices. 

They must therefore be coupled with frameworks that enable workers and trade unions to make 

themselves heard and have their interests taken into account in this context. Part of the solution 

here must be to strengthen the role and rights of trade unions in representing their members on all 

workplace issues, including algorithmic management (see for example Ewing et al., 2016). 

Another, more targeted way of providing worker voice and influence over algorithmic manage-

ment would be to augment workers’ and unions’ role in the preparation and auditing of impact 

assessments that are required by data protection law. These assessments must consider the risks to 

individuals’ rights and identify measures to address these risks (GDPR, Article 35), but there is no 
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requirement that they be made public or shared with unions. Giving unions a role in auditing and 

monitoring any impact assessments would be a concrete way to enhance workers’ influence over 

algorithmic management.

More novel from a labour law perspective is the need to establish a mechanism enabling work-

ers to exercise voice over algorithmic management technologies at an earlier stage, when they are 

being developed and ‘trained’ by third-party companies. This is necessary because of the division 

of responsibility for workplace decisions between employers and developers that is inherent in 

algorithmic management. Rather than legal dispersal of responsibility through outsourcing or 

agency usage, algorithmic management diffuses responsibility for management discussions across 

employers, developers and software intermediaries (Adams-Prassl, 2019). Although unthinkable in 

the United Kingdom’s current political and regulatory climate, from a labour protection point of 

view the best solution to this would be to impose licensing requirements on management technolo-

gies. Independent expertise could be used to verify that the software is compliant with local labour 

laws and unions could be granted rights to oversee testing and trials before programs are permitted 

to be used freely (De Stefano, 2020).

Although not a solution to workers’ inability to exercise voice and influence companies devel-

oping algorithmic management tools, an alternative way of incentivising tech companies to take 

workers’ interests into account would be to impose joint liability on them for any breaches of 

employment law that arise from the use of algorithmic management technologies that they develop 

or market. This is analogous to arguments in favour of joint liability in the context of other trian-

gular working arrangements in which employers’ functions are spread across multiple agents, such 

as in the case of agency workers (Davidov, 2004). A joint liability model is not alien to the regula-

tion of technology. Under Article 82 GDPR, a person who has suffered damage as a result of a data 

breach has the right to compensation from the data controller or the data processor. Where more 

than one party is responsible for damage caused by processing, each controller or processor is held 

liable for the entire damage, to ensure effective compensation (Article 82(4)). The only way to 

avoid liability is to prove no responsibility for the event that gave rise to the damage. A similar 

model should be adopted to regulate and attribute responsibility between employers who imple-

ment management packages and their developers. If there is found to be a breach of a worker’s 

labour rights – for example, because the manner in which their contract was terminated was unfair 

or they were not paid the minimum wage – liability would be imposed on both parties. The only 

way to avoid that liability would be to demonstrate that one actor took all reasonable steps to pre-

vent the breach from occurring and held no responsibility for the breach. Joint liability would 

incentivise developers to design packages that fit within the jurisdictional context that they will be 

used in, rather than considering purely how work can be optimised and efficiencies made in an 

acontextual bubble. It would be difficult to shift liability, for example, if a developer could not 

show an understanding of the employer’s obligations in a particular jurisdiction and how they 

sought to meet those responsibilities in the management package.

Finally, although the focus here is on frameworks securing worker voice over algorithmic man-

agement, an adequate regulatory response to algorithmic management must also include other 

forms of regulation that run parallel with and support these mechanisms. These will be particularly 

important in the United Kingdom, where the low union density means that collective bargaining 

will not be effective in many workplaces and sectors. Even without this problem, however, it 

would remain important for legislation to set minimum general standards of decent work in the age 

of AI. This means ensuring that the law provides protection against biased or discriminatory algo-

rithms, as well as providing redress against decisions and dismissals that are unfair or infringe 

workers’ human rights. In addition, there will also need to be prohibitions on certain uses of tech-

nology in the workplace and categories of algorithmic management where the impact on workers 
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may be so severe that they must be regarded as ‘automatically unfair uses of technology’, analo-

gous to automatically unfair categories of dismissal that cannot ever be justified. Leading candi-

dates for such ‘automatically unfair’ uses of technology that should be banned in workplaces 

include particularly intrusive surveillance tools such as automated facial recognition, biometric 

and emotional tracking devices, and any requirement for employees to have technological implants.

Conclusion

Algorithmic management presents new challenges for worker voice and participation in manage-

rial processes. It has been argued here that a multi-pronged approach is necessary to achieve the 

goals of effective voice and decent work in the age of AI. Such an approach would compensate for 

the informational and power asymmetries that are accentuated by algorithmic management and 

facilitate input by workers and trade unions throughout the lifecycle of these technologies; from 

their design, development and testing through to their adoption and implementation. Much remains 

to be done, however, to identify and design effective regulatory frameworks to counter the threat 

posed by algorithmic management to the future of decent work.
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