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Abstract—Data-driven methods have become increasingly
more prominent for musculoskeletal modelling due to their
conceptually intuitive simple and fast implementation. However,
the performance of a pre-trained data-driven model using the
data from specific subject(s) may be seriously degraded when
validated using the data from a new subject, hindering the utility
of the personalised musculoskeletal model in clinical applications.
This paper develops an active physics-informed deep transfer
learning framework to enhance the dynamic tracking capability
of the musculoskeletal model on the unseen data. The salient
advantages of the proposed framework are twofold: 1) For the
generic model, physics-based domain knowledge is embedded into
the loss function of the data-driven model as soft constraints to
penalise/regularise the data-driven model. 2) For the personalised
model, the parameters relating to the feature extraction will
be directly inherited from the generic model, and only the
parameters relating to the subject-specific inference will be fine-
tuned by jointly minimising the conventional data prediction loss
and the modified physics-based loss. In this paper, we use the
synchronous muscle forces and joint kinematics prediction from
surface electromyogram (sEMG) as the exemplar to illustrate the
proposed framework. Moreover, convolutional neural network
(CNN) is employed as the deep neural network to implement
the proposed framework, and the physics law between muscle
forces and joint kinematics is utilised as the soft constraints.
Results of comprehensive experiments on a self-collected dataset
from eight healthy subjects indicate the effectiveness and great
generalization of the proposed framework.

Index Terms—Personalised musculoskeletal model, physics-
informed deep transfer learning, wrist muscle forces and joint
kinematics estimation, surface EMG.

I. INTRODUCTION

C
OMPUTATIONAL musculoskeletal modelling aims to

understand the mechanism of the nervous system to learn

and adapts to physiological modifications, which is critical for
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various clinical applications, such as planning rehabilitative

treatments, prostheses and robotics control, and designing

assistive devices [1]–[3]. Physics-based musculoskeletal mod-

elling methods could interpret transformation among neural

excitation, muscle dynamics, and joint kinematics and ki-

netics using experimental measurements from markers and

sensors [4], [5]. Physiological quantities, e.g., muscle forces

and joint moment, could be successively estimated with elec-

tromyograms (EMGs), foot-ground reaction forces (GRFs),

and segmental body kinematics, etc. However, such set of

methods is time-consuming and slow, especially for complex

models in high-dimensional spaces, hindering the large-scale

implementation in real-time application scenarios [6].

To tackle the slowness of physics-based musculoskeletal

modelling methods, machine/deep learning-based data-driven

methods are recently used to build mappings between EMGs,

and muscle forces/joint kinematics [7]–[11] to reduce the

time consumption in musculoskeletal model building [12]. For

instance, Tang et al. [13] developed a modified framework

to estimate the muscle force using surface EMG (sEMG)

based on an encoder-decoder network. Wimalasena et al. [14]

proposed a large-scale unsupervised deep learning method

to achieve the spatial and temporal representations of the

multi-muscle activation from EMG measurements. Burton et

al. [15] employed four machine/deep learning methods, in-

cluding convolutional neural network (CNN), recurrent neural

network (RNN), fully-connected neural network, and principal

component regression, to estimate the lower extremity muscle

and joint contact forces from joint kinematics, GRFs, and an-

thropometrics. However, all these data-driven methods would

require a large number of training data to make the model

personalised. The performance of a pre-trained data-driven

model using the data from specific subject(s) may be seriously

degraded when validated using the data from a new subject.

The targeted outputs of the data-driven model are normally

derived from the physics-based model using static optimisa-

tion, and it is very time-consuming to get a large number

of training data. To overcome this issue, transfer learning

has been explored recently to investigate how to make a

pre-trained model work for a new subject with only limited

training data from him/her. Dao et al. [16] developed a deep

transfer learning strategy based on long short-term memory

(LSTM) to predict skeletal muscle forces from kinematic

measurements during a gait cycle. Bao et al. [17] proposed

a novel two-stream CNN for supervised domain adaptation

to reduce domain shift effects on wrist kinematics estimation

in the inter-subject circumstance. Wang et al. [18] utilised
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EMG signals and acceleration data as the multimodal input

of the deep learning model to enhance the adaptability to

the effects of arm movements, and transfer learning was

considered to accelerate the convergence of deep learning

model and avoid over-fitting problem. Kim et al. [19] proposed

a modified subject-transfer framework, in which supportive

CNN classifiers were pre-trained using EMG signals from

several subjects, and then transfer learning was utilised to fine-

tune these classifiers to enhance the robustness of the proposed

method in terms of intra-user variability. However, state-of-

the-art methods are actually “black-box”, and its narrow focus

on the input-output mappings may be inherently deterministic

without considering the explicit physics modelling of the

underlying neuromechanical processes [20]–[25].

To tackle the aforementioned issues, a physics-informed

deep transfer learning framework for personalised muscu-

loskeletal modelling is proposed to learn the mappings from

EMGs to muscle forces and joint kinematics in this paper.

The proposed framework consists of a generic network and

a personalised network. Specifically, a generic network is

first trained with sEMG measurements from several subjects

by minimising the loss function, which jointly considers the

minimisation of the conventional data prediction loss and a

physics-based loss. The parameters relating to the generic

information of subjects are then directly shared to the per-

sonalised network as the backbone. After that, the parameters

relating to the subject-specific information in the personalised

network could be achieved with limited available subject-

specific data based on the modified loss function. In this man-

ner, the derived personalised network will contain mappings

between kinematic measurements, and internal forces and

muscle activations with the shared parameters from the generic

network, which could help the personalised network hold the

generalization of the generic network achieved from subjects’

data. More importantly, with many parameters frozen, over-

fitting problem could be avoided during the knowledge transfer

phase. sEMG-based wrist muscle forces and joint kinematics

estimation is considered as the exemplar to verify the feasibil-

ity of the proposed framework. Additionally, CNN is employed

as the deep neural network to implement the proposed frame-

work. The main contributions can be summarized as follows:

(1) A deep learning and physical knowledge integration-

based knowledge transfer framework for personalised muscu-

loskeletal modelling is developed. The twin neural networks

architecture, i.e., the generic network and the personalised

network, could significantly reduce the training data required

for any new subject.

(2) A modified loss function is designed by embedding

physics law, in which the physics-based domain knowledge

is utilised as soft constraints to penalise/regularise the loss

function to enhance the robustness and prediction performance

of deep neural networks, and make the intermediate functional

relationships of the deep learning-based “black-box” mod-

elling be reflected and controlled by the underlying physical

mechanisms.

(3) Comprehensive experiments on a self-collected dataset

from eight healthy subjects are performed, and the results

demonstrate that the proposed framework could achieve bet-

ter prediction performance than baseline methods with less

training data and significantly reduce the time-consumption

on model retraining.

The remaining of the paper is organised as follows: Method-

ology is detailed in Section II, including the problem formula-

tion, main framework of the proposed physics-informed deep

transfer learning method, design of the generic network and

the personalised network. Materials and experimental methods

are presented in Section III. Experimental results are reported

in Section IV, followed by discussions in Section V. Finally,

conclusions are given in Section VI.

II. METHODOLOGY

A. Problem Formulation

In this paper, we will use sEMG measurements to pre-

dict human muscle force and joint kinematics as the exem-

plar. As shown in Fig. 1, after building a generic model

from EMGn
t and the corresponding time steps t of m

subjects to predict muscle forces Fn
t and joint angles θt

(n = 1, . . . , N, t = 1, . . . , T ), how can we apply this model

to a new subject m+1. Here, N is the number of muscles at

the joint of interest and T denotes the total sample number.

Since achieving the ground truths of these subject-specific data

is time-consuming and labor-intensive, and it would be unwise

to ignore the training data from the first m subjects and extract

the large amount of ground-truth data for the (m+1)th subject.

In the following sections, we will introduce a twin physics-

informed deep neural networks strategy to make the generic

model personalised for the (m + 1)th subject with limited

training data from him/her.

B. Main Framework of Twin Physics-informed Deep Neural

Networks for Personalised Musculoskeletal Modelling

Fig. 1 depicts the main framework of the proposed physics-

informed deep transfer learning method for musculoskeletal

modelling, in the context of muscle forces and joint kinematics

estimation from sEMG. As shown in Fig. 1, it consists of two

deep neural networks, including a physics-informed generic

network and a physics-informed personalised network.

In the generic network, CNN is employed to automatically

extract more discriminative features to build mappings be-

tween sEMGs and joint motions/muscle forces. Specifically,

the measured sEMGs from several subjects and the corre-

sponding time steps are first fed into CNN, and then the

predicted joint angles and muscle forces are achieved with

the extracted features. Such predictions should also satisfy

the physical equation of motion, which is then taken as the

soft constraint to penalise/regularise the loss function of CNN.

In this manner, the modified loss function of the physics-

informed generic network jointly minimises two components,

i.e., the conventional mean square error (MSE) loss and the

physics-based loss. When the new measured sEMGs of another

subject are available, the parameters relating to the generic

information of subjects, i.e., the parameters in the feature

extraction phase, in the generic network will be directly shared

to the personalised network as the backbone, which could help

the personalised network hold mappings between kinematic
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Fig. 1. Main framework of the proposed physics-informed deep transfer learning method. In this study, inputs of the generic network are sEMG measurements
and time steps of m subjects, while its outputs are muscle forces Fn

t
and joint angles θt (n = 1, . . . , N, t = 1, . . . , T ). Inputs of the personalised network

are sEMG measurements and the corresponding time steps of the (m+1)th subject, and its outputs are muscle forces Fn

t̃
and joint angles θ

t̃

(

t̃ = 1, . . . , T̃
)

of the subject. n denotes the number of muscles at the joint of interest, t and t̃ are the time steps of the m subjects and the (m+1)th subject, respectively.
We use the difference of background color of each component to demonstrate the parameter sharing and parameter personalisation phases.

measurements, and internal forces and muscle activations, and

also guarantee the generalization. After that, the parameters

relating to the subject-specific information, e.g., the parameters

in fully-connected layers, in the personalised network could be

achieved through fine-tuning the corresponding parameters in

the generic network with the limited subject-specific data by

jointly considering the data prediction error and the physical

constraint.

In this manner, the derived personalised network will con-

tain mappings between kinematic measurements, and internal

forces and muscle activations with the shared parameters from

the generic network. More importantly, with many parameters

frozen, over-fitting problem can be avoided during the knowl-

edge transfer phase, and it also can significantly reduce the

number of required training data and time consumption.

C. Design of Generic Network

We detail the network architecture and the modified loss

function of the generic network, respectively.

1) Architecture of Generic Network: The generic network

is a CNN with two convolutional blocks, two fully-connected

blocks, and one regression block, i.e., FC 3 in Fig. 1. To be

specific, each convolutional block consists of one convolu-

tional layer, one ReLU layer, one batch normalisation layer,

and one dropout layer. In the convolutional block, the kernel

size is 3, the boundary padding is 3, and the stride is 1. There

are 128 kernels in the convolutional layer and a ReLU layer

is added subsequently to the convolutional layer. The batch

normalisation layer is employed for mitigating alternation

made by the convolutonal layer. Each fully-connected block

consists of one ReLU layer, one normalisation layer, and one

dropout layer. The number of hidden nodes is 128. Outputs

of the second fully-connected block are then fed into the

regression block for the muscle forces and joint kinematics

estimation.

2) Loss Function of Generic Network: The loss function

of the generic network consists of the MSE loss and the

physics-based loss. The MSE loss is to minimise the MSE

of the ground truth and prediction, while the physics-based

loss preserves the physical constraints during movements:

L = Ld + Lp (1)

Ld = MSEgen (F ) +MSEgen (θ) (2)

Lp = Θ(F, θ) (3)

where Ld represents the data prediction loss of the muscle

force and the joint angle, Ld is the loss function imposed by

the physics law, which could be utilised to penalise/regularise

the generic network for performance enhancement. Θ(F, θ)
denotes the function of predicted variables.

The MSE loss can be represented as

MSEgen(F ) =
1

T

T
∑

t=1

N
∑

n=1

(Fn
t − F̂n

t )
2 (4)

MSEgen(θ) =
1

T

T
∑

t=1

(θt − θ̂t)
2 (5)

where Fn
t and θt are the force of muscle n and the joint

angle at time step t, and F̂n
t and θ̂t denote the corresponding

predictions, respectively. Furthermore, T is the total sample

number of subjects, and N is the number of muscles at the

joint of interest.
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The equation of motion, which could reflect underlying re-

lationships among the muscle force and kinematics, is utilised

to design the physics-based loss:

Θ(F, θ) =
1

T

T
∑

t=1

(M(θt)θ̈t + C(θt, θ̇t) +G(θt)− τt)
2 (6)

where M(θt), C(θt, θ̇t), G(θt) and θt are the mass matrix,

the Centrifugal and Coriolis force, the gravity, and the joint

angle, respectively. Additionally, τt is the joint torque, which

can be calculated through the summation of the product of the

moment arm and muscle force:

τt =

N
∑

n=1

rnF
n
t (7)

where rn is the moment arm of the muscle n, which is

exported from OpenSim.

D. Design of Personalised Network

The personalised network has the similar architecture with

the generic network, thus we only demonstrate its modified

loss function and the knowledge transfer process for muscu-

loskeletal model personalisation.

1) Loss Function of Personalised Network: The loss func-

tion of the personalised network also consists of the MSE loss

and the physics-based loss:

L̃ = L̃d + L̃p (8)

L̃d = MSEper (F ) +MSEper (θ) (9)

L̃p = Ξ (F, θ) (10)

where L̃d represents the prediction loss of the muscle force

and the joint angle, L̃p is the loss function imposed by the

physics law.

Specifically, the MSE loss is

MSEper(F ) =
1

T̃

T̃
∑

t̃=1

N
∑

n=1

(Fn
t̃
− F̂n

t̃
)2 (11)

MSEper(θ) =
1

T̃

T̃
∑

t̃=1

(θt̃ − θ̂t̃)
2 (12)

where Fn
t̃

and θt̃ are the force of the muscle n and the joint

angle at time step t̃, and F̂n
t̃

and θ̂t̃ denote the corresponding

predictions, respectively. Furthermore, T̃ is the total sample

number of the new subject.

Similar to the loss function of the generic network, the

equation of motion is also employed as the physics-based loss

of the personalised network:

Ξ(F, θ) =
1

T̃

T̃
∑

t̃=1

(M(θt̃)θ̈t̃ + C(θt̃, θ̇t̃) +G(θt̃)− τt̃)
2 (13)

where M(θt̃), C(θt̃, θ̇t̃), G(θt̃) and θt̃ are the mass matrix, the

Centrifugal and Coriolis force, the gravity, and the joint angle,

respectively. Similarly, τt̃ could be calculated by

τt̃ =

N
∑

n=1

rnF
n
t̃

(14)

2) Musculoskeletal Model Personalisation: In order to

transfer the useful knowledge to the personalised network,

the parameters relating to the generic information of sub-

jects in the generic network are first fixed and then directly

shared to the personalised network, enabling the updated

personalised network to hold mapping relationships between

sEMG measurements, and muscle forces and joint angles of

subjects. These inherited parameters could help enhance the

generalization of the personalised network. In the parameters

penalisation phase, optimal parameters in fully-connected lay-

ers, which actually relate to the subject-specific information,

could be achieved by minimising the modified loss function

only with the limited available subject-specific data as inputs

of the personalised network.

III. MATERIALS AND EXPERIMENTAL SETTINGS

In this section, data collection, data pre-processing, baseline

methods, and evaluation criteria are detailed, respectively.

A. Data Collection

Approved by the MaPS and Engineering Joint Faculty

Research Ethics Committee of University of Leeds (MEEC

18-002), eight able-bodied subjects, including four males

and four females, aged 20-30, were recruited to record

data for the experiment. All subjects gave signed consent.

Specifically, subjects were informed to maintain a fully

straight torso with the 90◦ abducted shoulder and the 90◦

flexed elbow joint. The continuous wrist flexion/extension

motion was recorded by the VICON motion capture sys-

tem. The joint motions were computed by the upper limb

model using 16 reflective markers (sampled at 250Hz). In

addition, sEMGs were measured by Avanti Sensors (sam-

pled at 2000Hz) from the main wrist muscles, i.e., the

flexor carpi radialis (FCR), the flexor carpi ulnaris

(FCU), the extensor carpi radialis longus (ECRL),

the extensor carpi radialis brevis (ECRB), and the

extensor carpi ulnaris (ECU), respectively. The electrodes

were allocated by palpation and evaluated by performing

contraction while looking at the signal before the experiment.

Moreover, sEMGs and motion data were synchronised and

resampled at 1000Hz. Five repetitive trials were done for each

subject, and a three-minute break was given between trials to

prevent the muscle fatigue. We collected 80,000 samples in

total (10,000 samples from each subjects).

B. Data Pre-processing

The measured sEMGs were then band-pass filtered (20Hz
and 450Hz), fully rectified, and low-pass filtered (6Hz),

respectively. After that, they were normalised concerning the

maximum voluntary contraction recorded before the experi-

ment, resulting in the enveloped EMG. The markers’ data were

used to compute the wrist kinematics via the inverse kinematic

tool, and the joint torque and wrist muscle forces were then

achieved from the inverse dynamic and the computed muscle

control tools ensured the computed motion was consistent with

the measured joint motion. Each wrist motion trial consists of

time steps, filtered sEMGs, wrist muscle forces, and wrist joint

angles, respectively.
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C. Baseline Methods

To verify the effectiveness of the proposed physics-informed

deep transfer learning framework, several methods are chosen

as baseline methods for the comparison. In addition, we define

the generic domain as sufficient labelled sEMG measurements

collected from several subjects could be provided for the

generic network training, denoted by DG, while personalised

domain as only limited labelled sEMG measurements collected

from another specific subject are available for musculoskeletal

model training or personalised network training, denoted by

DP .

1) CNN with Training Data from DG (CNN-1): CNN-

1 only involves conventional supervised learning with two

convolutional blocks, two fully-connected blocks, and one

regression block. The measured sEMGs from DG are for

CNN-1 training, while sEMGs from DP for testing. Stochastic

gradient descent with momentum optimiser is employed for

CNN-1 training, the batch size is set as 1, the maximum

iteration is set as 2000, and the initial learning rate is 0.001.

2) CNN with Training Data from DP (CNN-2): CNN-2

also not involves knowledge transfer and is with the same

architecture as CNN-1, but its training data are the sEMGs

measured from the new subject in DP . Its training strategy

and parameter settings are the same as CNN-1.

3) CNN with Knowledge Transfer (CNN-KT): CNN-KT

shares the same architecture, training strategy, and parameter

settings as CNN-1 and CNN-2. Differently, CNN-KT is first

pre-trained using the data from DG, and then its parameters

relating to the generic information of subjects, i.e., the param-

eters in the feature extraction phase, are fixed. After that, the

data from the new subject are utilised for network retraining,

and the parameters relating to the subject-specific information,

i.e., the parameters in fully-connected layers, are achieved by

fine-tuning strategy.

4) Physics-informed CNN with Training Data from DG (Pi-

CNN-1): Pi-CNN-1 has the same architecture and training data

as CNN-1. However, its loss function is to jointly minimise

the MSE loss and the physics-based loss, i.e., the loss function

illustrated in Eq.(1).

5) Physics-informed CNN with Training Data from DP (Pi-

CNN-2): Pi-CNN-2 has the same architecture and training data

as CNN-2, and its loss function is the same as the loss function

of Pi-CNN-1.

D. Evaluation Criteria

In this paper, two commonly used evaluation criteria, includ-

ing root mean square error (RMSE) and Pearson’s correlation

coefficient (CC), are considered to quantify the performance

of the proposed framework. To be specific, RMSE is

RMSE =

√

1

T̃

∑T̃

t̃=1

(yt̃ − ŷt̃)
2

(15)

where yt̃ and ŷt̃ indicate the ground truth and the correspond-

ing predicted value, respectively.

CC is defined as

CC =

∑T̃

t̃=1
(yt̃ − yt̃)

(

yt̃ − ŷt̃
)

√

∑T̃

t̃=1
(yt̃ − yt̃)

2

√

∑T̃

t̃=1

(

yt̃ − ŷt̃
)2

(16)

where yt̃ and ŷt̃ are the mean of the ground truth and predicted

value, respectively.

IV. RESULTS

In this section, the effectiveness of the proposed physics-

informed deep transfer learning framework for musculoskele-

tal modelling penalisation is verified. Specifically, the train-

ing process of the proposed framework is first shown to

demonstrate its convergence. Performance evaluation for the

single-to-single and the multiple-to-single scenarios are then

performed to depict the predicted performance of the proposed

framework. It should be noted that all the training of the

proposed framework and baseline methods is carried out on

a workstation with GeForce RTX 2080 Ti graphic cards and

128G RAM.

A. Training Process of the Proposed Framework

In the experiments, we use 60% of the data to train the

proposed framework and all the selected comparison methods,

20% as the validation dataset, and the rest 20% as the testing

dataset. During the training phase, we set the batch size as

1, and the embedded CNN is trained by stochastic gradient

descent with momentum. The maximum iteration is set as

2000, the initial learning rate is 0.001 and the dropout rate

is 0.5. The separate losses of wrist muscle forces and wrist

angle estimation of Pi-CNN-1 and the proposed framework

(also denoted by Pi-CNN-KT in the experiments below) during

the training are depicted in Fig. 2. Observed from Fig. 2,

the proposed framework has faster convergence speed than

Pi-CNN-1, and its losses are more stable with less local

oscillations than the ones of Pi-CNN-1. Compared with Pi-

CNN-1, the twin neural networks mechanism in the proposed

framework could accelerate the convergence of networks, For

example, the loss of ECU in Fig. 2 (b) drops significantly at

the beginning of the training, and then converges.

B. Performance Evaluation in Single-to-Single Scenario

We first evaluate the performance of the proposed frame-

work in the single-to-single scenario. The generic network is

first trained using the data from one specific subject, i.e., the

mth subject (m=1,2,. . . ,7), and then the personalised network

is fine-tuned using the data from the 8th subject. Fig. 3

illustrates the representative predicted results of the proposed

framework and baseline methods, including the wrist flexion

angle, muscle force of FCR, muscle force of FCU, muscle

force of ECRL, muscle force of ECRB, and muscle force

of ECU, respectively. According to Fig. 3, CNN-1 achieves

the worst predicted results, because it does not involve the

knowledge transfer of the new subject, leading to its poor

generalization on the unseen data. The predicted results of

CNN-KT are better than CNN-1, indicating the effectiveness
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Fig. 2. Convergence illustration of the proposed framework. The proposed
framework has faster convergence speed with less local oscillations.

of the twin neural networks mechanism employed in the

musculoskeletal model personalisation. In addition, Pi-CNN-1

achieves better predicted performance than CNN-1, its means

that the proposed physics-based loss function could help

enhance the performance. The proposed framework achieves

the best predicted performance, which indicates that the com-

bination of the physics-based domain knowledge embedding

and the twin neural networks mechanism could significantly

strengthen the performance of the data-driven musculoskeletal

model, and enhance its robustness and generalization.

Table I lists the detailed RMSEs and CCs of the pro-

posed framework and baseline methods in the single-to-single

scenario. Observed from Table I, the proposed framework

could achieve smaller RMSEs and higher CCs than baseline

methods. To be specific, among the methods without physics-

based domain knowledge embedding, i.e., CNN-1, CNN-2

and CNN-KT, CNN-KT has the smallest RMSEs and the

highest CCs, it because the transferred knowledge of the

new subject makes the personalised network contain subject-

specific information. Moreover, the performance of CNN-2

is better than CNN-1, the main reason is that CNN-1 does

not learn any statistical characteristics of the new subject,

it also indicates the poor generalization of the conventional

data-driven musculoskeletal model on the unseen data. Finally,

we can find that the proposed framework outperforms CNN-

KT, it means that the physics-based domain knowledge in the

modified loss function could provide informative constraints

to penalise/regularise CNN utilised in the proposed framework

for performance improvement.

To further verify the feasibility of the proposed frame-

work, a pairwise analysis between the proposed method and

each comparison method is considered. One-way analysis of

variance (ANOVA) is conducted for statistical analysis of

the proposed framework and baseline methods, where RMSE

is the response variable. A post-hoc analysis using Tukey’s

Honest Significant Difference test is applied. The significance

level is set at p < 0.05. Fig. 4 and Fig. 5 depict the

RMSEs and CCs of the proposed framework and baseline

methods, we can find that the proposed framework achieves

better predicted performance no matter which subject’s data

is employed to train the generic network. Table II details the

multiple comparison results in terms of RMSEs and CCs.

The multiple comparison correction method is Dunnett’s test.

The proposed framework is regarded as the control group. The

comparison results indicate that the proposed framework is

statistically superior to baseline methods.

C. Performance Evaluation in Multiple-to-Single Scenario

Aside from the single-to-single scenario, we further evaluate

the performance of the proposed framework in the multiple-to-

single scenario. Specifically, we first randomly choose seven

subjects from the eight subjects, and the generic network is

then trained using the data from the chosen seven subjects,

and the data from the rest one subject is utilised to fine-tune

the personalised network.

Fig. 6 illustrates the representative predicted results of the

proposed framework and baseline methods in the multiple-

to-single scenario. Similar to the single-to-single scenario,

comparing with baseline methods, the proposed framework

could achieve more satisfactory predicted results, and fit the

ground truth curves well. Table III details subject’s RMSEs

and average CCs of the proposed framework and baseline

methods, where the six predicted outputs are normalized.

Table IV details output’s RMSEs and average CCs of the

proposed framework and baseline methods, in which average

values of the eight subjects’ predicted outputs are calculated.

According to Table III and Table IV, the proposed framework

still could achieve smaller RMSEs and higher CCs under

different subjects’ data for training the generic network and the

personalised network, indicating its great tracking capability.

V. DISCUSSIONS

In this section, effects of dataset sizes and time consump-

tion in physics-informed knowledge transfer phase are first

analyzed, and then essential advantages of physics-informed

deep transfer learning in facilitating the musculoskeletal mod-

elling personalisation and flexibility of the proposed physics-

informed deep learning framework are discussed.

A. Effects of Dataset Sizes on Physics-informed Knowledge

Transfer

Table V depicts the RMSEs of the proposed framework

under different training dataset sizes in the knowledge transfer
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Fig. 3. Representative predicted results of the proposed framework and baseline methods in the single-to-single scenario. The predicted outputs are the wrist
angle, muscle force of FCR, muscle force of FCU, muscle force of ECRL, muscle force of ECRB, and muscle force of ECU.

TABLE I
DETAILED RMSES AND CCS OF THE PROPOSED FRAMEWORK AND BASELINE METHODS IN THE SINGLE-TO-SINGLE SCENARIO

Outputs Methods S1 S2 S3 S4 S5 S6 S7 Outputs Methods S1 S2 S3 S4 S5 S6 S7

Angle

Pi-CNN-KT 10.67/0.97 9.25/0.97 11.95/0.96 9.81/0.97 9.94/0.97 10.35/0.97 11.33/0.96 Pi-CNN-KT 4.45/0.95 4.02/0.96 4.17/0.96 3.99/0.97 4.21/0.96 4.32/0.96 4.02/0.96

CNN-KT 12.15/0.95 13.96/0.93 15.03/0.94 13.97/0.94 11.27/0.95 12.27/0.95 12.41/0.94 CNN-KT 4.53/0.95 4.41/0.95 4.95/0.95 4.27/0.96 4.79/0.94 4.61/0.95 4.79/0.95

Pi-CNN-1 16.55/0.93 17.80/0.93 15.39/0.93 16.53/0.93 14.91/0.94 16.27/0.93 15.99/0.93

FCR

Pi-CNN-1 5.89/0.92 4.72/0.95 4.39/0.96 5.77/0.93 5.72/0.92 5.66/0.93 5.70/0.93

CNN-1 67.21/0.31 59.26/0.35 71.22/0.29 70.09/0.31 62.37/0.32 76.29/0.28 65.52/0.32 CNN-1 14.82/0.57 12.98/0.62 17.66/0.52 15.93/0.57 13.98/0.61 14.56/0.59 13.87/0.61

Pi-CNN-2 14.95/0.94 16.21/0.93 17.98/0.93 15.63/0.93 12.96/0.95 14.56/0.94 13.29/0.94 Pi-CNN-2 4.82/0.95 4.69/0.95 5.63/0.93 4.81/0.94 4.98/0.94 5.03/0.95 4.91/0.95

CNN-2 17.24/0.93 19.22/0.92 18.31/0.93 18.09/0.92 14.15/0.94 16.98/0.98 16.90/0.93 CNN-2 5.79/0.93 5.66/0.93 6.07/0.93 5.75/0.93 5.95/0.93 5.62/0.93 5.53/0.94

FCU

Pi-CNN-KT 2.82/0.99 3.09/0.98 4.51/0.98 2.99/0.98 3.29/0.98 3.02/0.98 2.77/0.99 Pi-CNN-KT 3.13/0.99 4.19/0.97 3.83/0.99 3.29/0.99 3.02/0.99 3.22/0.99 3.09/0.99

CNN-KT 3.05/0.98 3.82/0.98 5.23/0.97 3.93/0.98 3.73/0.98 3.72/0.98 3.19/0.98 CNN-KT 3.61/0.99 4.92/0.95 4.20/0.97 3.55/0.99 3.94/0.98 3.69/0.99 3.67/0.99

Pi-CNN-1 4.21/0.98 4.53/0.98 5.89/0.96 4.10/0.98 3.96/0.98 4.69/0.97 4.11/0.98

ECRL

Pi-CNN-1 4.68/0.98 5.87/0.95 5.31/0.93 4.77/0.97 4.31/0.97 4.06/0.98 3.98/0.97

CNN-1 21.41/0.83 23.60/0.82 31.99/0.80 19.57/0.83 18.28/0.86 20.33/0.83 22.30/0.82 CNN-1 26.81/0.85 30.95/0.82 27.61/0.86 29.30/0.87 27.90/0.86 24.91/0.85 22.87/0.83

Pi-CNN-2 3.34/0.98 4.27/0.98 5.78/0.97 3.91/0.98 4.20/0.98 3.99/0.98 3.51/0.98 Pi-CNN-2 4.21/0.97 5.51/0.93 4.72/0.97 4.56/0.98 4.07/0.98 3.98/0.98 3.92/0.98

CNN-2 4.36/0.98 4.99/0.97 6.31/0.96 4.25/0.98 4.07/0.98 4.51/0.97 4.27/0.98 CNN-2 4.59/0.98 5.72/0.94 5.17/0.95 4.72/0.98 4.19/0.97 4.26/0.97 4.05/0.97

ECRB

Pi-CNN-KT 2.45/0.98 2.65/0.98 2.32/0.98 2.29/0.98 2.02/0.98 2.36/0.97 2.22/0.98 Pi-CNN-KT 0.61/0.98 0.58/0.97 0.62/0.98 0.55/0.98 0.63/0.98 0.66/0.98 0.57/0.98

CNN-KT 2.72/0.97 2.89/0.97 2.66/0.98 2.98/0.97 2.58/0.98 2.77/0.98 2.57/0.98 CNN-KT 0.71/0.98 0.82/0.97 0.76/0.98 0.81/0.97 0.75/0.97 0.76/0.98 0.69/0.98

Pi-CNN-1 3.65/0.96 3.89/0.96 3.26/0.97 3.98/0.94 3.55/0.96 3.27/0.97 3.39/0.96

ECU

Pi-CNN-1 0.86/0.96 0.99/0.97 0.81/0.97 0.92/0.97 0.85/0.97 0.79/0.97 0.82/0.97

CNN-1 16.06/0.75 15.97/0.75 12.50/0.77 16.28/0.73 13.33/0.78 15.99/0.75 14.27/0.76 CNN-1 4.21/0.69 6.30/0.59 4.39/0.69 4.37/0.70 4.14/0.71 4.06/0.75 4.13/0.70

Pi-CNN-2 3.12/0.97 3.57/0.96 3.19/0.97 3.55/0.96 3.05/0.98 3.11/0.98 2.98/0.98 Pi-CNN-2 0.62/0.98 0.80/0.97 0.71/0.98 0.85/0.97 0.76/0.98 0.72/0.98 0.75/0.98

CNN-2 3.29/0.97 4.01/0.95 3.21/0.97 4.26/0.95 3.79/0.97 3.50/0.96 3.20/0.97 CNN-2 0.93/0.96 1.16/0.93 0.99/0.97 0.91/0.96 0.82/0.97 0.80/0.98 0.86/0.98

TABLE II
MULTIPLE COMPARISON ON RMSE BETWEEN THE PROPOSED

FRAMEWORK AND BASELINE METHODS IN THE SINGLE-TO-SINGLE

SCENARIO

RMSE

Methods Angle FCR FCU ECRL ECRB ECU

CNN-1 Pi-CNN-KT < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001

Pi-CNN-1 Pi-CNN-KT < 0.01 < 0.05 0.620 0.176 < 0.01 0.458

CNN-KT Pi-CNN-KT 0.270 0.633 0.969 0.870 0.686 0.854

Pi-CNN-2 Pi-CNN-KT < 0.05 0.137 0.844 0.390 0.071 0.891

CNN-2 Pi-CNN-KT < 0.001 < 0.01 0.5 0.198 < 0.01 0.270

CC

Methods Angle FCR FCU ECRL ECRB ECU

CNN-1 Pi-CNN-KT < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001

Pi-CNN-1 Pi-CNN-KT < 0.001 < 0.05 0.457 < 0.05 < 0.05 0.852

CNN-KT Pi-CNN-KT < 0.01 0.667 0.848 0.865 0.999 0.999

Pi-CNN-2 Pi-CNN-KT < 0.01 0.261 0.848 0.177 0.720 1

CNN-2 Pi-CNN-KT < 0.001 < 0.01 0.291 0.062 < 0.05 0.778

TABLE III
SUBJECT’S NORMALIZED RMSES AND AVERAGE CCS OF THE PROPOSED

FRAMEWORK AND BASELINE METHODS IN THE MULTIPLE-TO-SINGLE

SCENARIO

Metrics Methods S1 S2 S3 S4 S5 S6 S7 S8

Pi-CNN-KT 0.10 0.10 0.09 0.10 0.08 0.10 0.11 0.09

Normalized CNN-KT 0.13 0.11 0.09 0.13 0.12 0.12 0.14 0.12

RMSE Pi-CNN-1 0.52 0.55 0.50 0.54 0.54 0.51 0.52 0.51

CNN-1 0.43 0.41 0.39 0.42 0.43 0.46 0.45 0.45

Pi-CNN-2 0.23 0.24 0.20 0.27 0.22 0.22 0.20 0.19

CNN-2 0.19 0.17 0.20 0.15 0.17 0.16 0.17 0.16

CC

Pi-CNN-KT 0.97 0.96 0.97 0.98 0.98 0.97 0.96 0.98

CNN-KT 0.95 0.96 0.95 0.94 0.97 0.94 0.93 0.96

Pi-CNN-1 0.55 0.57 0.56 0.53 0.54 0.55 0.53 0.53

CNN-1 0.57 0.55 0.51 0.55 0.53 0.56 0.57 0.54

Pi-CNN-2 0.90 0.93 0.91 0.91 0.90 0.92 0.92 0.92

CNN-2 0.91 0.91 0.90 0.92 0.91 0.88 0.89 0.93
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Fig. 4. RMSEs of the proposed framework and baseline methods with
different subjects’ data as the training samples for the generic network
in the single-to-single scenario. The proposed framework achieves smaller
RMSEs than baseline methods. The significance level is set as 0.05 (∗∗∗p <

0.001,∗∗ p < 0.01, and∗p < 0.05).
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Fig. 5. CCs of the proposed framework and baseline methods with different
subjects’ data as the training samples for the generic network in the single-to-
single scenario. The proposed framework achieves higher CCs than baseline
methods. The significance level is set as 0.05 (∗∗∗p < 0.001,∗∗ p <

0.01, and∗p < 0.05).

TABLE IV
OUTPUT’S AVERAGE RMSES AND AVERAGE CCS OF THE PROPOSED

FRAMEWORK AND BASELINE METHODS IN THE MULTIPLE-TO-SINGLE

SCENARIO

Metrics Methods Angle FCR FCU ECRL ECRB ECU

Pi-CNN-KT 10.27 5.19 4.61 1.12 1.27 0.42

CNN-KT 14.40 5.71 6.17 1.51 1.35 0.71

Average Pi-CNN-1 41.21 15.41 31.33 23.03 11.12 2.76

RMSE CNN-1 38.39 15.59 29.02 8.87 13.45 5.16

Pi-CNN-2 26.41 7.38 8.41 1.75 2.18 1.02

CNN-2 20.23 7.49 7.55 1.53 1.63 1.49

CC

Pi-CNN-KT 0.95 0.94 0.97 0.99 0.98 0.99

CNN-KT 0.93 0.92 0.95 0.99 0.97 0.98

Pi-CNN-1 0.78 0.14 -0.17 0.85 0.83 0.76

CNN-1 0.80 0.13 0.51 0.87 0.05 0.85

Pi-CNN-2 0.86 0.86 0.92 0.99 0.96 0.97

CNN-2 0.89 0.86 0.94 0.99 0.95 0.95

phase, from 20% to 80% of the data from the new subject, used

for fine-tuning the personalised network both in the single-

to-single and the multiple-to-single scenarios. Observed from

Table V, the predicted performance of the proposed framework

is relatively stable with the increase of the number of the data

used for knowledge transfer, which indicates that the proposed

framework is not sensitive to the training dataset sizes during

the knowledge transfer phase.

TABLE V
RMSES OF THE PROPOSED FRAMEWORK UNDER DIFFERENT DATASET

SIZES IN THE KNOWLEDGE TRANSFER PHASE

Scenarios Outputs 20% 40% 60% 80%

Single

Angle 10.26 11.18 10.67 10.59

FCR 4.75 4.51 4.45 4.63

FCU 3.22 3.03 2.82 3.67

ECRL 2.16 3.27 3.13 4.11

ECRB 2.56 2.58 2.45 2.15

ECU 0.72 0.59 0.61 0.79

Multiple

Angle 10.25 9.52 8.81 9.22

FCR 5.71 5.23 4.97 4.21

FCU 6.17 5.51 5.43 5.26

ECRL 0.98 0.92 1.03 1.05

ECRB 1.27 1.23 1.25 1.36

ECU 0.61 0.47 0.60 0.63

B. Time Consumption of Physics-informed Knowledge Trans-

fer

Table VI lists the time consumption of the proposed frame-

work, Pi-CNN-1, CNN-1, and CNN-KT both in the single-

to-single and the multiple-to-single scenarios. Accordingly,

the time consumption of the proposed framework is much

less than Pi-CNN-1 and CNN-1, especially in the multiple-

to-single scenario. Because both Pi-CNN-1 and CNN-1 need

to train the data-driven model using the whole data, while the

proposed framework only utilises part of the data from the

new subject to optimise the parameters relating to the subject-

specific information in the personalised network. Additionally,

the time consumption of CNN-KT is less than the proposed

framework, it because that the physics-based domain knowl-

edge is embedded into the loss function to penalise/regularise

the neural network during the knowledge transfer phase, but

CNN-KT only needs to minimise the MSE loss.

TABLE VI
COMPARISONS OF TIME CONSUMPTION (MINUTE)

Scenarios Pi-CNN-1 CNN-1 Pi-CNN-KT CNN-KT

Single 80 64 33 27

Multiple 361 305 37 29
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Fig. 6. Representative predicted results of the proposed framework and baseline methods in the multiple-to-single scenario. The personalised network is
trained by the data from one specific subject, while the rest seven subjects’ data are utilised for training the generic network.

C. Physics-informed Deep Transfer Learning to Facilitate

Musculoskeletal Modelling Personalisation

As mentioned above, the generic musculoskeletal model

without particular personalisation may be enough when we

want to investigate the musculoskeletal phenomena decoupled

from individuals or groups, such as how muscles are neurally

recruited, how muscles transfer force around multiple joints,

or motor control principles, etc. However, when we study the

musculoskeletal function of the specific subject, musculoskele-

tal model with the unique anatomy and neurophysiology

of the subject is necessary [26], [27]. Additionally, under-

standing the mechanism underlying the specific individual’s

musculoskeletal function is important for rehabilitation, such

as design of the personalised assistive device and human-

machine interface, and formulating personalised rehabilitation

intervention strategy for the specific subject based on his/her

anatomy and impairment [28]–[30].

One of the challenging issues for musculoskeletal modelling

personalisation is the shifts of statistical characteristics of

the collected EMG signals from different individuals mainly

caused by the diversity of the anatomical, physiological and

biochemical characteristics between individuals, which may

seriously degrade the performance of the conventional data-

driven model [19], [31]. Therefore, conventional data-driven

methods usually require a large number of subject-specific data

to retrain the existing model, which is time-consuming and

labor-intensive [32], [33]. In addition, data-driven methods

highly rely on the quality of the collected EMG signals,

and the ill-conditioned and noisy training data may impose

negative and unpredictable results. Although some existing

transfer learning frameworks, such as MetaSleepLearner [34],

EEGWaveNet [35], and MIN2Net [36], could achieve sat-

isfactory performance in subject-independent scenarios, they

were developed without considering the physics-based domain

knowledge, and such kind of “black-box” solutions cannot re-

flect the underlying physical mechanisms during the modelling

process. Differently, the proposed framework is more robust

and with better generalization by integrating physics-based

domain knowledge that from kinematic measurements and the

physical understanding of the neuromusculoskeletal coupling

into the deep neural networks to reflect physical or physiolog-

ical mechanisms [37]–[40]. Furthermore, less subject-specific

data are required in the knowledge transfer phase due to the

twin neural networks mechanism.

D. Flexibility of Physics-informed Deep Learning Framework

The aim of our work is to develop the next-generation

physics-informed data-driven musculoskeletal models, which

could seamlessly integrate the existing physics-based domain

knowledge into the deep learning-based data-driven models.

The proposed method is only an attempt to bring physics infor-

mation into data-driven models to overcome its limitations by

creating data reflecting the underlying physical mechanisms,

and also bring the powerful deep learning techniques into

physics-based musculoskeletal models to reduce computa-

tional demands in data processing and improve execution

speed for real-time applications. Moreover, the embedded

physics law illustrates the relationship between sEMG, and

muscle forces and joint kinematics. We choose the wrist joint

as the exemplar, by considering that wrist primary muscles

are superficial muscle and can be easily measured, and wrist

muscle forces and joint kinematics estimation is a kind of

application widely considered in the existing works. It also

could be generalized to other joints and more scenarios. In

this paper, we use CNN to implement the proposed physics-

informed deep learning framework. The proposed framework

is actually flexible, the deep neural network can be replaced

depending on the specific requirements, such as LSTM and

ResNet, etc.
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Table VII lists the detailed comparison results between

Pi-CNN (CNN as the deep neural network in the proposed

physics-informed deep learning framework) and Pi-LSTM

(LSTM as the deep neural network in the proposed physics-

informed deep learning framework). According to Table VII,

we can find that Pi-CNN and Pi-LSTM achieve comparable

performance, indicating that different types of deep neural

networks can be embedded into the proposed physics-informed

deep learning framework.

TABLE VII
COMPARISONS BETWEEN PI-CNN AND PI-LSTM

Angle FCR FCU ECRL ECRB ECU

Pi-CNN 9.35 5.17 3.98 2.77 2.61 0.81

Pi-LSTM 9.92 5.26 3.76 2.99 2.52 0.75

VI. CONCLUSION

In this paper, a physics-informed deep transfer learning

framework is designed for musculoskeletal modelling per-

sonalisation. Different from conventional transfer learning

methods, physics-based domain knowledge is integrated into

deep neural networks as soft constraints to penalise/regularise

the loss function of CNNs utilised in the proposed framework.

The embedded physics-based domain knowledge could help

strengthen robustness and generalization, and the number of

required subject-specific data is reduced during the knowl-

edge transfer phase. Moreover, the utility of the twin neu-

ral networks mechanism significantly reduces computational

burdens in personalised network fine-tuning. Comprehensive

experiments on wrist muscle forces and joint angle estimation

demonstrate the effectiveness of the proposed framework. It

should be noted that, in this study, we assume all the data

used in the experiments are labelled, but the available data of

the new subject may be unlabelled in clinical applications.

Therefore, we will focus on the future physics-informed

unsupervised transfer learning and physics-informed semi-

supervised transfer learning strategies.
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