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Finding the ‘nudge’ in hypernudge☆ 
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A B S T R A C T   

‘Hypernudge’ describes a group of phenomena which occur at the intersection of behavioural science and computer science, and law. The term been increasingly used 
in the latter field, though sparingly in behavioural science. As such, ‘hypernudge’ remains largely absent from the behavioural science lexicon, inhibiting the field 
from participating within vital discussions surrounding the use of psychological insights with ubiquitous computing. 

In this article, I search for the ‘nudge’ in hypernudge by critiquing the differences between the two concepts from a behavioural science perspective. I ‘find the 
nudge’ in hypernudge by conceptualising a hypernudge as a system of nudges which change over time and in response to feedback. In this sense, a hypernudge is not 
a type of nudge, but an arrangement of nudges. This article then engages in an extensive discussion of the implications on this concept for the hypernudging pro-
gramme, and for nudging more broadly.   

1. Introduction 

The term “hypernudge” (p. 122) has been offered by legal scholar 
Karen Yeung [1] to describe the combination of behavioural science 
with computer science for algorithmic regulation. The term respects this 
combination, with the concept of, ‘hyper,’ attributable to the vast 
expansion of computational resources and data within computer sci-
ence, and the concept of, ‘nudge,’ attributable to the programme of 
light-touch behavioural modification found in behavioural science [2, 
3]. 

Following its introduction, the term has seen a small but growing 
usage as scholars seek to understand how ‘nudging’ and similar concepts 
are being used throughout the digital economy [4–8]. Despite this, 
neither [1] nor those who have subsequently used the term have 
explicitly explored the relationship, if any, between the notion of a 
hypernudge, and that of a ‘traditional’ nudge.1 This is unfortunate, for it 
undermines conversations between behavioural scientists and critics of 
hypernudging, as the former struggle to understand the subject which 
the latter critique. As behavioural science and nudging increasingly take 
on a technological dimension [9,10,11,89], owing substantially to the 
proliferation of surveillance and data collection technologies since the 
introduction of nudging [2]; also see Refs. [12,13], such conversations 
will likely prove significant in the coming years. This article contributes 
a conceptual account of hypernudging which clearly relates it to 
behavioural science. 

In this article, I offer a novel definition of a hypernudge as a system of 

nudges which change over time and in response to feedback. In doing so, 
I draw a clear distinction between nudges and hypernudges. Rather than 
hypernudges being a type of nudge, I argue hypernudges result from 
arranging nudges in a technologically mediated fashion to continuously 
influence human behaviour, including through real-time (re)configu-
ration and dynamic personalisation. The importance I place on hyper-
nudges as systems or arrangements of nudges could be reached 
etymologically by focusing on the hyper of hypernudge (i.e., hyper 
indicating the connection of nudges, in the same way that hypertext is 
the connection of text). But my analysis relies more substantially on 
various literatures spanning behavioural and computational social 
science. 

I do not argue in this article that ‘hypernudge’ is a replacement of or 
superior concept to digital nudging e.g., [2,88], which also informs my 
approach in this article, nor does this article intend to marginalise 
various literatures regarding nudging online behaviour, such as con-
sumption behaviour (e.g., Ref. [4]; Mele et al., 2021). My efforts in 
examining the hypernudge concept are two-fold, and complementary to 
these literatures. Firstly, to interrogate a nudge concept developed 
outside of behavioural science for any useful insights or warnings it may 
provide the behavioural science literature. Secondly, to emphasise the 
notion of arranging nudges and designing systems or choice environments, 
rather than just specific choice architectures. 

The structure of this article is as follows. I begin by contrasting given 
definitions of nudging and hypernudging, showing how the hypernudge 
literature has various recurrent themes, but limited overlap with the 
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behavioural science literature. I thus explore where overlap does exist, 
and where the hypernudging literature invites more novel consider-
ations, through the recurrent themes of personalisation, real-time (re) 
configuration and prediction, and hiddenness. This leads me to my 
definition of a hypernudge. Following this, I highlight three ‘burdens’ 
which hypernudges may create. I do not offer these burdens as an 
exhaustive account, but rather as interesting challenges which appear 
important given the broad principles of nudge theory. These three 
burdens concern avoiding the nudge, understanding the nudge, and 
being experimented upon by nudgers (so-called choice architects). I then 
conclude. 

1.1. Nudging, and hypernudging 

How does a hypernudge differ from a nudge? Addressing this ques-
tion is a central objective of this article. It is useful to begin by consid-
ering the definitions which have been given for both terms. A nudge is: 

“[A]ny aspect of choice architecture that alters people’s behaviour in 
a predictable way without forbidding any options or significantly 
changing their economic incentives. To count as a nudge, the inter-
vention must be easy and cheap to avoid. Nudges are not mandates” 
[3]; p. 8 [2]; p. 20) 

Various examples of nudges exist. For instance, people tend to choose 
whatever option is set as the default option [14], and so changing 
default options has been a popular and effective nudging strategy [15]. 
People also tend to be susceptible to social pressure and social norms 
[16], and highlighting the behaviours of others has been found to 
significantly change individual behaviours in areas such as energy usage 
[17]. These are but two of a plethora of nudges which have been 
developed in recent years (see Ref. [18]; for a recent, authoritative 
review). 

While the above definition is not without criticism [19–21], it is a 
succinct and established definition of what nudges do: nudges do not 
change economic incentives, and what they do change – the environ-
ment in which a decision is made, also called choice architecture – must 
not constitute changes which cannot be easily avoided, or which restrict 
choice [2,3]. 

A clear definition or description of a hypernudge is, by comparison, 
less forthcoming, with most authors within this small literature choosing 
instead to describe hypernudging as a broad group of characteristics: 
Yeung (2017, p. 122) describes hypernudges as: 

“[N]imble, unobtrusive, and highly potent, providing the data sub-
ject with a highly personalised choice environment … Hypernudging 
relies on highlighting algorithmically determined correlations … 
dynamically configuring the user’s informational choice context in 
ways intentionally designed to influence decisions.” 

Other scholars have offered similar definitions. Morozovaite (2021, 
p. 115) writes, “Hypernudging is built on the insights of linkages be-
tween the behavioural economics-grounded theory of the nudge and 
information systems (IS) literature,” before elaborating that, “Hyper-
nudging is one of the most sophisticated forms of digital nudging that 
allows for dynamically personalised user steering, where the aim is to 
reach the right user, with the right message, by the right means, at the 
right time, as many times as needed” (p. 117). [5] chooses to highlight 
the major features of hypernudging, rather than offer an explicit defi-
nition. These features are distillations of the ideas given by Ref. [1]; with 
[5] also highlighting the dynamism of hypernudges, their predictive ca-
pacity, and finally, the hiddenness of hypernudges. 

Additional, less-sustained discussions of hypernudging can also be 
found. [7] considers hypernudging in their discussion of the possibilities 
of big data being used to produce highly accurate predictions of human 
behaviour. Yet, they are concerned with big data being used to make 
singular, highly accurate predictions, and avoid discussions of 
inter-temporality and dynamic feedback which are taken as constituent 

elements of dynamism [1,5,6]. In this sense, hypernudge is a useful 
concept to Ref. [7]; but it does not form a substantial component of their 
analysis. [4] draw on the concept of hypernudging in their discussion of 
technology and consumer behaviour, but as with [7], use the term as an 
umbrella term for digital nudging. Finally, Smith and Villiers-Botha [8] 
discuss the use of hypernudges in influencing children, arguing that 
children require protection from hypernudges as their preferences and 
cognitive processes are still developing. Yet, as with previous scholars, 
they once more use the term generally to describe ubiquitous computing 
which is levered to influence behaviour. 

This brief analysis of the existing literature provides clues for further 
exploration of the hypernudge concept, with technology’s capacity to 
predict behaviour, to follow decision makers, and to change and hide 
nudges, all consistent themes. Yet, these themes do not inherently 
advance the concept of hypernudge as a behavioural phenomenon and 
could quite easily be seen as discussions of the medium through which 
nudging occurs, rather than an evolution of the nudging mechanism in 
itself (see, for instance, Refs. [22–24]; Weinmann, Schneider and vom 
Brocke, 2016). For instance, Mele et al. (2021) develop the concept of 
‘smart nudging,’ as choice architecture informed by various data 
streams to improve consumer experiences. This is like the notion of the 
‘choice engine,’ initially proposed by Ref. [25]; and more recently 
championed by Ref. [23]; as well as [2] in their revised edition of Nudge. 
This is to say nothing of the recent boom in personality targeting and 
personalised persuasion research, which suggests nudging individual 
personality types using data gleamed through vectors such as social 
media may produce highly influential behavioural interventions (e.g., 
Refs. [10,26,27]. 

The hypernudging literature positions itself as a particular type of 
digital nudging. [6] describes hypernudging as, “one of the most so-
phisticated forms of digital nudging.” Smith and Villiers-Botha [8] also 
suggest – as the nomenclature of the term implies – that hypernudges go 
beyond standard nudging, perhaps interfering with preference develop-
ment. Finally, Yeung’s (2017) use of the term “choice environment,” 
rather than the typical term, “choice architecture,” suggests an intention 
to think larger than individual nudges. 

Nevertheless, this initial reading of the literature demonstrates the 
need to go beyond previous descriptions and interrogate the similarities 
and differences between nudges as they are understood, and hyper-
nudges as they seem to be. In doing so, I will present a conceptualisation 
of hypernudging which clearly integrates nudging, and reveals how 
technology transforms the humble nudge into the techno-social entity 
which has prompted such discussion.2 To accomplish this task, I will 
begin by interrogating the three features of hypernudging proposed by 
Ref. [5]; dynamism, predictive capacity, and hiddenness. Based on the ar-
guments and evidence assembled, I have chosen to split dynamism into 
personalisation and real-time (re)configuration and have chosen to discuss 
the latter alongside predictive capacity. 

1.2. Personalisation 

While personalisation is a feature commonly associated with big data 
and technology [1,22,27–29], the impetus for personalised nudging in 
nudge theory comes from what Sunstein (2012, p. 6) calls, “the problem 
of heterogeneity” (also see Ref. [30]). The problem of heterogeneity 
occurs when different (i.e., heterogeneous) individuals are nudged in the 
same way. Assuming the nudge has been used because it is expected to 
confer some welfare benefit (however this is defined [31,32]) across the 
population being nudged (i.e., a net benefit), because individuals within 
the population are different, it would be expected that some individuals 

2 The term ‘techno-social’ is a homage to the work of [12]; who consider 
nudging a substantial component to what they identify as the contemporary 
‘techno-engineering’ of society [12]. do not explicitly discuss hypernudging, 
though the substance of the idea seems highly complementary. 
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greatly benefited from the nudge, while others greatly suffered because 
of it [30,86]. Thus, even when the net welfare benefit of an impersonal 
nudge is expected to be positive, a theoretical argument could be made 
that the net benefit of nudging could be increased if nudges could 
respect heterogeneity within the population [27]; Page, Castleman and 
Meyer, 2020; [29,30,33]. 

[1] also follows the problem of heterogeneity in their discussion of 
hypernudge. Considering the example of a speed hump as a nudge. 
Yeung (2017, p. 122) writes: 

“Although vehicles proceed slowly in residential areas to ensure 
public safety, speed humps invariably slow down emergency vehicles 
responding to call-outs. In contrast, Big Data-driven nudges avoid the 
over-and under-inclusiveness of static forms of design-based 
regulation.” 

Here, the speed hump functions as an impersonal nudge as it en-
courages vehicles to slow down but does not force or strongly coerce the 
driver via, say, a large fine [3]. However, not all vehicles are the same, 
and some – such as emergency service vehicles – would benefit from not 
being nudged to slow down. If it were possible to design a speed hump 
that did not impact emergency service vehicles – in other words, 
personalise the nudge – a theoretical argument could be made that net 
welfare has been increased: the gain of welfare of public safety afforded 
by the hump remains, while the loss of welfare of emergency vehicle 
response incidentally produced by the hump disappears.3 

The role of personalisation in nudge theory, just as it is in hyper-
nudging, comes not from technology, but from a theoretical argument 
regarding optimisation. Technologies such as big data and machine 
learning may be used to design personalised nudges [27,28], just as they 
are essential technologies in several of the hypernudge examples given 
by, say, [6]. Yet, as [28] argue, and as several studies show [34,81,83], 
not all personalised nudges are necessarily big data nudges, or indeed, 
hypernudges. 

For instance, Page, Castleman and Meyer (2020) offer an example of 
what Porat and Strahilevitz (2014, p. 17) label “crude” personalisation – 
personalisation that is neither computationally- nor data-intensive. They 
personalise reminder SMS texts used to encourage high school students 
to complete their FAFSA application (a government programme 
designed to support students into higher education). These messages are 
personalised based on the progression of the individual students’ 
application: a student who has not begun an application is sent a mes-
sage to begin; a student who has completed part of the application is sent 
a message to finish; and a student who has finished is sent a message to 
make sure they have all the necessary additional materials prepared. The 
technologies utilised in this intervention are an automated SMS system 
which school districts already have, and a short computer script which 
reads the status of in progress and completed applications. 

Reflecting on personalisation alone, one arrives at an interesting 
question: is the above study an example of hypernudging? In the absence 
of a clear definition (at present), one may conclude maybe. But when 
contrasted with the examples of hypernudging given in the literature, 
such as Google’s targeted advertising or various body-tracking tech-
nologies [5,6], or when contrasted with the “highly sophisticated” al-
gorithms which Yeung (2017, p. 121) describes, one comes to a firm 
answer: no. The purpose of this exercise is to recognise that, from the 

perspective of nudge theory, personalisation alone is insufficient to 
warrant a hypernudge concept which is distinct from nudge – indeed , the 
central discussion of personalisation found in [1] reconciles with the 
problem of heterogeneity found in nudge theory.4 

1.3. Real-time (Re)Configuration and predictive capacity 

Dynamism can be understood as change and adaption [6]. In this 
sense, personalisation is a description of what a nudge is changed into. 
Yet, as above, this what does not appear to be a distinguishing feature 
between nudging and hypernudging. Instead, I will turn attention to how 
a nudge is changed. Within hypernudging, this process concerns real--
time (re)configuration and predictive capacity. 

As well as describing personalised nudges as free from, “over- and 
under-inclusiveness,” [1] also asserts they differ from, “static forms of 
design-based regulation,” by which it is meant nudging as traditionally 
understood. This may be a substantial distinction between nudges and 
the hypernudge concept, yet as above, I have argued nudges can also be 
personalised, and in this sense can be changed. The substantial 
distinction, therefore, is not simply a matter of change, but as 
acknowledged within the hypernudge literature [1,5], real-time change 
in response to feedback. 

Consider the example of Google Maps GPS discussed as a hypernudge 
by Ref. [1]. Google Maps can be used for directions when driving or 
navigating on-foot. As the user changes their location, and as other 
changes occur, such as traffic build-up, Google Maps can change the 
instructions it gives the user. Here, the method of nudging does not 
change, but the instructions being given do change, and in this sense, so 
too does the nudge [27]. In principle, this example seems rather analo-
gous to the above example of personalised SMS texts sent to students: in 
both instances, the method of nudging does not change, and in both 
instances, the outcome individuals are nudged towards changes in 
response to individual behaviour. Yet, a key distinction between these 
two personalised nudges is the speed at which the nudges change. 
Google Maps GPS changes in real-time, based on an individual’s GPS 
location, and the nudge in the form of the instruction changes in 
real-time also. This is also preferable for someone navigating in 
real-time. By contrast, the SMS texts are sent periodically (e.g., weekly), 
and only change at the pre-specified period, assuming the student has 
made progress in their application. This is preferable within the context 
of an application with fixed requirements and extended time horizons (e. 
g., several months or years). 

The rapidity of change, therefore, represents an important distinc-
tion between nudges and hypernudges. So too does the way in which 
hypernudges can change. This relates to predictive capacity. For 
instance, the SMS texts change only in response to student progress on 
their applications, but a sophisticated GPS system such as Google Maps 
can change the instructions it gives in response to a variety of factors in 
addition to the individual’s behaviour. For instance, by being linked to 
the internet, the system can detect heavy traffic build-up and direct an 
individual to avoid it through an alternative route.5 Another example 
given by Ref. [1], Facebook’s News feed algorithm, is a more extreme 
example of this, with the items shown to individual users often being 
curated through a complex, algorithmic calculation factoring in the in-
dividual’s behaviours, but also the behaviours of others [35]. 

The purpose of this variety of data streams is to bolster the predictive 
capacity of the intervention. Predictions regarding nudges, hyper or 
otherwise, necessarily require testing and feedback. When nudges fail 3 It is debatable whether a speed hump is an appropriate example here, in-

sofar as it may not be considered a nudge. For instance, the costs of ignoring a 
speed hump may be significant if it results in a collision, or even if it results in 
mere discomfort or slight vehicle damage. Furthermore, alternatives exist. For 
instance, would not a sign asking drivers to slow down be more conducive to 
nudging? Perhaps, but the purpose of this footnote is not to debate the 
behavioural legitimacy of speed humps and traffic signs. Rather, it is to 
demonstrate the fraught nature of the definition of nudging, which may create 
difficulties both for this discussion and within the wider literature. 

4 This is despite Yeung (2017, p. 121), perhaps implicitly, assuming as others 
have [28,50] that personalisation necessarily requires sophisticated technologies 
when she attributes the avoidance of “over- and under-inclusiveness” to 
“Big-Data driven nudges” exclusively.  

5 GPS is often cited as an example of a nudge (e.g. Ref. [78], and therefore 
this distinction is important. 
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[36], choice architects often reflect on why, and re-evaluate their 
approach [37]. Many interventions are also investigated in laboratory 
settings, or in other specialised environments, and as such the behav-
ioural findings of these studies should only ever be seen as predictions 
when applied in real-world environments [38]. These are the systems of 
adaption which nudges and hypernudges share. 

Yet, through consideration of ideas already given, a distinct char-
acter associated with hypernudging can be seen. When one considers the 
problem of heterogeneity, the means by which a nudge is considered a 
‘success’ or a ‘failure’ becomes more nuanced. For instance, Beshears 
et al. (2021) find an impersonal nudge which exploits time discounting 
to encourage saving fails for a minority of individuals who misconstrue 
the time discounting message as a license for increased spending today. 
Furthermore, feedback may only occur at the point a nudge is used, and 
a behaviour is recorded. As such, less frequent interventions will tend to 
receive less feedback than very frequent interventions. 

This is all to say, the role of predictive capacity is intimately tied to 
dynamism: a nudge which changes in real-time receives more feedback, 
while a nudge which is changing to be personalised needs more feed-
back, owing to the multitude of differences at any given moment, within 
any given context, and regarding any given individual. As above, as 
personalisation is about optimisation, to optimise predictive accuracy, an 
intervention would be expected to maximise feedback through the 
rapidity of (re)configuration and by drawing on a multitude of data 
sources. 

Meeting these expectations introduces the importance of technology 
and invites one to place emphasis on the capacity aspect of predictive 
capacity. As above, traditional nudging is based on prediction, and can 
benefit from feedback. But real-time (re)configuration necessitates a 
choice environment where such (re)configuration is possible (Wein-
mann, Schneiders and vom Brocke, 2016; [1], while a multitude of data 
streams necessitates a broad, behavioural informatics infrastructure 
[39] and computational resources to produce useful and actionable in-
sights [35,40]. These technological components enable a transformation 
in how nudges can develop. 

1.4. Hiddenness 

Hiddenness as a feature constitutes the least substantial part of this 
initial inquiry, and for this reason I will address it briefly. Nevertheless, 
this is a feature identified by Ref. [5]; and so I will address it for 
completeness. Both [1,5] discuss hiddenness. [1] echoes Bovens’ (2008, 
p. 3) argument that “nudges work best in the dark,” intermating that 
nudges which are hidden are optimal. The implication of this, in terms of 
hypernudging, is that hypernudges – through real-time (re)configura-
tion – can blend seamlessly into the background, and facilitate what 
Frischmann and Selinger (2016, p. 372) dub a “frictionless world.” For 
one concerned with individual liberty, as [1] is, such a prospect may be 
concerning. 

Yet, Bovens’ (2008) original assertion has faced challenge from 
various empirical results which find so-called transparent nudges still 
work [41–45]. While no empirical study has, to my knowledge, inves-
tigated the effectiveness of transparent hypernudges, questions con-
cerning hiddenness and transparency transcend hypernudges, and have 
and continue to be raised about traditional nudges also.6 

[5] has also considered the hiddenness of hypernudges in terms of 
the ability for individuals to understand what the hypernudge is doing, 
or how their actions influence the hypernudge; what one might call ease 
of understanding. While it seems reasonable to assume most people un-
derstand that companies such as Google will operate in such a way as to 
maximise their economic returns – perhaps even to the detriment of 
users – many people will struggle to understand how, ‘liking,’ a partic-
ular post, or searching a particular term, impacts them [40,46,47]. This 
is often not the case for traditional nudges, owing to their static char-
acter [27]. 

Finally, from a philosophical perspective, hiddenness may be un-
derstood as one’s conscious interactions with technology. As [48] dis-
cusses, while one may be aware of technology, insofar as that technology 
is used, people stop consciously seeing it as technology, but some means 
to an end, with the end occupying their attention (also see Ref. [85]). 
Thus, technology can be hidden in a sense which invokes once more the 
notion of frictionlessness [13]. Yet, insofar as choice architecture is 
unavoidable [3,50], individuals can be understood as constantly navi-
gating choice environments where their consciousness of the factors 
influencing them vary. Insofar as my purpose here is to identify 
distinction between nudges and hypernudges, such a discussion seems 
unhelpful. 

2. Three burdens 

The discussion above leads to what I propose as a worthwhile defi-
nition of a hypernudge, with respect to nudge theory: 

Hypernudges are systems of nudges which change over time and in 
response to feedback.7 

A summary of the above discussion can also be found in Table 1: 
In this section, I will explore the implications of these differences 

outlined in Table 1, and unpack the definition given above, through a 
discussion of three behavioural features which seem to emerge from 
hypernudges as conceptualised. These features I characterise as burdens, 
and they are the burden of avoidance, the burden of understanding, and the 
burden of experimentation. Through this discussion, a fuller understand-
ing of the hypernudge concept as it relates to nudge theory is achieved. 
In discussing burdens, I will make illusions to welfare, a concept I will 
purposely keep rather broad, as others (e.g. Refs. [31,32]) in the 
behavioural literature previously have. Generally, the term ‘welfare’ will 
be used to capture any harm or discomfort which comes from interfering 
with a person’s will, by which I mean, what a person would have done 
had attempts to influence them not been made. This is potentially 
contentious given traditional nudges can be accused of doing this also 
(see Ref. [51]). Therefore, insofar as I describe the burdens of hyper-
nudges, I will try to focus on new welfare concerns, and where not new, 
note as such. 

2.1. The burden of avoidance 

The burden of avoidance comes, primarily, from the notion of 
hypernudges changing in real-time. Both [1,5] allude to this burden, but 

6 It is possible that the emphasis [1,5] place on hiddenness arises because it is 
not possible to have a transparent hypernudge, owing to the technology 
involved, while it is possible to have a transparent nudge. In this sense, hid-
denness is an important distinguishing feature. That being so, however, it seems 
strange that [1] chooses to discuss [79] at all, and that [5] centres their dis-
cussion on the transparency of the motives of those who are nudging. Both 
approaches strike one more as criticisms of the transparency of nudging 
generally, rather than remarks on the hiddenness of hypernudges specifically 
[13]. may offer a better account in this regard. 

7 This definition may leave an aspect of hypernudging to be misunderstood. 
Aside from dynamism, an alternative definition of a hypernudge may be nudges 
which are connected. This is something of a literal interpretation of the term 
hypernudge; just as hypertext describes the connections between bodies of text, 
and hyperspace describes the space between celestial systems, so too might one 
see hyper as a description of the connection between nudges. Equally, this is 
also an interpretation reliant on a contemporary use of the word hyper. The 
original use of the word hyper was to describe something which was over, above, 
or beyond some normal state of being. In this sense, a hypernudge could be 
interpreted as being an extensive nudge, or something beyond a nudge. While I 
will not make explicit reference to such etymological interpretations, parallels 
can be seen. 
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neither follow it to the natural conclusion, especially as a contrast with 
simple nudging. 

To appreciate the burden of avoidance, it is helpful to consider two 
examples. Firstly, consider the previously discussed example of a speed 
hump. The speed hump nudges insofar as it encourages the driver to 
slow down, but does not force or otherwise significantly coerce the 
driver. The driver could choose to drive over the hump at speed, only 
suffering the temporary physical discomfort of doing so. In driving over 
the hump at speed, the driver is essentially ‘opting out’ of the nudge; 
they are choosing the option not nudged towards. As they have driven 
down that particular road containing a speed hump, the driver must 
decide to follow the nudge or not. But once this discussion has been 
made – say, to not slow down – the driver is free from the hump. The 
hump does not chase the driver down the road, nor does the road itself 
contort to produce additional humps in response to the driver’s 
decision.8 

Secondly, consider the example of Google Maps once more. A GPS is 
typically considered a nudge insofar as it tells a person where to go but 

leaves the driving up to the driver [52,53]. A GPS is also a hypernudge, 
following [1]. For Yeung (2017, p. 122), a service like Google Maps is a 
hypernudge because it will automatically, and in real-time, “dynami-
cally [reconfigure] the user’s informational choice context.” Further-
more, “the driver using Google Maps [is not] compelled to follow the 
‘suggestions’ it offers. But if the driver fails to follow a suggested di-
rection, Google Maps simply reconfigures its guidance relative to the 
vehicle’s new location.” In other words, and in contrast to the speed 
hump, a driver who ‘opts-out’ of turning left and instead goes right will 
be immediately prompted by the GPS with a nudge to ‘do a U-turn,’ or 
some other ‘course-correcting’ manoeuvre. Real-time feedback is inte-
grated, and the hypernudging GPS immediately responds to a person not 
following the nudge by nudging them again, possibly differently, but 
certainly continuously, to achieve the choice architect’s objective. As 
Morozovaite (2021, p. 117) notes, this process could occur, “as many 
times as needed.” Hypernudges follow. 

Of course, the decision-maker could opt-out of the hypernudge 
entirely – for instance, they could switch Google Maps off. But, as 
Lanzing (2019, p. 555) notes, this kind of extreme withdrawal is the only 
means of opting out of a hypernudge: “hypernudges cannot be opted out 
from without quitting the service altogether.” This is to say nothing of 
the cost of opting-out itself. Hypernudges such as Facebook, YouTube or 
TikTok have compelling social elements to them. Yet, a person cannot 
have the social elements without also subjecting themselves to the 
hypernudging systems these services push. As such, the ‘trivial’ decision 
to opt-out of a service such as Google Maps is not consistently trivial 
across all services [54,55]. 

A visualisation of a hypernudging system can be seen in Fig. 1: 
As seen, the hypernudging system constitutes a series of nudges 

connected based on the choices of the decision-maker (hence, a hyper-
nudge is a system, rather than a type of nudge). Personalisation follows 
from the choices of the decision-maker, but as above, should also be 
understood to integrate historic data and data from other decision- 
makers. In contrast with the traditional nudge model shown on the 
left, the hypernudging system follows the decision-maker until one of 
two outcomes is reached – the decision-maker accepts the outcome they 
are nudged towards, or they abandon the system entirely. 

Each nudge within a hypernudging system which a decision-maker 
wishes to avoid imposes some cost onto the decision-maker, as do 
nudges more generally [21]. Yet, the tendency for hypernudges to follow 
would be expected to lead to greater overall costs of avoidance, 
compared to traditional nudges, arising from the greater number of 
nudges and continuity of nudging within the hypernudge system. 
Indeed, the option to leave the hypernudging system only emerges after 
n iterations of nudging, presumably when the decision-maker is so 
exasperated at opting-out. In other words, the default position is to al-
ways nudge [12]. Two emerging ideas are complimentary to this 
perspective. Firstly, behavioural sludge has been proposed by [53,56] as 
a kind of friction which makes it harder for individuals to accomplish 
their objectives. Secondly, the dark patterns literature has identified 
nagging as a common technique found in online spaces to encourage 
individuals to behave in ways they otherwise would not [9,57]. Both 
appear as worthwhile concepts within this discussion. 

In sum, the burden of avoidance can be understood as the cost of 
opting-out of a hypernudge, given that hypernudges follow decision- 
makers. The example given above has been Google Maps GPS, but 
other examples point to the burden of avoidance. The Facebook News 
feed algorithm automatically curates content for users, as does the 
TikTok algorithm; the Google search algorithm automatically filters and 
orders results, as does the YouTube algorithm. Any deviation from these 
hypernudges is not met with force (e.g., “you must ‘Like’ this page”) but 
rather immediate reconfiguration (e.g., “you didn’t like that page? Well, 
here’s another I’m sure you’ll like instead”). 

Table 1 
Nudge vs. Hypernudge Crib Sheet.  

Feature Traditional Nudge Hypernudge 

Personalisation Often are not personalised 
and suffer from the ‘problem 
of heterogeneity.’ However, 
these nudges can be 
personalised using low 
intensity ‘crude’ methods 
which may reduce problems 
caused by heterogeneity in 
the population. 

Always consist of personalised 
nudges personalised using 
high intensity ‘sophisticated’ 
methods such as machine 
learning and big data. 
Through personalisation, 
hypernudges are expected to 
significantly reduce the 
problem of heterogeneity. 

Real-time (Re) 
Configuration 

Often only change 
periodically, either during a 
pre-defined periodicity (e.g., 
an annual review) or a 
periodicity implied from the 
context in which the nudge 
operates (e.g., a school year). 

Always change as quickly as 
possible, ideally in real-time, 
to reflect as much feedback, 
collected in the form of data, 
as possible. 

Predictive 
Capacity 

Often the predictive capacity 
may vary and will be highly 
influenced by the 
environment in which 
preliminary trials took place. 
Opportunities for feedback to 
evaluate predictions are 
determined by the rapidity of 
the nudge, which often spans 
several months or years. 

Always constructed to 
maximise predictive capacity 
through an optimisation 
perspective compatible with 
various technologies such as 
loss functions in machine 
learning. Opportunities to 
evaluate predictions are 
common owing to the rapidity 
of the hypernudge. 

Hiddenness The role of hiddenness in 
improving nudges remains 
debatable, with empirical 
evidence suggesting that 
nudges remain effective even 
when transparent. Owing to 
the ubiquity of choice 
architecture, transparency is 
never guaranteed. 

Hypernudges may be hidden 
owing to the technology 
which enables them to fade 
into the background. 
Furthermore, technology 
itself can easily become 
‘hidden’ in a philosophical 
sense as attention turns from 
the technology to the ends 
which the technology 
facilitates.  

8 Another example, which I have often employed for comic effect, is that of 
opt-out organ donation. A person may be nudged, say when passing their 
driving test, to become an organ donor, with the default option set to ‘Yes, I 
want to be an organ donor.’ This is a typical default option nudge which has 
been shown to greatly increase the number of people being registered as organ 
donors [80]. But consider those who choose not to become donors, which is to 
say, to not follow the nudge. As with the speed hump example, declining to 
become an organ donor does not result in persistent prompts to reconsider until 
the ‘correct’ (i.e., nudged) outcome is selected. Nor is there immediate ‘per-
sonalisation’: there is no department of transportation worker chasing you 
down the street yelling, “how about just your kidneys?’ when you opt out. 
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2.2. The burden of understanding 

The burden of understanding concerns an individual’s ability to 
understand the hypernudge itself, and thus links to above discussions 
concerning data streams for prediction, and hiddenness. Understand-
ability within algorithmic environments has been of interest to behav-
ioural scientists [58,59] in recent years, and it is through considering 
some of these efforts that the challenges of the burden of understanding 
are best revealed. 

[59] suggest that user understanding of algorithmic hypernudges 
such as the Facebook News feed algorithmic can be promoted by 
allowing users to decide what information should be used to curate 
content for them. For instance, users may want the relative recency of a 
post to contribute 25% to a content post’s, ‘score,’ – with the highest 
scoring post appearing most prominently (e.g., first, or top) – while the 
number of, ‘Likes,’ a post receives should contribute 50%, and so on. 
This is but one recommendation; others include information disclosure 
revealing how a post’s score is calculated, or engagement data revealing 
the source of a post, allowing the user to appraise its quality. 

These measures may promote user autonomy, at least insofar as they 
grant users some control over the hypernudging algorithm to which they 
expose themselves, and thus promote understanding. However, two 
further considerations must be made. Firstly, one could consider the 
material interests of those who create and control hypernudging systems 
– e.g., large technology companies. The practicality of an intervention 
such as that suggested by [59] must be considered in conjunction with 
the interests of those who may grant users autonomy over the algorithm. 
This criticism, or a similar digital economy critique, has been made by 
many authors previously [40,60,87], including by those within the 

hypernudging literature [1,5]. Therefore, I will focus my attention on 
the second consideration. 

Secondly, proposals such as that given above represent an interven-
tion in response to hypernudging, rather than an explicit critique of 
hypernudging as a phenomenon. Much of the discussion thus far has 
been theoretical in nature, and so it is helpful now to consider a practical 
example. The Facebook News feed algorithm curates, on any given day 
for any typical user, around 300 posts for that user, out of a pool of 
around 1500 posts [1,61]. Furthermore, a 2014 investigation found that 
75% of the variance in Facebook’s algorithm could be explained by only 
five variables, including total ‘Likes’ and whether the post was made on 
a weekday or a weekend [62].9 However, in 2013, Lars Backstrom – the 
engineering manager for the News feed algorithm – claimed up to 100, 
000 variables were used. 

In 2014, the true number of variables which would be relevant to 
consider probably lay between these upper and lower bounds, though as 
of writing, these estimates are likely rather inaccurate. For instance, in 
2017 Facebook introduced ‘reactions,’ which allowed users to express a 
range of reactions to a post, an evolution of the relatively simple ‘Like,’ 

Fig. 1. Hypernudges follow.  

9 This result is based on an OLS regression performed by a journalist for a 
popular magazine, The Federalist. It likely does not withstand serious statistical 
scrutiny. I have chosen to use this statistic much more illustratively than 
definitively, as a reader will see. However, in an investigation similar to this 
2014 study, conducted by a different popular magazine, the Wall Street Journal 
(2021), variance in the TikTok algorithm could be explained, to a similar de-
gree, using only one variable – watch time. Even accepting statistical criticisms, 
it is likely that many hypernudging algorithms are constituted using relatively 
few, core, behavioural metrics. 
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button. In 2018, it is reported that Facebook started prioritising 
‘meaningful reaction,’ such as commenting and sharing over simple 
reactions such as liking, and as of 2020, Facebook has begun imple-
menting credibility assessments when recommending content [63]. 

The constantly changing nature of hypernudging systems, as well as 
the sheer size and complexity of hypernudging systems, produces a 
burden of understanding even before attempts are made to make these 
systems more accessible to users [1,5]. For instance, taking the concept 
suggested [59] once more, a relatively simple model for determining a 
post’s score could be proposed: 

Score = Ax + By + Cz# (1) 

Here, x, y and z represent metrics established by the hypernudging 
choice architect (e.g., the Facebook platform), such as the number of 
‘Likes,’ the recency of the post, and the similarity of the post to content 
the decision-maker has previously engaged with. Furthermore, A, B and 
C represent percentage weights, following [59]; such that A+ B+ C =

100%. Decision-makers are assumed to be able to determine the value of 
these weights (which may be an unfair assumption [46]). 

While this model appears quite simple, and the role of the weights 
quite understandable, this does not necessarily ensure that the hyper-
nudge is understandable. For instance, how is a metric such as ‘the sim-
ilarity of the post to content the decision-maker has previously engaged with,’ 
determined? Alternatively, how can the recency of a post be determined; 
recent, relative to what? Finally, if the number of ‘Likes,’ is influenced by 
how others interact with the hypernudge, these third parties can influ-
ence how the decision-maker experiences the hypernudging algorithm 
without either they, or the decision-maker, knowingly exactly how this 
influence is manifested [35,64]. This is all assuming that the score really 
is the sum of only three weighted variables. As the history of the Face-
book algorithm reveals, the number of variables is likely to be much 
larger. As [65] has argued, this raises important questions regarding 
control. For instance, if 100 variables are used to generate a score, and 
only five can be adjusted by the decision-maker, why only five, and why 
those five in-particular? Even when trying to promote autonomy in 
hypernudged-environments, it is likely a large degree of control need be 
retained by the choice architect simply because of the underlying 
complexity of hypernudging algorithms [66]. 

All these factors inhibit understanding and produce a burden of 
understanding which raises the costs of autonomous decision-making; in 
such an environment, it is easier to just follow the nudge [12,67,68]. The 
underlying complexity of hypernudges means that decision-makers may 
struggle to act autonomously, and as with the burden of avoidance, 
simply default into following the hypernudge. 

2.3. The burden of experimentation 

The final burden is what I call the burden of experimentation. 
Experimentation is an implicit but necessary component of hyper-
nudging, and the artifacts of this component have been seen already. For 
instance, recall Equation (1). There is no obvious reason to assume that 
the product terms should be combined into a single score. Nor is there 
any reason to believe that the combination of these products should be 
additive; why not minus the first product from the second, or multiply 
the second by the third? In addition to this, there is no reason to believe 
three products are adequate. This has been acknowledged – there could 
be 100 variables which are used. 

A somewhat more realistic mathematical expression of a hyper-
nudge, which resolves some (not all) of these questions, could be found 
by adopting a machine learning perspective, as in Equation (2): 

p(Outcome) = f (a, b, c, …N)# (2) 

Here, the hypernudge is not choosing, say, which road to direct a 
driver along, or which post to show a Facebook user, but instead which 
arrangement of choice architecture is probabilistically most likely to 
achieve a pre-determined outcome [69]. This perspective integrates 

both Lanzing’s [5] argument that hypernudges are based in prediction, 
as well as the reality that hypernudges do not care what route a person 
takes, or what post a person sees, but simply that a person reaches their 
destination as quickly as possible, or engages with a post, or whatever 
else it has been programmed to optimise [70]. Equation (2) uses func-
tion notion, acknowledging that input variables may be arranged in a 
variety of ways, and contains N variables, recognising that the number 
of input variables may be arbitrarily large. 

The burden of experimentation is not wholly concerned with the 
technical underpinnings of hypernudges which the paragraphs imme-
diately above have begun to entertain. Rather, the burden of experi-
mentation concerns the costs decision-makers must bear as these 
technical details are worked out. For instance, one may not know a priori 
what data should be collected to personalise a nudge [29]. Therefore, it 
may be wise to collect a tremendous amount of data simply so that ex-
periments can be conducted to acquire the knowledge of how to 
personalise. This uncertainty also creates a kind of logic of data accu-
mulation insofar as because data may be useful or valuable in the future, if 
it can be collected today, it should be [40,71]. Yet, this also creates costs 
for decision-makers in the form of privacy and surveillance [1,5,29,65]. 
These costs, in short, represent the burden of experimentation. 

This ‘experimental surveillance’ may be understood as what Sætra 
(2020, p. 3) dubs “proactive surveillance” insofar as, “it involves [the] 
use of surveillance to uncover information and change the actions of 
individuals.” An example of such proactive surveillance within a 
hypernudging space comes from [12], who report that Google Maps GPS 
will purposely send drivers on sub-optimal routes to gather data on 
under-mapped roads. Another famous, or perhaps infamous, example is 
Facebook’s mood experiment, where the News feed algorithm was 
changed in such a way as to alter the mood of users, under the retro-
active justification of learning how to improve Facebook services [72, 
73]. A final, recent example is that of the social media platform TikTok, 
which will periodically show a user content they may not like, to learn 
more about the user [74]. 

These examples underscore a philosophy of algorithm design, suc-
cinctly discussed by Russell (2019, p. 8): 

“Typically, such algorithms are designed to maximize click-through, 
that is, the probability that the user clicks on presented items. The 
solution is simply to present items the user likes to click on, right? 
Wrong. The solution is to change user’s preferences so that they 
become more predictable.” 

In some instances, such experimentation may ultimately benefit the 
individual through, say, personalised recommendations which enhance 
wellbeing [23,75]. But hypernudging systems which morph or constrain 
individual preferences, even for a predicted benefit to the individual, raise 
serious concerns about individual self-expression and actualisation [76]. 
Such a concern motivates the work of Smith and Villiers-Botha (2021) 
on their opposition to hypernudges being used on children, but similar 
concerns about algorithmic experimentation have been expressed more 
generally. For instance, [77] argues these algorithmic mechanisms 
constrain cultural expression and harm social development. Beyond 
individual concerns about privacy, surveillance, and self-expression, 
these wider social costs should be understood as elements of the 
burden of experimentation. These three burdens are summarised in 
Table 2. 

3. Conclusion 

This article contributes to the emerging hypernudge literature by 
examining previous uses of the term through ideas and results found in 
nudge theory and behavioural science. I argue that hypernudges are 
systems of nudges which change over time and in response to feedback. 
This definition places the hypernudge concept in direct relation to the 
more established nudge concept. This definition also develops hyper-
nudging in relation to the digital nudging literature; while the former is 
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a part of the latter, the emphasis hypernudging places on the arrange-
ment of nudges, and choice environments, distinguishes hypernudging – 
conceptually – from digital nudges, and in turn, enhances both. 

With this definition, I offer some critique of the social implications of 
hypernudges which emerge beyond those which might also be attributed 
to traditional nudges. My critique consists of three ‘burdens,’ which – 
while not offered as exhaustive – emphasise important aspects found in 
both the hypernudge literature, and the nudge theory literature gener-
ally. These three burdens concern avoidance, understanding, and experi-
mentation: hypernudges are harder to avoid than individual, traditional 
nudges; they are also likely harder to understand, owing to complexities 
arising via functions such as personalisation; finally, to develop this 
functionality, hypernudges must experiment on individuals in poten-
tially objectionable ways. 
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Table 2 
Three burdens.  

Burden Detail 

Burden of Avoidance  • The challenge for decision-makers to ‘go their own way’ 
created by hypernudges.  

• As hypernudges change in real-time, and in response to 
immediate feedback, hypernudging systems immedi-
ately nudge a decision-maker again. 

Burden of 
Understanding  

• The challenge for decision-makers to understand how 
and why they are being nudged, and to therefore make 
an informed decision.  

• As hypernudges are often proprietary, and as they often 
use significant amounts of data in abstract ways, a 
decision-maker may struggle to understand how they are 
being nudged, and simply defer to the nudge. 

Burden of 
Experimentation 

• The challenge for decision-makers to have their prefer-
ences respected.  

• As hypernudges need to learn how to nudge, decision- 
makers may often be subject to experimentation which 
will not respect their preferences.  
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