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Abstract: In recent years, a determined shading ratio of photovoltaic (PV) systems has been broadly

reviewed and explained. Observing the shading ratio of PV systems allows us to navigate for PV faults

and helps to recognize possible degradation mechanisms. Therefore, this work introduces a novel

approximation shading ratio technique using an all-sky imaging system. The proposed solution has

the following structure: (i) we determined four all-sky imagers for a region of 25 km2, (ii) computed

the cloud images using our new proposed model, called color-adjusted (CA), (iii) computed the

shading ratio, and (iv) estimated the global horizontal irradiance (GHI) and consequently, obtained

the predicted output power of the PV system. The estimation of the GHI was empirically compared

with captured data from two different weather stations; we found that the average accuracy of the

proposed technique was within a maximum ±12.7% error rate. In addition, the PV output power

approximation accuracy was as high as 97.5% when the shading was zero and reduced to the lowest

value of 83% when overcasting conditions affected the examined PV system.

Keywords: shading ratio estimation; photovoltaics; total-sky imaging; cloud estimation

1. Introduction

The appearance of solar power is faced with challenges unique to the solar resource.
Namely, variability in ground irradiance makes regulating and maintaining power both
challenging and costly, as the uncertainty of solar generation compared to conventional
fossil power sources requires considerable regulation and reserve capacities to meet an-
cillary service requirements. Of particular interest to the energy industry are sudden and
sweeping changes in irradiance, termed “ramp events”, typically caused by large clouds or
widespread changes in cloud cover.

Solar forecasting models have been widely presented in literature, although they
mainly focus on two main approaches: (i) physical numerical-based weather predic-
tions [1–3] and (ii) solar forecasting that is more directly based on real-time long-term
data measurements from the ground [4,5] or from satellites [6] with the support of machine
learning algorithms [7]. In the field, the accuracy of the second approach customarily
attains higher prediction and forecasting accuracy.

The ground-based forecasting models use total-sky imagers (TSI). For example, Yang
et al. [8] developed a solar irradiance forecasting model using all-sky imager images applied
in UC San Diego. Their proposed model can accurately forecast the global horizontal
irradiance for 3–15 min at a 90% accuracy rate. A similar approach was also presented by
Nouri et al. [9], where the all-sky imager cloud transmittance was determined. Figure 1
shows the actual TSI images of the sky where the transmittance is known/unknown.
Their proposed techniques relied on three input parameters: (i) height of the cloud, (ii)
probability analysis of the historical data for the cloud vs transmittance rate, and (iii) recent
transmittance measurements and their corresponding cloud heights.
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Figure 1. Sky images of a TSI [9].

Other recent studies [10–12] showed that TSI could potentially be used to determine
the shading factors for PV applications; nevertheless, this has not been developed yet. For
example, ref. [13] proposed a cloud motion estimation using an artificial neural network
(ANN). Their model has a relatively low estimation error rate (±5%) and can be used
within a broader range of applications.

The approximation of shading in a PV system can also be obtained using the determi-
nation of the current-voltage (I-V) curves, applied with maximum power point tracking
(MPPT) units [14–16]. The problem with these models is that they can predict the amount
of loss in the PV output power; however, they cannot indicate the shading factor resulting
from the clouds in the sky. In contrast, the output power losses in PV systems can also
result from cumulative dust [17], snow [18], hotspots [19–21], or cracks [22–25]. Therefore,
assuming that all PV output power losses are caused by shading is substantially incorrect.

Artificial intelligence-based techniques have also recently been applied to approxi-
mate the sky’s shading ratio or cloud coverage [26,27]. For example, a recent study [28]
demonstrated a cloud cover estimation from images taken by sky-facing cameras using a
multi-level machine learning technique. Another recent study [29] explored the applica-
bility of the impact factors to estimate solar irradiance using multiple machine learning
algorithms such as support vector machines, a long short-term memory (LSTM) neural
network, linear regression, and a multi-layer neural network. They found that the LSTM
model provided the best prediction accuracy using weather data without installing and
maintaining on-site solar irradiance sensors. In contrast, numerous algorithms have been
developed to predict the output power of a typical PV system using weather station data, all
of which can be used within a moderately small-scale geographical area of less than 2 km2.
When, for example, a location is 20 km apart from the weather station, these algorithms fail
to predict the output power accurately; in some cases, even with a closer location (<5 km),
it is hard to achieve good prediction results.

2. Aim of This Work

In previous publications, we presented and validated forecasting and predicting
shading ratios in a PV system or GHI forecasting from a more comprehensive point of view.
However, previous publications did not address the TSI adoption in PV output power
forecasting and prediction shading factors expressly within a large-scale area (>20 km2).
Therefore, in this article, we aimed to present our work on developing a multi-stage process
to accurately approximate the shading ratio of clouds in the sky and apply the method
to predict the output power of PV systems. The actual implementation of the algorithm
developed was to allocate four TISs within a 25 km2 area and then apply a cloud cover
fraction approximation model, named the CA algorithm. Consequently, we predicted the
output power of different PV systems within this area. In this article, we also used weather
station data to measure the actual GHI and compare it with the obtained GHI from the
proposed algorithm; this step was necessary to demonstrate the accuracy of our algorithm.

3. Experimental Setup

Four identical field-mounted TSI 440A total-sky imagers were located in Huddersfield,
UK (Figure 2a). TSI-A and TSI-B were 5 km apart; there was also an equivalent distance
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from TSI-B to TSI-C. It was decided to set up the TSIs in the range of 5 km, as this would
give more accurate predictions, since, for example, the Met Office and many researchers
propose fixing the TSIs in the field at a distance of 1 to 5 km maximum. The instrument
consisted of a spherical mirror and a downward-pointing camera (Figure 2b). For the best
image resolution, images had to be taken every 1 min. The camera provided images that
were 420 × 420 pixels, which were un-adjustable. Therefore, a cloud identification (filtering)
algorithm had to be applied.

 
(a) 

  
(b) (c) 

Figure 2. Experimental setup: (a) Map showing the sky imager locations and the weather stations. The

actual distance from TSI-A to TSI-B was 5 km. The region displayed in this figure was approximately

5 km2, taken from @Google Maps, 2022, (b) TSI 440A total-sky imager, (c) Davis weather station.

Two identical Davis weather stations (Figure 2c) were used to validate the accuracy
of the shading ratio algorithm. (They will be discussed later in this section). The weather
station can measure the solar irradiance in a range of 0–1000 W/m2, with a high accuracy
of ±0.5 W/m2. We mounted the weather stations without any slope, as we did for the TSIs.

The data of both the TSIs and the weather stations were taken wirelessly (via cloud-
based software) and logged for the duration of the experiments. In addition, the summary
of the coordinates of the sites (TSIs and weather stations) are summarized in Table 1.
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Table 1. Site coordinates.

TSI/Weather Stations Latitude Longitude

TSI-A 53◦40′1.87′′ N 1◦46′51.78′′ W
TSI-B 53◦37′20.80′′ N 1◦46′39.65′′ W
TSI-C 53◦37′22.57′′ N 1◦51′14.75′′ W
TSI-D 53◦40′3.13′′ N 1◦51′18.08′′ W

Weather Station #1 53◦38′49.31′′ N 1◦47′3.30′′ W
Weather Station #2 53◦39′22.65′′ N 1◦50′34.38′′ W

4. Methods

4.1. Cloud Decision Algorithm

To date, the most adaptable cloud estimation algorithms are the blue/red-plus-
blue/green-ratio algorithm (BRBG) and the cloud detection and opacity classification
algorithm (CDOC). The first algorithm, BRBG, uses the difference in light scattering by
clouds compared to a clear-sky day [30]; the result will indicate a factor between 0 and
1, which ultimately describes the cloudiness of an image. On the other hand, the CDOC
algorithm is constructed upon the BRBG [31]. This algorithm identifies the cloudiness in the
TSI image using the classification of the thickness and the red–blue ratio of the sky image.

The cloud cover fraction (CCF), defined as the fraction of sky covered by clouds, of
both algorithms were calculated (Figure 3) for two conditions. In Figure 3a, the CCF equaled
0.58 and 0.76 for BRBG and CDOC, respectively. In this example, the sky was partially
covered by thick clouds, covering the sun. In contrast, in Figure 3b, both algorithms
had extremely high CCF for the overcasting condition. In this paper, we proposed an
adjusted cloud-decision algorithm, and we called it color-adjusted (CA). We can not only
determine an accurate measurement for the CCF, but the actual distribution can also be
further exaggerated, compared with the BRBG and the CDOC.

′ ″ ′ ″
′ ″ ′ ″
′ ″ ′ ″
′ ″ ′ ″
′ ″ ′ ″
′ ″ ′ ″

  
(a) (b) 

Figure 3. Evaluation of the CCF ratio for the BRBG and CDOC algorithms under two different

shading conditions (note, the yellow cycle represents the actual position of the sun in the sky, and the

“normal” is the actual image captured using the full-sky imager): (a) partial shading, (b) overcasting.

The normal image captured using the sky imager was an RGB color image (Figure 4a).
The quaternion (red, green, yellow, and blue) pixel values were deposited and combined
into a single image, as shown in Figure 4b. Here, the vector of each color was filtered using
the hypercomplex convolution,

g(n, m) = ∑
S

s=−S ∑
K

k=−K
hL(s, k) g(n − s mod N, m − k mod M)hR(s, k) (1)
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where g(n, m) is the filtered image in a quaternion array ((N + 2)× (M + 2)), g(n − s mod N,
m − k mod M) is the actual image in quaternion array (N × M), hL(s, k) is the quaternion left

mask ((2S + 1)× (2K + 1)), and hR(s, k) is the quaternion right mask ((2S + 1)× (2K + 1)).

�̅�(𝑛, 𝑚) = ∑ ∑ ℎ௅(𝑠, 𝑘) 𝑔(𝑛 − 𝑠 𝑚𝑜𝑑 𝑁, 𝑚 − 𝑘 𝑚𝑜𝑑 𝑀)௄௞ୀି௄ௌ௦ୀିௌ ℎோ(𝑠, 𝑘)�̅�(𝑛, 𝑚) (𝑁 + 2)  × (𝑀 + 2))𝑔(𝑛 − 𝑠 𝑚𝑜𝑑 𝑁, 𝑚 − 𝑘 𝑚𝑜𝑑 𝑀) (𝑁 × 𝑀) ℎ௅(𝑠, 𝑘)((2𝑆 + 1) × (2𝐾 + 1)) ℎோ(𝑠, 𝑘)((2𝑆 + 1) × (2𝐾 + 1))

(a) (b) (c) 

(𝑥, 𝑦)

Figure 4. Evaluation of the proposed cloud decision algorithm: (a) Normal image captured using

the full-sky imager, (b) the quaternion values of the image, (c) output image of the CA algorithm

(blue–green color ratio); the back area represents CCF ratio = 1.0, blue area represents sky-free, and

green is partial clouds.

The cloudiness was observed by selecting the most appropriate color ratio. We found
that red–white, Figure 4c, was the most precise color ratio that could instantly discover the
clouds, and, therefore, it was used to calculate the CCF.

To verify the differences between our model and the pre-existing models (BRBG and
CDOC), the image in Figure 3a was used. The results of our cloud decision algorithm are
shown in Figure 4. Initially, the image taken from the TSI was populated into the quaternion
values, as shown in Figure 4a, and next, the image color was adjusted to a red–white ratio.
Here, the red area represented full shade, the CCF = 1.0, and white or pink (0 being white
and 1 being red) represented the free sky (i.e., no, or partial clouds), whereas green was
the partial shading area. The CCF value was then calculated by subtracting the ratio of the
colors, and we found that in Figure 4c, CCFCA = 0.63, compared with CCFBRBG = 0.58
and CCFCDOC = 0.76. The results of the cloud decision algorithm were in the ranges
of the BRBG and CDOC algorithms. However, it is worth noting that the cloud decision
algorithm did not take the average values of both algorithms.

4.2. Cloud Cover Fraction Approximation

After completing the CA algorithm, the shading ratio approximation for the selected
area was formulated. This approximation aimed to find the shading in the area; that way,
the approximation of the cloud coverage can be further improved. First, to identify any
position/location on the map, the coordinates of the TSIs must be known, as we have
already seen in Figure 2a. If the location of the PV system or the weather station is closer to
a particular TSI, the CCF of the TSI will contribute more to the approximation of the shade.
This approach is usually referred to as the “adjusted weighted average”. For example,
if the weather station was located precisely on the TSI-A location, only the CCF value
of the TSI-A would be considered. The distance between the location at (x, y) and the
four TSI locations was calculated using (2), and the sum was calculated using (3), where

(x1, y2), (x2, y3), (x3, y3), and (x4, y4) are the coordinates of the TSIs.
Note that the actual distances were measured in km, where TSI-A was located at (5,5),

TSI-B at (5,0), TS-C at (0,0), which in this case, represented the origin of the map, and finally,
TSI-D at (0,5).

D1 =

√

(x − x1)2 + (y − y1)2 ;

D2 =

√

(x − x2)2 + (y − y2)2;
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D3 =

√

(x − x3)2 + (y − y3)2 ;

D4 =

√

(x − x4)2 + (y − y4)2 (2)

Sum = D1 + D2 + D3 + D4 (3)

The contribution of the CCF from each TSI at a particular location were, therefore,
calculated based on the ratios of the sum of the distances subtracted by the actual distance
from the site, using (4). Then, each CCF contribution was multiplied by the actual CCF,
determined using the CA algorithm; consequently, the weighted average CCF was calcu-
lated. This was accomplished by calculating the highest two values of the determined CCF
contributions.

CCF contribution TSI − A =
Sum − D1

Sum
;

CCF contribution TSI − B =
Sum − D2

Sum
;

CCF contribution TSI − C =
Sum − D3;

Sum

CCF contribution TSI − D =
Sum − D4

Sum
(4)

Let us now consider the weather stations #1 and #2, located at (4.7,3) and (0.8,4),
respectively, where the origin was at TSI-C (0,0). The calculations of all the parameters are
compiled in Table 2. The optimum distances (shortest) between the weather stations and
the actual TSIs are highlighted in the table. The output CCFs at both weather stations were
calculated using (5) and (6). The CCF values for the TSIs were taken from Figure 5 (on 15
June 2022 at 11:30).

CCF weather station #1 =
(0.87 × 0.66) + (0.81 × 0.52)

2
= 0.50 (5)

CCF weather station #2 =
(0.74 × 0.63) + (0.92 × 0.77)

2
= 0.59 (6)

Table 2. Results of the parameters with respect to both weather stations.

Weather
Station

D1
(km)

D2
(km)

D3
(km)

D4
(km)

Sum
(km)

CCF
Contribution

TSI-A

CCF
Contribution

TSI-B

CCF
Contribution

TSI-C

CCF
Contribution

TSI-D

Output
CCF

#1 2 3 5.6 5.1 15.7 0.87 0.81 0.64 0.68 0.50
#2 4.3 5.8 4.1 1.3 15.5 0.72 0.63 0.74 0.92 0.59

4.3. Shading Ratio Approximation Flowcode

In summary, the flowcode of the developed shading ratio approximation is presented
in Figure 6. Initially, the TSI locations were identified, and then a reference TSI was selected.
This corresponded to the actual origin of the map (x = 0, y = 0); this step was critical
in measuring the distances of D1, D2, D3, D4, and their sum. Our previous calculation
assumed that TSI-C was the origin (Figure 2a).

GHI Approximation Error (%) = 100 −

(

GHIweather station

GHIproposed technique
× 100

)

(7)
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𝑥 = 0, 𝑦 = 0
𝐺𝐻𝐼 𝐴𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 (%) = 100 − ( 𝐺𝐻𝐼௪௘௔௧௛௘௥ ௦௧௔௧௜௢௡𝐺𝐻𝐼௣௥௢௣௢௦௘ௗ ௧௘௖௛௡௜௤௨௘ × 100)

Figure 5. Normal TSI and the calibrated images using the developed CA algorithm (15 June

2022 11:30).

Figure 6. Flowcode of the developed shading ratio approximation algorithm.

If any of the measured distances were less than or equal to 1 km, the CCF would be
taken directly to the adjacent/nearest TSI. This arrangement would give a 97% accuracy of
the shade ratio in the location, as empirically evidenced by previous research [32–34]. On
the other hand, if the location was more than 1 km away from any available TSIs, as with
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both weather stations in our experiment, the calculations of the CCF contribution and the
CCF from the CA algorithm were obtained. Subsequently, the output CCF was determined,
corresponding to the actual estimation of the cloud coverage at the site. Therefore, the
correlation between the CCF and global horizontal irradiance (GHI) can be obtained using
the GHI prediction interval computation models that have been widely presented in
literature [35–39]. This depends on three variables: output CCF, sun position in the sky, and
the cloud height measured using the TSIs. This step is practically useful when predicting
the output power of a PV system (discussed in the next section).

We used the error function as a metric to analyze the performance of the approximation
for the GHI; this was calculated using (7).

5. Results

5.1. Accuracy of the Proposed Shading Ratio Approximation Technique

To test the accuracy of the developed technique, we compared the estimated GHI
to the actual GHI determined by weather stations #1 and #2 (Figure 7). According to
Figure 7a, taken from weather station #1, two conditions were observed on the first day:
partial clouds from 6:00–14:00 and clear skies from then onward. We noticed that the error
(difference between the actual vs the estimated GHI) was equal to ±7.1% during partial
cloud conditions. In contrast, there was a limited error (±2.3%) in the estimated GHI
during clear sky conditions.

During the second day (Figure 7b), the sky was masked by heavy clouds or what
is known as overcasting. This data was taken from weather station #1. In this case, the
error in estimating the GHI was ±12.7%. This is likely the case in many cloud estimation
techniques [38,39] because, in this specific condition, the sky imager usually fails to measure
the height of the clouds precisely, and the output CCF is likely to have a more elevated
distribution. In addition, on the third day, and according to Figure 7c, the sky was masked
by partial clouds; this measurement was taken from weather station #2. The observed error
in the estimation of the GHI was equal to 6.3%.

The above results confirm and validate the idea that the developed algorithm has high
accuracy (low error) in estimating the GHI, compared with the actual weather station data.

 
(a) 

Figure 7. Cont.
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(b) 

(c) 

 
 

Figure 7. Output results of the estimated vs actual weather station GHIs under different shading

conditions: (a) partial shading and clear sky, taken from weather station #1 (21 July 2022), (b) over-

casting (heavy clouds), taken from weather station #1 (22 July 2022), and (c) partial shading, taken

from weather station #2 (23 July 2022). (The sky images were taken from the nearest TSI, TSI-A for

weather station #1 and TSI-D for weather station #2).

5.2. Estimating the Output Power of PV Systems

The ultimate aim of the proposed technique is to estimate the shading within an area
and hence, predict the output power of PV systems. The advantages here are:

1. Weather stations are no longer needed.

2. It can predict the shade in relatively large areas (in our case, 25 km2).
3. If a high variance is found between the estimated PV power vs the actual measured

power in the PV system, a fault identification can be reported.

The temperature of any selected site/location can be taken from the online database
available in the Met Office (or simply, using BBC weather as an example in the UK). In this
section, to obtain the temperature in the examined PV systems, we used the data available
in the Met Office; an update on the temperature can be found in the 5-min resolution,
including one-day high-precision measured temperature.

We examined the accuracy of the PV output power estimation using two PV systems
located within the studied area (Figure 8a), and the physical images of both PV systems are
shown in Figure 8b. PV system #1 was comprised of eight series-connected PV modules and
two strings, with a total capacity of 4320 W. PV system #2 also had the same configuration
as PV system #1 but with a slightly lower rating power of 3520 W. Neither of the PV
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systems had a maximum power point tracking unit and were directly connected to the
grid via Victron Energy 5 kW inverters that were installed back in May–June 2018. Both
systems were maintained, and their data were managed via Solar UK Ltd.; we were given
permission to access the data of both PV systems. A loss of 8% in the output power was
expected, due to the non-ideal tilt and azimuth arrangements, so we included this ratio in
our estimation for the output power.

 

 
(a) 

 
(b) (c) 

Figure 8. PV setups: (a) map representing the locations of the examined PV systems and (b,c) physical

images of the PV systems.

We followed the same procedure to estimate the GHI in the PV system locations (as
detailed in Figure 6). Next, we used (8) and (9) to estimate the output power of the PV
systems, where N is the number of solar cells in a PV module (N = 60), and 16 is the
total number of PV modules in the system. The parameters 0.00422 and 0.00343 are the
equivalent output power of each solar cell, and T0.021 is the weighted temperature.

Estimated Power (PV system #1) = (N × 16 × 0.00422) GHI0.9998
× T0.021 (8)

Estimated Power (PV system #2) = (N × 16 × 0.00343) GHI0.9998
× T0.021 (9)

To summarize the overall performance of the proposed model, we considered plotting
the PV output power approximation accuracy against the CCF, presented in Figure 9. We
observed that while the CCF was in the range of 0–0.6, the prediction accuracy of the PV
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output power was above 90%. In contrast, the prediction accuracy decreased when heavy
clouds (i.e., overcasting) were present in the sky, and the CCF ratio was above 0.6. In this
case, the PV output power prediction accuracy might decrease to as low as 83%.

𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑃𝑜𝑤𝑒𝑟 (𝑃𝑉 𝑠𝑦𝑠𝑡𝑒𝑚 #1) = (𝑁 × 16 × 0.00422) 𝐺𝐻𝐼0.9998 × 𝑇0.021𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑃𝑜𝑤𝑒𝑟 (𝑃𝑉 𝑠𝑦𝑠𝑡𝑒𝑚 #2) = (𝑁 × 16 × 0.00343) 𝐺𝐻𝐼0.9998 × 𝑇0.021
–

 

Figure 9. CCF versus the accuracy of the PV output power prediction.

The actual measured power from the PV systems versus the estimated power using
the proposed technique is shown in Figure 10a. The experiment was conducted during a
cloudy day, evidenced by the fluctuation in the output power and the actual TSI images
taken at 12:00 (Figure 10b). The average temperature of the PV systems is also presented
in Figure 10a, taken from the Met Office online database. For PV system #1, the error in
estimating the output power was equal to ±3.1%. However, a more significant error was
observed when estimating the power of PV system #2, which was ±7.3%. Nevertheless,
the developed technique achieved a high accuracy rate in predicting the output power.

We further analyzed the data captured during this experiment using a cumulative
density function (CDF) distribution, presented in Figure 10c. As a result, we proved a
considerable similarity between the actual and the estimated power of both PV systems
over the entire spectrum. For example, there was no noticeable difference in predicting the
power in low irradiance compared with high irradiance levels. In addition, the standard
deviation (StDev) and the mean of the experimental datasets were relatively identical.
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(a) 

 
(b) 

 
(c) 

Figure 10. Output results when using the algorithm with PV systems: (a) output estimated power vs

actual measured power in the examined PV systems (03 August 2022), (b) TSI image taken at 12:00,

and (c) CDF distribution plot of the data taken from (a).
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6. Comparative Study

This section compares the work presented in this paper against several recently pub-
lished articles [40–43]. A summary of the comparisons is presented in Table 3. In [40,41],
the authors have presented some interesting results on approximating the GUI and cloud
cover, mainly using artificial intelligence-based algorithms. Specifically, in [40], a prediction
of the GUI using an LM-BP model was proposed. However, the algorithm appeared more
accurate when the solar irradiance was lower than 80–100 W/m2. In addition, ref. [41] pro-
posed a total cloud cover approximation algorithm using a CNN model, yet the proposed
solution was unautomated and required intensive human input in the loop. Furthermore,
on May 2021, a new paper was published demonstrating how to forecast solar irradiance
using an LSTM model. The proposed solution was attractive; however, it needs more
clarity on whether the LSTM will work when solar irradiance is under low levels and
how far the algorithm can predict solar irradiance from the single-use sky imager. In
addition, most recently, in March 2022, authors of [43] demonstrated a new prediction of
the solar irradiance algorithm using minute-by-minute images taken with a TSI sky camera.
The sky images were taken from the TSI and optimized. However, the algorithm lacked
the ability to detect atmospheric attenuation, which resulted in high prediction errors in
some instances.

Table 3. Comparison of this work and previously published papers [40–43].

Item [40] [41] [42] [43] This Work

Month/Year
of Study

October 2018 January 2021 May 2021 March 2022 Novemebr 2022

Desctiption of the
proposed

approximation
shading ratio

technique

Predicting GHI
using feed-forward

neural network
with Levenberg–

Marquardt
backpropagation

(LM-BP)

Total cloud cover
optimization using

convolutional
neural networks

(CNN)

Estimation of 10
min ahead of solar
irradiance using
long short-term
memory (LSTM)

algorithm

Predicting the
irradiance at the
solar-field level

using
minute-by-minute
images taken with

a TSI

Using the images
of four TSIs and
converting the

images using the
proposed cloud
approximation

model

GHI Estimation Included Excluded Included Included Included

Method
disadvantages

The algorithm
does not accurately

predict one hour
ahead for low

irradiation levels
under

80–100 W/m2

No estimation of
the cloud base
height, and the

algorithm is
unautomated for

cloud cover
identification

There are no
details on the total

GHI prediction
area covered. n
addition, it is

unclear how low
irradiance levels

affect the accuracy
of the algorithm

The algorithm lack
the ability to detect

atmospheric
attenuation, which

resulted in high
prediction errors in

some instances

If the area is
increased, a

reduction of the
shading

approximation
accuracy

is expected

In comparison, our algorithm in this paper relied on acquiring four sky images taken
from a network of four TSIs. The images were then converted into better quality to identify
the clouds/shading in the sky. Our work resulted in a high prediction accuracy of GHI or
cloud coverage within 25 km2. More errors are expected from prediction accuracy when
the area coverage is increased.

7. Conclusions

This paper presents the development of an approximation for shading using TSI
system pictures. The algorithm can estimate the shading ratio in the sky using a color-
adjusted processing technique, and subsequently, it can aid in calculating the GHI in the
sky. The method was applied to two different PV systems within four TSIs distributed in an
area of 25 km2. It was found that, in this case, the GHI can be estimated with a maximum
±12.7% error rate. In addition, the PV output power approximation accuracy was as high
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as 97.5% when the shading approximation was zero and reduced to the lowest value of 83%
when shading was at its maximum. This work can be extended to deploy the developed
algorithm in a more comprehensive TSI network, say in an area bigger than 50 km2. This
more comprehensive TSI network could further justify the proposed algorithm’s accuracy
and support the shading estimation of more PV systems.
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Abbreviations

The following abbreviations are used in this manuscript:

PV photovoltaic

CA color-adjusted

GHI global horizontal irradiance

TSI total-sky imagers

ANN artificial neural network

I-V current-voltage

MPPT maximum power point tracking

LSTM long short-term memory

BRBG blue/red-plus-blue/green-ratio algorithm

CDOC cloud-detection and opacity classification algorithm

CCF cloud cover fraction

CDF cumulative density function

StDev standard deviation

CNN convolutional neural network

LM-BP Levenberg–Marquardt backpropagation
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