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A B S T R A C T   

Tracking explosive volcanic phenomena can provide important information for hazard monitoring and volcano 
research. Perhaps the simplest forms of monitoring instruments are visible-wavelength cameras, which are 
routinely deployed on volcanoes around the globe. Here, we present the development of deep learning models, 
based on convolutional neural networks (CNNs), to perform semantic segmentation of explosive volcanic plumes 
on visible imagery, therefore classifying each pixel of an image as either explosive plume or not explosive plume. 
We have developed 3 models, each with average validation accuracies of >97% under 10-fold cross-validation; 
although we do highlight that, due to the limited training and validation dataset, this value is likely an over-
estimate of real-world performance. We then present model deployment for automated retrieval of plume height, 
rise speed and propagation direction, all parameters which can have great utility particularly in ash dispersion 
modelling and associated aviation hazard identification. The 3 trained models are freely available for download 
at https://doi.org/10.15131/shef.data.17061509.   

1. Introduction 

A large number of active volcanoes exhibit some form of explosive 
behaviour, with repose periods between explosions that can vary dras-
tically, from minutes to years or much greater. Explosive phenomena 
include low-explosivity Strombolian eruptions, larger ash-rich Vulca-
nian eruptions, and more explosive/rare Sub-Plinian and Plinian events. 
Ash-rich explosive columns can give rise to local hazards such as ash fall, 
volcanic bomb ejection, and pyroclastic density currents, whilst also 
having the potential to cause significant disruption to aviation (e.g., 
Alexander, 2013; Brown et al., 2017). Furthermore, explosion frequency 
and magnitude can provide important insights into the activity state of a 
volcano (e.g., Fee et al., 2017; Taddeucci et al., 2012) and unlock in-
formation about explosion dynamics (e.g., Campion et al., 2018; Cassidy 
et al., 2015). Identifying and tracking explosive phenomena is therefore 
of critical importance for scientific and monitoring purposes. 

A wide range of instrumentation is available for studying volcanic 
phenomena, for example, seismometers, gas sensors, infrared cameras, 
satellite data, infrasound microphones; however, some of the simplest 
and cheapest tools are visible imaging systems. Indeed, a large number 
of active volcanoes have some form of permanent camera, such as a web 
camera, monitoring them, which can be used to identify changing sur-
ficial behaviour and to identify explosive volcanic plumes (e.g., Hort 
et al., 2018; Witsil and Johnson, 2020). Visible imagery has also 

commonly been combined with other data streams (e.g. infrasound, 
seismics, gas measurements) in multi-parametric studies, since it is able 
to provide a lot of important tangible context and information on sur-
ficial behaviour (Gerst et al., 2013; Matoza et al., 2022; Yamada et al., 
2019). Since manual inspection and analysis of image datasets can be 
time consuming, some focus has been placed on automating image 
analysis procedures for both visible and other forms of imagery (Dye and 
Morra, 2020; Valade et al., 2014; Witsil and Johnson, 2020; Witt et al., 
2018). As with some of those works, machine learning can support such 
efforts. 

Due to significant advances in computing power, computer literacy 
and software availability, the use of machine learning, and in particular 
the deep learning subset, has proliferated in recent years (Bergen et al., 
2019). Furthermore, these state-of-the-art computational methods are 
being used to solve problems in volcanology (e.g., Dempsey et al., 2020; 
Dye and Morra, 2020; Fenner et al., 2021; Manley et al., 2021; Ren et al., 
2020; Witsil and Johnson, 2020); however, Witsil and Johnson (2020) 
highlight that, prior to their work, the application of machine learning to 
visible imagery of volcanoes was lacking in the literature. Their work 
used an artificial neural network (ANN) to classify images from Vil-
larrica volcano into 5 pertinent classes (inactivity, nocturnal glow, 
clouds, dark emissions, light emissions), whilst also presenting a blob 
detection algorithm to extract and analyse plume pixels by identifying 
the dominant colour contrasting region of an image. However, the blob 
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detection is at times quite coarse and is not specifically designed for 
solely segmenting volcanic plumes; for example, it is possible that other 
features of an image, such as clouds, could be segmented if they form the 
most significant contrasting region of the image. Furthermore, meteo-
rological conditions make image classification complex when attempt-
ing to define an image as either cloud-covered or containing volcanic gas 
or ash. In reality, it is possible for both volcanic and meteorological 
components to be present and, thus, a higher-resolution classification 
could be advantageous for some applications. To date, the use of se-
mantic segmentation (pixel-level classification) with convolutional 
neural networks (CNNs), which would provide a further layer of detail to 
classification, is absent from volcanological research; however, a num-
ber of works have already achieved pixel-level plume classification in 
volcano infrared imagery with great success and utility (Bombrun et al., 
2018; Tournigand et al., 2019; Valade et al., 2014; Wood et al., 2019). 

Much like the proliferation of machine learning, in recent years 
open-source software has become widespread in the geosciences (e.g., 
David et al., 2016). Such developments provide researchers with highly 
specialised tools to augment and, importantly, standardise their 
research, whilst also avoiding the requirement of often expensive soft-
ware licenses. Furthermore, open-source software encourages repro-
ducibility in research, promoting rigorous scientific procedure. In 
particular, Python programming has opened the door to a number of 
topics in volcanology (e.g., Bear-Crozier et al., 2012; Daggitt et al., 2014; 
Diaz Moreno et al., 2019; Gliβ et al., 2017; Peters and Oppenheimer, 
2018), making the application of complex algorithms much more 
accessible to relatively inexperienced users. The work presented here 
makes use of two Python libraries recently developed for machine/deep 
learning applications: Albumentations (Buslaev et al., 2020) and Seg-
mentation Models (Yakubovskiy, 2019). Such tools could encourage 
more geoscientists to explore the application of machine/deep learning 
in their own research in the coming years. 

Herein, we present a semantic segmentation model, using a CNN, 
which identifies pixels in visible imagery that belong to an explosive 
volcanic plume. First, we step through the stages of model development, 
discussing model structure, model training and evaluation of model 
performance. We subsequently provide some examples of the model’s 
application in volcanology, highlighting that it has the potential to 
automate the provision of valuable data (such as plume height, rise 
speed and direction of propagation) for use in volcano monitoring/ 
research. 

1.1. Deep learning overview 

Deep learning was designed to mimic the behaviour of the human 
brain, consisting of a number of layers of interconnected nodes to form 
an Artificial Neural Network (ANN). Each node has an associated weight 
and bias to transform its input into some output. In essence, through the 
use of training data, the goal is to train the network weights and biases 
such that, given a specific input, a network provides a desired output. 
Convolutional Neural Networks (CNNs) are common in image process-
ing problems, where a number of the layers contain filters (or kernels) 
that are convolved with the data to extract features that can be useful in 
classification problems. Much more comprehensive overviews of deep 
learning and CNNs are available elsewhere (e.g., Goodfellow et al., 
2016; LeCun et al., 2015). 

In semantic segmentation a CNN typically consists of: (1) a con-
tracting path (often referred to as the encoder or backbone), which de-
composes the initial image into features, creating “feature maps” 

(predominantly using convolutional filters and max pooling layers); and 
(2) an expansive path (decoder), which gradually up-samples the data 
back to the original image size such that each pixel is classified indi-
vidually in the final output (Fig. 1). For each down-sampling layer of the 
encoder, information can also be passed to the corresponding layer of 
the decoder using skip connections, therefore allowing the propagation 
of higher resolution features through the network; without these 

pathways, the down-sampling of the encoder would preclude the 
detection of finer features. This architecture differs from the more 
prominent image classification CNNs, which omit the decoder, therefore 
contracting the image into a single classification value. 

Looking at Fig. 1, most operations work by sliding a filter (or kernel 
matrix) across the image/feature map and applying some mathematical 
operation. The filter is typically much smaller than the image size, e.g. 
often of the order 2 × 2 or 3 × 3. In a convolution, each patch of the 
feature map is multiplied by a kernel and the sum of the result is taken; 
this results in extraction of features, such as vertical lines, horizontal 
lines, and much more complex features. Max pooling is simply extract-
ing the maximum value within each patch, therefore resulting in down- 
sampling which highlights the most prominent feature in a patch. Up- 
sampling in its simplest form involves increasing the x/y resolution of 
a feature map by repeating rows and columns. Here, however, this is 
combined with a transposed convolution that results in a halving of the 
number of features in the feature map. Again, we highlight that much 
more thorough explanations of CNNs and UNet are available elsewhere 
(Goodfellow et al., 2016; LeCun et al., 2015; Ronneberger et al., 2015). 

2. Methodology 

2.1. Training data 

Supervised deep learning models require correctly labelled data 
(training and validation data), allowing the model to fit its weights and 
biases to these data, therefore learning to predict the correct pixel labels 
from an input image. We manually labelled 120 images to identify all 
pixels of those images that were attributed to an explosive volcanic 
plume. Typically a much larger dataset (many 1000s at least) of training 
data would be used to train a CNN model (e.g., Zhu et al., 2020); 
however, due to the substantial time requirements for labelling images, 
we were restricted to this size of dataset. Specifically, the number of 
images labelled here was chosen following a number of preliminary 

Fig. 1. A simplified diagram of the UNet architecture. Other semantic seg-
mentation model architectures follow a number of similar principles. Note that 
the number of layers is dependent on the model backbone, therefore this figure 
is a generic representation and not based on any specific setup. Grey and blue 
boxes represent image/feature arrays, with the colours simply identifying the 
previous source of that block. The size of blocks in the horizontal direction 
represents the number of channels/features at that stage, which increases with 
depth in the contracting path. The size of blocks in the vertical direction rep-
resents the size of the image (x/y size), which decreases with depth in the 
contracting path, as coarser features are isolated. Arrows represent different 
operations applied to the arrays. A more detailed discussion of this architecture 
can be found in Ronneberger et al. (2015). (For interpretation of the references 
to colour in this figure legend, the reader is referred to the Web version of 
this article.) 
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tests, which found that fewer images led to quite poor model general-
ization during model validation. A larger training dataset is likely to 
reduce the error of the model predictions, enabling better generalization 
to images that the model has not previously seen. As we discuss later, 
future work to develop a much more comprehensive dataset could be of 
great use to the geoscience and volcanology communities. 

Images were sourced from a combination of images/videos acquired 
on field campaigns and through internet searches. Due to licensing on 
some images, we are unfortunately unable to make the full training 
dataset available for further use. We do, however, suggest that the 
development of a large-scale freely available labelled dataset for use in 
volcanology could be of great benefit to the community; here, the 
principal aim of the study was to provide a proof-of-concept for semantic 
segmentation in this field, and to create useable models for real-world 
deployments by the community. Images were selected to cover a 
range of explosion types, volcanoes and eruption conditions; therefore, 
the selection was not entirely random. Table 1 summarises the volcanoes 
and eruption styles present in the image set. Whilst the set primarily 
consists of Strombolian (n = 63) and Vulcanian (n = 43) explosions, it 
does also contain a small number of other eruption styles (e.g. Sub- 
Plinian, Phreatic). 8 images with no explosion present were also 
included. These images all contained meteorological cloud, with the aim 
of exposing the model to features that it could confuse with a volcanic 
explosion; from these data the model should learn not to label such 
features as explosive plume. We should note, a model that consistently 
over-identifies explosive plumes is likely to be less useful than one which 
under-identifies smaller explosions; i.e., we believe it is preferable to 
have a model with a false-negative bias rather than a false-positive bias. 
Including more of such images could improve model performance under 
complex meteorological conditions; however, it would also lead to 
larger class imbalance (see later in this section), therefore we decided to 

limit the number of explosion-free images in our dataset. Furthermore, 
along with the images containing no explosion, all images with explo-
sions contain a considerable portion of background from which the 
model will learn. Of the 112 images containing explosive plumes, 27 had 
a (mostly) clear blue sky background, 28 were overcast (relatively ho-
mogenous grey cloud), 44 had patchy clouds and 13 had a sea back-
ground (Stromboli). All images are daytime, or dusk/dawn scenes, and 
all were in the standard red-green-blue (RGB) format. 

Defining explosive plume pixels, even manually, was a non-trivial 
task, due to the subjectivity of this classification. Indeed, different 
expert labelers would almost certainly label images in different ways. 
Nevertheless, it is likely that the bulk regions of plume would be agreed 
upon and that the subjectivity labelling only becomes significant close to 
plume boundaries; we therefore believe that in general the model will 
not be significantly impacted by the plume boundaries chosen herein. In 
general, pixels were only labelled as an explosive plume if they created a 
relatively substantial opaque region in the image; however, when fine 
ash was associated with the tail of an explosive plume or a fine ash 
Strombolian explosion, it was also included. Fig. 2 shows some plume 
scenarios and how they were manually labelled. Some ash-poor/water- 
rich explosive plumes were also included in the training dataset, how-
ever, focus was placed on ash-rich explosions, and the performance of 
the model on ash-poor explosions is not assessed herein. 

Of the 120 labelled images, 6 (5%) were set aside as validation im-
ages. Validation images allow evaluation of the model’s performance on 
images it has not been trained on, therefore giving an idea of the 
generalisation ability of the model. For the initial stage of training, 
rather than randomly selecting these images, they were specifically 
chosen to represent a wide range of conditions and plume appearances; 
this included one image that was explosion-free, to ensure that valida-
tion included the assessment of the model on this common scenario. 

Table 1 
Summary of volcanoes included in the study and the associated eruption styles included.  

Volcano Strombolian Vulcanian Vulcanian/Sub-Plinian Sub-Plinian Phreatic Undefined PDC No Eruption Total           

Anak Krakatau 4 5 – – – – – – 9 
Arenal 2 – – – – – – 3 5 
Augustine – 1 – – – – – – 1 
Calbuco – – – 1 – – – – 1 
Chimboraza – 2 – – – – – – 2 
Colima – 6 – – – – – – 6 
El Reventador – 3 – – – – – – 3 
Etna 5 1 – – – – – – 6 
Eyjafjallajökul – 1 – – – – – – 1 
Fuego 5 1 – – – – – – 6 
Gunung Ibu – 1 – – – – – – 1 
Ili Lewotolok – 1 – – – – – – 1 
Karymsky – 1 – – – – – – 1 
Kilauea – – – – 1 1a – – 2 
Mahameru – 1 – – – – – – 1 
Mayon – 3 – – – – – 2 5 
Merapi – – – – – – 1 – 1 
Mount Agung – 1 2 – – – – – 3 
Mount Sinabung – 1 – – – – – – 1 
Mount St. Helen’s 1 – – – – – – – 1 
Ol Doinyo Lengai – – – – – – – 2 2 
Poas – 2 – – – – – – 2 
Popocatépetl – 4 – – – – – – 4 
Sabancaya – 1 – – – – – – 1 
Sakurajima – 5 – – – – – – 5 
Santiaguito 1 – – – – – – – 1 
Stromboli 34 – – – – – – – 34 
Tavurvur – 1 – – – – – – 1 
Telica – 1 – – – – – – 1 
Gilgit, Phandar Lake – – – – – – – 1 1 
Yasur 11 – – – – – – – 11 
Total 63 43 2 1 1 1 1 8 120 

PDC - pyroclastic density current. 
a Eruption caused by a rock fall into the lava lake. 
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More comprehensive k-fold cross-validation was performed in the latter 
stages of model evaluation, where a range of validation image sets were 
used (see Section 2.3). Data augmentation, critical for improving model 
performance when the volume of training data is limited (e.g., Shorten 
and Khoshgoftaar, 2019), was performed on the remaining 114 images, 
resulting in a training dataset of 684 images. Using the image 
augmentation Python library Albumentations (Buslaev et al., 2020), each 
training image and its associated label mask had 5 transformations 
applied to it, producing 5 new training images: horizontal flipping, zoom 
out (scale = −0.5), zoom in (scale = 0.5), rotate (20◦), Gaussian noise 
(σ2 

= 500). 
Following augmentation, class distributions were: class 0 = 6.1 × 107 

pixels (not explosive plume), class 1 = 9.5 × 106 pixels (explosive 
plume), giving a ratio of ≈6:1. Krawczyk (2016) states that most 
research on imbalanced datasets focusses on ratios between 4:1 and 
100:1, therefore our dataset is at the lower end of what might be 
considered imbalanced. Furthermore, some imbalance may again pro-
mote the false-negative bias, since there are more occurrences of the 
negative (0) class in our dataset. We therefore believe that the class 
imbalance is unlikely to cause significant problems in this work. 

2.2. Model training 

Model training is discussed in detail in the Appendix. In brief, models 
were constructed using the open-source Python library Segmentation 
Models (Yakubovskiy, 2019), based on the deep learning Keras and 
Tensorflow libraries, allowing simple implementation and examination 
of a range of model architectures and encoders. The four model archi-
tectures available are: UNet (Ronneberger et al., 2015), FPN (Lin et al., 
2016), PSPNet (Zhao et al., 2017), LinkNet (Chaurasia and Culurciello, 

2018). Each architecture can then be built with any of the 25 available 
backbones. Further to these configurations, a range of hyper-parameters 
(defining how the network is trained) were explored, to find the overall 
optimal model setup. Each model was initiated with weights pre-trained 
on the ImageNet database (Deng et al., 2009; Russakovsky et al., 2015), 
an approach termed transfer learning. Due to its efficiency, this method, 
which takes advantage of an encoder that has already been well trained 
on a generic dataset to extract important image features, is particularly 
popular when training deep learning models with a limited training 
dataset or restricted computing resources (e.g., Razavian et al., 2014; 
Shin et al., 2016; Tajbakhsh et al., 2016). Training time of a model is 
dependent on a number of factors, but typically took ≈2–4 h on a 
NVIDIA® GeForce GTX 850M (4 GB) GPU. 

2.3. Model evaluation 

The output of the model is an array of the same size as the input 
array, but with a single channel in the case of binary classifications such 
as this. The pixels contain a value between 0 and 1, indicating the 
model’s confidence that pixel belongs to class 1. In this case, since there 
are only 2 classes, typically any value of >0.5 will be assigned as 
explosive volcanic plume, since the model predicts that it is more likely 
to be explosive plume (class 1) than anything else (class 0). This 
threshold value can be manually adjusted by the user; for instance, using 
a higher threshold will mean that fewer pixels are classified as explosive 
plume, with the model having a higher confidence that these pixels do 
indeed belong to that class. 

Fig. 3 displays the confusion matrix, a technique that is commonly 
used in machine learning for summarising model performance. It defines 
the terms: true positive (TP), true negative (TN), false positive (FP), false 

Fig. 2. Examples of explosive plume labelling. For 
clarity, only plume boundaries are outlined here, 
rather than overlaying the entire pixel classification. 
A) Strombolian explosion, Stromboli (T. Pering) - 
contains some subjectivity of plume location as it 
merges with the volcano flank. B) Strombolian ex-
plosion, Yasur (T. Pering) - as the explosion expands 
into passively degassed plume the explosive plume 
boundary becomes quite subjective and may be 
defined differently by different experts. C) Strombo-
lian explosion, Stromboli (T. Pering). D) Vulcanian 
explosion, Colima (https://wiki.seg.org/wiki/File: 
Active_volcano.jpeg, accessed April 26, 2022). E) 
Rockfall triggered explosion, Kı̄lauea (Orr et al., 
2013). F) Vulcanian explosion, Semeru (https://en.wi 
kipedia.org/wiki/File:Mahameru-volcano.jpeg, 
accessed April 26, 2022). G) Small Vulcanian explo-
sion, Sabancaya (T. Wilkes).   
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negative (FN). A number of performance metrics can then be generated 
from the parameters of the confusion matrix. For instance, accuracy is 
the total number of correctly identified pixels (TP + TN) divided by the 
total number of pixels in an image (TP + TN + FP + FN). Herein, model 
performance was further quantitatively assessed using the Receiver 
Operating Characteristic curve (ROC) and its Area Under the Curve 
(AUCROC) (Bradley, 1997). We also use precision-recall curves, which 
provide an assessment for imbalanced datasets (Saito and Rehmsmeier, 
2015), with the associated AUC score denoted as AUCprec hereafter. The 
curves are based on parameters defined below, which can easily be 
calculated at a range of classification threshold values. The ROC curve is 
a plot of true positive rate (TPR hereafter; also referred to as sensitivity 
or recall elsewhere in the literature) versus false positive rate (FPR); the 
precision-recall curve is a plot of precision (Pr) versus TPR. Finally, 
Intersection-Over-Union (IoU), is commonly used for evaluating se-
mantic segmentation performance (Rahman and Wang, 2016). All 
metrics are calculated from confusion matrix values as follows:  
TPR = TP / (TP + FN)                                                                    (1)  
FPR = FP / (FP + TN)                                                                    (2)  
Pr = TP / (TP + FP)                                                                       (3)  
IoU = TP / (TP + FP + FN)                                                            (4) 

Model performances, as calculated through these metrics, are pre-
sented in Table A1. ROC and precision-recall plots of the 4 model ar-
chitectures are presented in Fig. A1. For a number of model runs, 
performances were incredibly similar, and whilst one model may have 
had a better AUCprec score, the other may have presented a better 
AUCROC score. Absolute definition of the best model is therefore diffi-
cult, thus, along with the performance metrics we chose to also incor-
porate qualitative assessment of validation images when quantitative 
performances of models were very similar. For instance, a model that 
performed relatively well in the metric scores but which generated FPs 
in the explosion-free validation image was not selected for further 

investigation; we prefer a model that can accurately predict when no 
explosion is present in an image. 

Following rapid model testing/validation, which was necessary to 
quickly determine models which could have good utility for this appli-
cation, we subsequently performed a more detailed model validation on 
the models selected for final model deployment. This involved k-fold 
cross-validation (e.g., Goodfellow et al., 2016) whereby k sets of train-
ing/validation images are generated, with the model being trained and 
evaluated on each set. An average of performance metrics can then be 
calculated, providing a more thorough analysis of model performance. 
Here we used k = 10 with a 90/10% training/validation split (12 vali-
dation images per set) – this ensured that every labelled image was used 
exactly once as a validation image in the procedure. The sets were 
generated randomly, to avoid any bias from manual selection. 

3. Results and discussion 

For deployment, 3 trained models are freely available online (http 
s://doi.org/10.15131/shef.data.17061509), due to the similarity in 
their performances on our validation data. Indeed, it is often the case 
that very different machine learning models can perform comparably 
and have similar applicability to a specific task (Zhao et al., 2015). It is 
possible that one model will work better in certain scenarios, therefore 
we encourage users to test each model for their specific deployment. 
From tests herein, however, we cannot make any significant distinction 
between the model performances or define specific scenarios in which 
one model might outperform the others. Confusion matrices for the 3 
models are shown in Tables A4-A6, with their performance metrics 
presented in Table A2 and their cross-validation performances in 
Table A3. 

The 3 models made available are: the UNet architecture (Ronne-
berger et al., 2015) with a DenseNet121 encoder (Huang et al., 2017); 
UNet with an Inceptionv3 encoder (Szegedy et al., 2015); FPN (Lin et al., 
2016) with an EfficientNetB0 encoder (Tan and Le, 2019). As the name 
suggests, EfficientNetB0 is a much smaller network, with fewer trainable 
parameters than the other two models; therefore it is an especially good 
option for applications with limited computing resources (although this 
benefit is more significant during model training than it is during 
deployment). Nevertheless, in our 10-fold cross-validation evaluations it 
still performs comparably to the UNet-DenseNet121 and 
UNet-Inceptionv3 models, often outperforming the other two models. 
All models present average AUCROC and AUCprec scores exceeding 0.99 
(with a score of 1.0 representing a perfect model performance), with the 
exception of UNet-Inceptionv3 AUCprec which still displays a high score 
of 0.9849 ± 0.0317 (±1 standard deviation). Intersection-over-Union 
(IoU) results show more notable disparity, with EfficientNetB0 per-
forming best here (0.9593 ± 0.0158), followed by DenseNet121 (0.9336 
± 0.0529) and finally Inceptionv3 (0.9155 ± 0.1109); however, the 
latter two model means are dragged down by one or two model run(s) 
out of the 10 in each cross-validation set, which is reflected in the high 
associated standard deviations. 

Validation accuracies were very similar, with scores of 0.9798 ±
0.0055 (or 97.98 ± 0.55%), 0.9722 ± 0.0171, and 0.9709 ± 0.0132 for 
the EfficientNetB0, Inceptionv3, and DenseNet121 models, respectively. 
We note, however, that these accuracies are almost certainly above that 
which can be expected from the models under extensive deployment, 
since the small number of validation images (due to the overall small 
number of labelled images available in this work) will not cover all 
image scenarios that may be encountered by users at volcanoes across 
the globe. Even with larger training datasets, since deep learning models 
are highly over-parameterised, overfitting to training data is a common 
problem in deep learning (e.g., Salman and Liu, 2019). 

Below, for brevity, we present results and test deployments of only 
one of the 3 available models: UNet-DenseNet121. The other two models 
provided very similar pixel classifications for the test images examined 
in the sections below, with the exception of difficult meteorological 

Fig. 3. Confusion matrix used to generate model evaluation metrics. True 
positives and true negatives indicate when the model’s prediction for a pixel’s 
classification is in line with the manually labelled ground truth data. 
Conversely, false positives and false negatives indicate where the model has 
incorrectly classified pixels. 
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conditions (see section 3.1.3) where we highlight the difference in 
model predictions. 

The predicted mask of a representative validation image is displayed 
in Fig. 4; as with all subsequent discussion, this relates to the UNet- 
DenseNet121 model. In this case the model replicates the manual 
labelling very well, with an accuracy of 99.7%. Labelling differences are 
solely confined to small areas around the edges of the plume - subjective 
boundaries which could also be mislabelled by manual labelling in some 
cases. 

3.1. Model applications 

In this section we present results from model deployment on test data 
which the model has not been exposed to during the training procedure. 
Note, unlike the validation images, these test images do not have 
counterpart manually labelled segmentations, since quantification of 
model performance in this section is not strictly the aim. Here, we are 
presenting applications much like in a real-world deployment, where 
supplementary manual labels will not be available. We therefore do not 
further provide quantitative evaluations of model performance on these 
deployments. 

3.1.1. Automated plume height and rise speed extraction 
Information on ash plume injection height and trajectory are critical 

input parameters to ash dispersion models (Beckett et al., 2020; Scollo 
et al., 2008), which are used to inform decisions regarding aviation 
dangers from volcanic ash. Furthermore, explosion rise dynamics can 
provide interesting insights into the buoyant nature of the plume and, 
thus, potentially the source bulk density (Yamamoto et al., 2008). One 
application of our model is the automated retrieval of ash column height 
and its associated rise speed. Although not presented here, one further 
application may be to estimate eruptive mass and/or mass eruption rate 
(Scollo et al., 2019), albeit with the requirement of an assumed plume 
density and symmetry, the former of which may introduce significant 
uncertainties. This is a further parameter of use to ash dispersion models 
(Costa et al., 2016; Scollo et al., 2008), and therefore may warrant 
exploration in further works. 

Here we use the model to analyse a video of an explosion on 
Sabancaya volcano, Peru, acquired on April 27, 2018, to calculate plume 
height and rise speed. The camera, with a vertical field of view (FOV) of 
13.3◦, was positioned 10 km from the Sabancaya summit. From this 

information, the height of pixels above the crater can be calculated using 
trigonometry, assuming the plume rises in a vertical plane above the 
crater (this assumption will of course introduce some error into the 
retrieval). A more rigorous calibration of the camera orientation can be 
made using the projected skyline of a digital elevation model (Scollo 
et al., 2019); however, this was not performed for the proof of concept 
test herein. The segmentation model is then applied to each image and 
the maximum height of the plume is found. 

Fig. 5A shows the segmentation results. We note that in the final 
images, parts of the explosive plume are not labelled by the model, 
possibly as they appear white and have a strong resemblance to cloud at 
this point. However, generally in this example it can be seen that the 
model performs extremely well in identifying the plume and therefore 
provides reliable associated information on plume height and rise speed. 

Fig. 5B shows the maximum plume height recorded in each frame of 
the Sabancaya imagery and the associated plume rise speed between 
successive images. The plume rises to ≈1250 m above Sabancaya’s 
summit before extending beyond the FOV of this camera. Optimised 
setups for this application would ensure that the geometry was such that 
plumes don’t rise beyond the vertical extent of the camera FOV; in such 
cases, a final atmospheric injection height, at which point further ver-
tical movement of ash is negligible, may be estimated. The maximum 
rise speed in this sequence was measured as 6.9 m/s; this value is in 
agreement with buoyant plume velocities (6.7–23.8 m/s) found by 
Tournigand et al. (2017) for Strombolian/Vulcanian eruptions. The use 
of optical flow algorithms would provide more in-depth analysis of 
plume turbulence and speeds, but the simple method presented here 
provides easy access to the progression of the plume front, which can be 
useful for applications such as assessing the buoyant rise phase and 
transition to it from an initial gas thrust phase (e.g., Johnson et al., 
2004). 

3.1.2. Plume direction extraction 
Similarly to extracting plume height, the plume drift (or explosive) 

direction can provide useful information for both ash dispersion models, 
which require accurate wind fields at the time of atmospheric injection 
(e.g., Beckett et al., 2020), and also potentially explosion dynamics in 
the subsurface (Fitzgerald et al., 2020; Gaudin et al., 2014). Again, this 
can be extracted from the model output by first generating an array 
where each pixel is labelled with an associated angle from the source 
pixel. We note that this 2D representation of a 3D dispersion is 

Fig. 4. Validation image of an explosive volcanic 
eruption at Arenal volcano. A) Raw image. B) 
Manually labelled plume mask. C) Predicted plume 
mask (yellow = class 1, purple = class 0). D) Differ-
ence image – false positives are displayed in yellow, 
false negatives are displayed in purple, correct clas-
sifications are black. There are very few false nega-
tives in this image. False positives are confined to 
around the edges of the plume, therefore are not too 
problematic and could also be a result of poor manual 
labelling as well as model prediction errors. This 
image is relatively representative of all validation 
images, errors are primarily confined to the edges of 
the plumes. Model accuracy here is 0.9970. Image 
source: https://commons.wikimedia.org/wiki/File: 
Arenal_strombolian_eruption_2008.JPG. (For inter-
pretation of the references to colour in this figure 
legend, the reader is referred to the Web version of 
this article.)   
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sub-optimal, however it can still provide a reasonable estimate of plume 
motion as long as bulk motion is close to perpendicular to the camera 
viewing direction. Furthermore, it may be possible to combine recent 
advances in 3D plume reconstruction (Wood et al., 2019) with this 
segmentation model to extract accurate 3D insights into plume disper-
sion. For instance, Albadra et al. (2020) present 3D reconstruction of a 
highly condensed plume at Pacaya volcano that required accurate seg-
mentation of the volcanic plume pixels. They present a number of seg-
mentation techniques with varying degrees of accuracy, but could 
perhaps have benefitted from a well-trained CNN model to perform the 
segmentation. We note, however, that the model presented herein 
would not be directly applicable, due to the type of plume (passive 
degassing) and geometry of images (taken from a drone) used in that 
study. 

This plume direction application was applied to an image sequence 
of a small Strombolian explosion at Yasur volcano, Vanuatu, acquired on 
July 8, 2018. The image sequence also contains a speckled cloud back-
ground, therefore providing a good test of the model’s performance in 

slightly challenging conditions. Fig. 6 shows the results of plume prop-
agation retrievals, identifying that the Strombolian explosion does not 
rise vertically but is instead drifting with the wind. From this viewing 
position the plume is not immediately visible at the point of explosion, 
since it occurs in a deep crater; it has therefore already transitioned to 
primarily drifting with ambient wind conditions in our images. Plume 
speed can again be extracted in this application, making it possible to 
distinguish between speeds at different orientations from the source. 

This example also highlights the utility of thresholding the model 
predictions. Using the standard segmentation threshold of 0.5 for binary 
classification (i.e. a pixel is classified as containing explosive plume if 
the prediction probability is greater than 0.5) parts of the volcano flank 
are incorrectly identified as volcanic plume. However, through empir-
ical tests we find that increasing the threshold of positive prediction to 
0.96 removes the error in this case (Fig. 7). Interestingly, this area of 
flank is not wrongly classified as a false positive in all images of this 
Yasur sequence, only for the third image. It may be that for some ap-
plications a stricter threshold to minimise false positives is 

Fig. 5. A) Image sequence (frames extracted from 
video) of an explosion at Sabancaya volcano April 27, 
2018. Time since initial frame shown below (minutes: 
seconds). Pixels classified by the model as being 
explosive volcanic plume are overlain with a semi- 
transparent pink colour; 2 zoomed regions highlight 
the fine-scale accuracy of the segmentation. The red 
cross marks the source coordinate used for plume 
height extraction and rise speed calculations. In the 
final frames part of the plume is not identified, to the 
right-hand side, however at this point this portion is 
beginning to detach from the upwardly rising plume 
and appears to contain very little visible ash. B) 
Resulting plume height (blue dots) and plume speed 
(red crosses) calculation. The rise speed is initially 
relatively stable (although the sequence misses the 
initial explosive burst) then starts to slow before 
extending beyond the FOV of the camera. The grey 
shaded region identifies values in which the plume 
has extended beyond the FOV of the camera. (For 
interpretation of the references to colour in this figure 
legend, the reader is referred to the Web version of 
this article.)   
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advantageous, whilst in others, especially under good meteorological 
conditions, users may prefer to use a threshold closer to 0.5, allowing the 
capture of perhaps more subtle explosions for instance. In general, from 
our testing we would suggest that thresholding at >0.9 is likely to be 
most suitable in the majority of cases. As can be seen in Fig. 7, increasing 
the threshold to 0.96 does not significantly decrease the identification of 
the explosion in this case, but does remove the area of false positive 
classification; therefore, a higher threshold may significantly increase 
the model precision (eq. (3)). We note here that the pixel classifications 
made by the UNet-Inceptionv3 and FPN-EfficientNetb0 models are 
almost identical to the UNet-DenseNet121 classifications in Fig. 7; 
however, when using the standard predictive threshold of 0.5, neither 
falsely classifies patches of explosive plume on the volcano flank. 

3.1.3. Difficult segmentation conditions 
It must be acknowledged that there will undoubtedly be scenarios 

where semantic segmentation models fail, which relates to the 

generalisation properties of the model (e.g., Li et al., 2021; Salman and 
Liu, 2019). In this work we anticipate that certain scenarios in particular 
may exacerbate this issue, for example in images with difficult meteo-
rological conditions. We might expect that when summit clouds begin to 
mix with the plume, and partially obscure it, the accuracy of the seg-
mentation algorithm will suffer. Here, we test the performance of the 
model in one such scenario, from Yasur volcano, to evaluate its perfor-
mance. This image sequence was extracted from a video acquired on 
July 9, 2018 during a field campaign. 

Fig. 8 shows segmentation results for an image sequence using a 
threshold of 0.96 – a threshold that was shown to work well on the 
previous image sequence (Fig. 6). Here, we display results from all 3 
models available for deployment, since each shows significantly 
different pixel classifications. In every case the model predictions for 
this sequence are quite poor. Large areas of non-plume are falsely 
labelled as plume and the majority of plume pixels are not identified as 
such. We note, however, that manual labelling of this scene would also 

Fig. 6. Image sequence of a Strombolian explosion at 
Yasur volcano, Vanuatu, acquired on July 8, 2018. 
Relative times of each image are below (minutes: 
seconds). The explosive plume pixels are identified in 
pink. The orientation of plume pixels from the source 
coordinate is overlain as a histogram rose plot (size of 
bars represent number of pixels) with bar colours 
representing the maximum plume speed in that bin. 
Varying degrees of axis labels are included for 
improved clarity. Note, the scales on each plot are 
different, i.e. there are a much greater number of 
explosive plume pixels in the bottom right panel than 
in the top right. A classification threshold of 0.96 was 
used for all images here, to remove some false posi-
tives (see Fig. 7). (For interpretation of the references 
to colour in this figure legend, the reader is referred 
to the Web version of this article.)   

Fig. 7. An image of Yasur volcano with different 
levels of thresholding used for model classification. 
This image corresponds to the top right panel in 
Fig. 6, where a threshold of 0.96 was used throughout 
the retrievals. A) The raw image. B) The standard 
model prediction is used, corresponding to a proba-
bility threshold of 0.5 in binary classification such as 
this. C) A prediction threshold of 0.96 is used to 
therefore only classify explosive plume pixels if the 
model has a relatively high confidence in the classi-
fication. This value was manually tuned through 
testing, but appears to work well in a number of 
cases. In this case it removes the erroneous false 
positive that can be seen on the volcano flank in B, 
but does not adversely affect the identification of 

plume pixels.   

T.C. Wilkes et al.                                                                                                                                                                                                                               



Computers and Geosciences 168 (2022) 105216

9

be difficult – it is not immediately clear which pixels should be labelled 
as explosive plume, with a high level of subjectivity meaning that 
different experts would likely produce considerably different labels for 
these images. Nevertheless, it is clear that some regions show significant 
false positives that would lead to errors in any automated analysis. 

This presents another example of where thresholding the images, 
with a higher prediction probability required for plume classification, 
could be helpful. However, this is not a complete solution to poor model 
performance, since here the model’s probability output predicts that 
some areas of cloud are more likely to be plume than some areas of 
actual plume; thus, no threshold level will solve the problem. In reality 
only better model training, in particular a larger training dataset, would 
truly solve this issue by improving model generalisation to scenes that it 
hasn’t seen before. Large-scale databases exist for both image classifi-
cation, e.g. ImageNet (Deng et al., 2009), and semantic segmentation, e. 
g. COCO (Lin et al., 2014), applications; however, whilst the COCO 
database contains 91 classes, it does not include any volcanic phenom-
ena. We therefore suggest that a community effort to develop such a 
database in volcanology, and indeed the broader geosciences, could be a 
worthwhile endeavour, to promote the development of further machine 
learning models that can aid research in this field. 

With the current model, it may be preferable to attempt to make the 
model completely ignore scenes like this, restricting the false positives in 
favour of increased false negatives. We find that using a threshold of 
0.9995 markedly reduces the number of false positives in Fig. 8 image 
sequence, whilst maintaining reasonable predictions for the more 
optimal images at Sabancaya and Yasur presented in Figs. 5 and 7, albeit 
with the introduction of more false negatives, especially in the later 
images of the Sabancaya plume. By combining this model with the work 
of Witsil and Johnson (2020), who present an ANN model for classifying 
volcano images, it may be possible to first exclude poor visibility images 
and run only pertinent images through our model; thus, providing more 
confidence in the subsequent segmentation results. Indeed, we empha-
sise that these two models are complementary tools for automated 
image analysis, as opposed to being competing or mutually exclusive. 
Alternatively, it should be possible to train a segmentation model to 
identify and segment cloud as an additional class. Primarily, this would 
require the development of a more comprehensive training dataset that 
contains cloud labels, which requires investment of further time for 

manual labelling. This could additionally be extended to further classes, 
such as other volcanic phenomena (e.g. lava flows, lava domes). We 
further acknowledge that explosions styles that were not present or 
poorly represented in the training dataset (e.g. Plinian eruptions, py-
roclastic density currents) may not be successfully segmented by these 
models and should be the subject of further investigations. Again, a more 
substantial training dataset could incorporate more of such phenomena. 

4. Concluding remarks 

We have presented what we believe to be the first use of CNNs for 
semantic segmentation of explosive volcanic plumes. The model was 
trained on a manually labelled set of 120 images (augmented to produce 
a full training dataset of 684 images after setting aside 6 images for 
validation) and developed using open source Python packages. We have 
made 3 trained models available (https://doi.org/10.15131/shef.data 
.17061509) to promote their use for volcano research and monitoring 
purposes. Each of these models achieved average validation accuracies 
of >97% during 10-fold cross-validation; however, we do suggest that 
this is almost certainly an over-estimation of model performance in 
general, due to the relatively small training/validation dataset that will 
not capture all scenarios to which this model could be applied. 

We present model applications for automated plume rise speed, 
height and direction determination, which could have great utility in 
volcano monitoring/research. In particular, we highlight that these data 
are important input parameters for volcanic ash dispersion models, 
therefore playing an important role in risk mitigation for aviation. 
Future work could also explore the combination of these data with other 
data streams, such as infrasound and seismics, to perform multi- 
parametric studies into explosion dynamics. 

When deploying the models on a more difficult cloud-covered scene, 
we highlight that they fail to perform accurately. We therefore finally 
note that this work, and the generalisation capabilities of the models 
presented herein, would strongly benefit from a larger training dataset. 
However, manual labelling of imagery would require considerable 
effort/time to go beyond the 120 images labelled herein. As deep 
learning and computer vision continue to become more important in the 
geosciences, we propose that generating a comprehensive labelled 
image dataset of volcanological phenomena may be a very worthwhile 

Fig. 8. An image sequence from Yasur volcano (July 
9, 2018), Vanuatu, representing sup-optimal condi-
tions for model segmentation of explosive volcanic 
plumes. Set A) UNet-DenseNet121; Set B) UNet- 
Inceptionv3; Set C) FPN-EfficientNetB0. Images 
were segmented using a model probability threshold 
of 0.96. Relative times of each image are in the top 
left corner (minutes:seconds). Imagery shows cloudy 
conditions where the explosive plume mixes and is 
partially obscured by low-lying cloud. All 3 models 
correctly identify parts of the explosion, especially in 
the final image of the sequence. However, each model 
also predicts relatively large areas of false positives; 
these areas are different for each model. Note that 
manual labelling of this scene would also be difficult, 
with a high subjectivity of what pixels should be 
classified as explosive volcanic plume.   
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Appendix 

Training and validation images were prepared by resizing to 320 × 320 for feeding into the CNN, except in the case of the FPN architecture, where 
memory limitations meant that a size of 224 × 224 was used, and PSPNet, where image dimensions must be divisible by 48, therefore 240 × 240 was 
used. Note that no step to preserve aspect ratio during resizing was taken; however, images with notably large ratios were first cropped to a ratio close 
to 1:1. We highlight that, as Fig. 4 shows, these slight distortions do not seem to significantly impact the performance of the model. All images were 
then normalised to a range between 0 and 1, as is common practice in deep learning tasks. Due to loading convention in the OpenCV library (Bradski, 
2000), there is some confusion over images being passed to models in Red-Green-Blue (RGB) or the flipped channel Blue-Green-Red (BGR) format. We 
found the BGR format resulted in slightly more accurate models, although differences were negligible, therefore all models were trained with BGR 
images. The load_and_process_image function provided in the utils. py file, which can be found in our model repository (https://doi.org/10.15131/sh 
ef.data.17061509), automatically controls this channel flipping to provide users with a straightforward means of preparing their data. 

The convolutional neural network (CNN) was built using the Segmentation Models API (Yakubovskiy, 2019), which provides access to 4 model 
architectures (UNet, FPN, Linknet, PSPNet) with 25 backbones (encoders) available for each architecture. Furthermore, within these 100 models there 
is the requirement to optimise hyper-parameters too, which define exactly how the model is trained (e.g., number of epochs, learning rate, loss 
function). Since computation time restricts the ability to perform an exhaustive sweep of all model networks and associated hyper-parameters we 
conducted tests in a restricted manner, with the aim of empirically finding the model most suited to volcanic plume segmentation. Note that it is very 
likely that a number of model designs will work for any application, and there is not necessarily a “perfect” solution; the goal is therefore to find 
solutions that work appropriately for a given application, rather than exhaustively looking for the best. 

We identified the core model architecture likely to be most suitable by configuring each of the 4 architectures with a VGG16 backbone, pre-trained 
with ImageNet weights (Deng et al., 2009; Russakovsky et al., 2015), then training the model on our data. VGG16 (Simonyan and Zisserman, 2015) 
was chosen in this first step as it is generally a popular encoder (e.g., Shin et al., 2016). 50 epochs were run to train the decoder, using the stochastic 
optimiser Adam (Kingma and Ba, 2015), a batch size of 8, and learning rate, α, of 10−2; fine tuning of all parameters (with a trainable encoder) was 
then performed for a further 20 epochs at α = 10−5. Following the transfer learning approach, significant encoder training should not be necessary, 
since its weights and biases were initiated with values from training on the ImageNet database; the values are therefore expected to be capable of 
extracting important features from a wide range of visible images. It is not within the scope of this paper to provide a detailed explanation of each of 
these hyper-parameters and their role in model training, since they are well documented in most Deep Learning textbooks (e.g., Goodfellow et al., 
2016). In all cases, the model training and validation accuracies had reached a plateau by the end of this training, i.e., further training would not 
improve the model performance and could lead to overfitting. 

In each epoch the model was trained on the full dataset, both original and augmented, to ensure that a large amount of data was available in each 
pass. In some cases this may lead to overfitting of the model, as the model sees the same image (although with some form of augmentation applied) 
multiple times during an epoch. However, due to the limited size of the labelled dataset, in this case we found that allowing the model to fit to all 
available data in each epoch was preferable. Furthermore, from the validation accuracy it appears that this method did not lead to over-fitting of the 
model. 

All 4 model architectures produced similar validation accuracies (97.1–99.2%), suggesting that all have good potential for this application 
(Table A1). ROC and precision-recall curves for the 4 architectures on the VGG16 backbone are shown in Figure A1. FPN displayed the highest AUCROC 
and AUCprec scores (see section 2.3 for explanation of these metrics), with UNet achieving the second highest scores. For subsequent tests we therefore 
selected these two architectures. Of course, the encoder utilised will also have a significant impact on model performance, so we acknowledge that the 
testing of architectures here was not completely exhaustive and that PSPNet and LinkNet may achieve higher performances with the use of other 
encoders. 

In the second stage of model identification a selection of encoders were tested to identify the optimal for this task. Again, it was not possible to 
comprehensively test all 25 encoders due to computation time. For instance, since MobileNet achieves a lower accuracy than other models in most 
segmentation tasks (Howard et al., 2017) we did not test this network. The 6 encoders tested (Table A1) gave a good spread of options available and 
the high performance of a number of these suggests that they will perform well in this application. 

Finally, a small set of additional hyper-parameter optimisation tests were performed. Again, due to computation time, an exhaustive grid search for 
this optimisation was not possible, however, it has been shown that random search can perform adequately in most cases (Bergstra and Bengio, 2012). 
Furthermore, typically not all hyper-parameters will have a significant effect on the final model performance, thus small tests can elucidate which, if 
any, are significant in this design, with subsequent optimisation focussing on just these parameters (Bergstra and Bengio, 2012). 

Table A2 displays the full suite of tests run for finding reasonable optimisations of hyper-parameters and model architecture. Note that perfor-
mance in a number of model setups is very good (validation accuracy >0.99, AUCs >0.99), therefore there are likely a number of model setups that 
would be suitable for this application. Therefore, an exhaustive search of hyper-parameter space, whilst clearly requiring an unreasonable amount of 
computational time for this work, may also not yield much improvement on the results presented here. 
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The final hyper-parameters for model deployment were selected through a combination of their evaluation metric score and also a qualitative 
inspection of the validation image predictions. For example, the binary cross-entropy loss function in the UNet-DenseNet121 model scores the highest 
AUCprec for this model architecture; however, it predicts a small region of false positives in the plume-free validation image, therefore the Jaccard loss 
function is preferred. Each model setup used for deployment is shown in bold in Table A2.

Fig. A1. (A) Receiver operator characteristic and (B) precision-recall curves for the 4 model architectures tested in this work, each with the VGG16 backbone. 
Typically curves are shown with axes ranges of 0–1, but due to the relative similarity in performances we have isolated the corner region of the curves where the 
greatest disparity can be seen. Better performing models will be closer to the left and top axes for A and right and top axes for B. Associated evaluation results are 
shown in Table A1.  

Table A1 
The evaluation of all model architectures tested. Evaluation metrics are defined in Section 2.3. Hyper-parameters were kept constant, as the values outlined in 
Supplementary Material A1.  

Architecture Backbone (encoder) Batch size Training Accuracy Validation Accuracy Sensitivity Precision IoU AUCROC AUCprec 

UNet VGG16 8 0.9939 0.9875 0.9714 0.9058 0.8822 0.9978 0.9880 
resnet34 8 0.9939 0.9905 0.9780 0.9275 0.9086 0.9973 0.9929 
seresnet34 8 0.9943 0.9885 0.9690 0.9169 0.8908 0.9962 0.9897 
densenet121 4 0.9915 0.9920 0.9749 0.9621 0.9388 0.9981 0.9953 
efficientnetb0 8 0.9943 0.9930 0.9771 0.9519 0.9312 0.9992 0.9951 
inceptionv3 8 0.9955 0.9946 0.9729 0.9715 0.9459 0.9989 0.9962 

FPN VGG16 8 0.9939 0.9922 0.9673 0.9530 0.9233 0.9985 0.9924 
resnet34 8 0.9929 0.9935 0.9714 0.9611 0.9347 0.9992 0.9954 
seresnet34 8 0.9925 0.9932 0.9706 0.9592 0.9321 0.9988 0.9943 
densenet121 8 0.9934 0.9942 0.9703 0.9699 0.9420 0.9976 0.9947 
efficientnetb0 8 0.9941 0.9947 0.9804 0.9655 0.9472 0.9994 0.9972 
inceptionv3 8 0.9950 0.9911 0.9638 0.9452 0.9128 0.9981 0.9924 

PSPNet VGG16 8 0.9936 0.9706 0.9597 0.7839 0.7589 0.9898 0.9541 
Linknet VGG16 8 0.9934 0.9851 0.9751 0.8830 0.8636 0.9963 0.9780   

Table A2 
Hyper-parameter evaluations for the 3 model architectures chosen. Bold shows the configuration used for model deployment.  

Architecture Backbone 
(encoder) 

Batch 
size 

Epochs 
(main) 

Epochs 
(fine 
tune) 

Optomiser Loss 
function 

α αfine_tune Training 
Accuracy 

Validation 
Accuracy 

Sensitivity Precision IoU AUCROC AUCprec 

UNet densenet121 4 50 20 adam Jaccard 0.01 1.00E- 
05 

0.9915 0.9920 0.9749 0.9621 0.9388 0.9981 0.9953 

1 50 20 adam Jaccard 0.01 1.00E- 
05 

0.9950 0.9681 0.9751 0.8830 0.8805 0.9963 0.9780 

4 50 20 adam Jaccard 0.10 1.00E- 
05 

0.9907 0.9877 0.9614 0.9150 0.8826 0.9978 0.9878 

4 50 20 SGD Jaccard 0.01 1.00E- 
05 

0.9922 0.9912 0.9677 0.9425 0.9138 0.9989 0.9936 

4 50 0 adam Jaccard 0.01 – 0.9905 0.9945 0.9800 0.9632 0.9447 0.9994 0.9962 
4 50 20 RMSProp Jaccard 0.01 1.00E- 

05 
0.9939 0.9950 0.9766 0.9718 0.9497 0.9992 0.9969 

4 50 20 adam BCE 0.01 1.00E- 
05 

0.9900 0.9940 0.9732 0.9648 0.9399 0.9997 0.9970 

4 50 50 adam Jaccard 0.01 0.9917 0.9919 0.9589 0.9568 0.9191 0.9980 0.9929 
(continued on next page) 
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Table A2 (continued ) 
Architecture Backbone 

(encoder) 
Batch 
size 

Epochs 
(main) 

Epochs 
(fine 
tune) 

Optomiser Loss 
function 

α αfine_tune Training 
Accuracy 

Validation 
Accuracy 

Sensitivity Precision IoU AUCROC AUCprec 

1.00E- 
03 

4 100 0 adam Jaccard 0.01 – 0.9943 0.9936 0.9620 0.9710 0.9351 0.9990 0.9946   
8 50 20 adam Jaccard 0.01 1.00E- 

05 
0.9955 0.9946 0.9729 0.9715 0.9459 0.9989 0.9962   

1 50 20 adam Jaccard 0.01 1.00E- 
05 

0.9934 0.8072 0.9362 0.8126 0.7699 0.9917 0.9558   

8 50 20 adam Jaccard 0.10 1.00E- 
05 

0.9878 0.9387 0.9754 0.9624 0.9396 0.9991 0.9956   

8 50 20 SGD Jaccard 0.01 1.00E- 
05 

0.9892 0.9848 0.9686 0.8844 0.8597 0.9964 0.9817 

UNet inceptionv3 8 50 0 adam Jaccard 0.01 – 0.9957 0.9936 0.9787 0.9556 0.9361 0.9987 0.9934   
8 50 20 RMSProp Jaccard 0.01 1.00E- 

05 
0.9965 0.9928 0.9777 0.9490 0.9289 0.9987 0.9944   

8 50 20 adam BCE 0.01 1.00E- 
05 

0.9959 0.9941 0.9786 0.9606 0.9409 0.9993 0.9966   

8 50 50 adam Jaccard 0.01 1.00E- 
03 

0.9881 0.9885 0.9042 0.9747 0.8834 0.9978 0.9904   

8 100 0 adam Jaccard 0.01 – 0.9968 0.9936 0.9691 0.9650 0.9362 0.9965 0.9922 
FPN efficientnetb0 8 50 20 adam Jaccard 0.01 1.00E- 

05 
0.9941 0.9947 0.9804 0.9655 0.9472 0.9994 0.9972 

1 50 20 adam Jaccard 0.01 1.00E- 
05 

0.9912 0.9658 0.7058 0.9209 0.6655 0.8985 0.8789 

8 50 20 adam Jaccard 0.10 1.00E- 
05 

0.9879 0.9932 0.9717 0.9586 0.9326 0.9979 0.9928 

8 50 20 SGD Jaccard 0.01 1.00E- 
05 

0.9789 0.9830 0.9667 0.8708 0.8454 0.9971 0.9828 

8 50 0 adam Jaccard 0.01 – 0.9911 0.9936 0.9791 0.9554 0.9363 0.9993 0.9956 
8 50 20 RMSProp Jaccard 0.01 1.00E- 

05 
0.9947 0.9952 0.9838 0.9667 0.9515 0.9991 0.9974 

8 50 20 adam BCE 0.01 1.00E- 
05 

0.9914 0.9938 0.9806 0.9565 0.9387 0.9996 0.9968 

8 50 50 adam Jaccard 0.01 1.00E- 
03 

0.9954 0.9940 0.9741 0.9642 0.9401 0.9983 0.9956 

8 100 0 adam Jaccard 0.01 – 0.9941 0.9893 0.9729 0.9206 0.8976 0.9964 0.9844 
SGD - Stochastic gradient descent, RMSProp - Root mean squared propogation, BCE - Binary cross-entropy, α - learning rate.  

Table A3 
Performance metrics of cross-validation model runs.  

Model Validation set Training Accuracy Validation Accuracy Sensitivity Precision IOU AUCROC AUCprec 

Unet-DenseNet121 1 0.9924 0.9600 0.9933 0.9428 0.9368 0.9996 0.9975 
2 0.9932 0.9418 0.9704 0.9873 0.9584 0.9996 0.9984 
3 0.9937 0.9656 0.9929 0.9579 0.9514 0.9998 0.9984 
4 0.9929 0.9824 0.9809 0.9809 0.9625 0.9994 0.9983 
5 0.9934 0.9777 0.9638 0.9926 0.9570 0.9993 0.9984 
6 0.9934 0.9786 0.9819 0.9220 0.9065 0.9989 0.9945 
7 0.9934 0.9832 0.9862 0.9722 0.9592 0.9997 0.9973 
8 0.9929 0.9841 0.9745 0.9854 0.9607 0.9990 0.9977 
9 0.9940 0.9589 0.9894 0.7892 0.7826 0.9984 0.9872 
10 0.9939 0.9767 0.9878 0.9724 0.9608 0.9997 0.9985  
Mean 0.9933 0.9709 0.9821 0.9503 0.9336 0.9993 0.9966  
SD 0.0005 0.0132 0.0094 0.0576 0.0529 0.0004 0.0033 

Unet-Inceptionv3 1 0.9956 0.9834 0.9765 0.9922 0.9690 0.9993 0.9987 
2 0.9962 0.9615 0.9974 0.9619 0.9595 0.9999 0.9994 
3 0.9959 0.9743 0.9881 0.9881 0.9765 0.9999 0.9995 
4 0.9950 0.9811 0.9857 0.9872 0.9733 0.9999 0.9994 
5 0.9960 0.9835 0.9905 0.9819 0.9727 0.9999 0.9993 
6 0.9942 0.9907 0.9716 0.9907 0.9628 0.9999 0.9990 
7 0.9916 0.9524 0.9863 0.7364 0.7289 0.9934 0.9581 
8 0.9944 0.9832 0.9515 0.9962 0.9480 0.9999 0.9991 
9 0.9763 0.9325 0.9964 0.6854 0.6837 0.9860 0.8974 
10 0.9965 0.9793 0.9922 0.9877 0.9801 0.9999 0.9993  
Mean 0.9932 0.9722 0.9836 0.9308 0.9155 0.9978 0.9849  
SD 0.0058 0.0171 0.0132 0.1109 0.1054 0.0044 0.0317 

FPN-EfficientNetb0 1 0.9946 0.9808 0.9767 0.9883 0.9655 0.9992 0.9984 
2 0.9949 0.9660 0.9925 0.9699 0.9628 0.9998 0.9986 
3 0.9947 0.9762 0.9847 0.9854 0.9705 0.9995 0.9987 
4 0.9947 0.9790 0.9925 0.9695 0.9625 0.9997 0.9987 
5 0.9947 0.9824 0.9905 0.9768 0.9678 0.9997 0.9982 
6 0.9946 0.9837 0.9778 0.9321 0.9128 0.9975 0.9893 
7 0.9942 0.9791 0.9773 0.9832 0.9612 0.9987 0.9975 

(continued on next page) 
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Table A3 (continued ) 
Model Validation set Training Accuracy Validation Accuracy Sensitivity Precision IOU AUCROC AUCprec 

8 0.9941 0.9878 0.9921 0.9694 0.9620 0.9984 0.9979 
9 0.9945 0.9816 0.9866 0.9741 0.9614 0.9996 0.9985 
10 0.9949 0.9813 0.9861 0.9798 0.9665 0.9995 0.9983  
Mean 0.9946 0.9798 0.9857 0.9729 0.9593 0.9992 0.9974  
SD 0.0003 0.0055 0.0061 0.0150 0.0158 0.0007 0.0027   

Table A4 
Confusion matrix for UNet-densenet121 for the 6 validation images. Values are number of pixels.    

Ground-truth   
Plume No plume Total 

Prediction Plume 58189 1033 59222 
No Plume 1057 554121 555178  
Total 59246 555154    

Table A5 
Confusion matrix for UNet-inceptionv3 for the 6 validation images. Values are number of pixels.    

Ground-truth   
Plume No plume Total 

Prediction Plume 57914 1545 59459 
No Plume 1332 553609 554941  
Total 59246 555154    

Table A6 
Confusion matrix for FPN-efficientnetb0 for the 6 validation images. Values are number of pixels. Note, due to memory 
limitations, this network was trained/validated on lower resolution images relative to the UNet models in Table A3 and 
A4 (see Appendix for more details). Therefore, the total number of pixels in this matrix is lower.    

Ground-truth   
Plume No plume Total 

Prediction Plume 28666 361 29027 
No Plume 363 271666 272029  
Total 29029 272027   
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