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The cross-domain functional organization of posterior
lateral temporal cortex: insights from ALE meta-analyses
of 7 cognitive domains spanning 12,000 participants
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The posterior lateral temporal cortex is implicated in many verbal, nonverbal, and social cognitive domains and processes. Yet
without directly comparing these disparate domains, the region’s organization remains unclear; do distinct processes engage discrete
subregions, or could different domains engage shared neural correlates and processes? Here, using activation likelihood estimation
meta-analyses, the bilateral posterior lateral temporal cortex subregions engaged in 7 domains were directly compared. These domains
comprised semantics, semantic control, phonology, biological motion, face processing, theory of mind, and representation of tools.
Although phonology and biological motionwere predominantly associated with distinct regions, other domains implicated overlapping
areas, perhaps due to shared underlying processes. Theory of mind recruited regions implicated in semantic representation, tools
engaged semantic control areas, and faces engaged subregions for biological motion and theory of mind. This cross-domain approach
provides insight into how posterior lateral temporal cortex is organized and why.

Key words: language; meta-analysis; semantic cognition; social cognition; temporal lobe.

Introduction

The functional organization of posterior lateral temporal cor-

tex (pLTC) is a mystery. The region, or subregions within, are

implicated in a wide array of disparate domains, from aspects of

language processing through to understanding intentional action,

raising questions about its organization. Is this brain area com-

posed of many tessellated, discrete subregions each subserving

different functional domains, or is pLTC responsible for a smaller

number of core cognitive processes that underpin a range of

domains? Focusing within a single cognitive domain, researchers

may miss the clues as to a particular region’s function that

could be provided by the region’s involvement in other domains.

Here, we take a broader view. In the present study, a series of

activation likelihood estimation (ALE) meta-analyses were used

to compare and contrast activation systematically across 7 dif-

ferent cognitive domains commonly associated with bilateral

pLTC. This large, cross-domain meta-analysis investigated how

multiple different cognitive processes are supported by pLTC and

determined the principles underlying the functional organization

of this area.

The functions ascribed to the pLTC (here defined as including

the posterior half of the lateral temporal lobe, excluding the basal

surface, and extending dorsally into the temporo-parietal junc-

tion, TPJ) are numerous and diverse, and vary in scope. The pLTC

has been implicated extensively in semantic cognition, including

both the representation of multimodal conceptual knowledge

and the controlled, flexible, and goal-oriented use of that knowl-

edge (Jefferies 2013; Lambon Ralph et al. 2017). Following the

recognition that posterior brain damage can result in a semantic

control deficit (Jefferies and Lambon Ralph 2006; Noonan et al.

2009; Gardner et al. 2012; Rogers et al. 2015), meta-analyses have

highlighted a particular role for the left posteriormiddle temporal

gyrus (pMTG) in semantic control, defined as the flexible access

and manipulation of meaningful information to focus on task-

relevant aspects of a concept (Noonan et al. 2013; Jackson

2020). However, pLTC regions are also implicated in semantic

representation, both as a whole and in the representation of

specific semantic categories, such as knowledge about tools

(defined as manipulable man-made objects) in the left temporo-

occipital-parietal junction (Chao et al. 1999a; Boronat et al. 2005;

Creem-Regehr and Lee 2005; Lewis 2006; Ebisch et al. 2007; Binder

et al. 2009; Xu et al. 2019; Lesourd et al. 2021), actions more

generally (Tranel et al. 2003; Campanella et al. 2010), faces in the

superior temporal sulcus (STS), typically with stronger activation

in the right (Kanwisher et al. 1997; Haxby et al. 1999; Hoffman and

Haxby 2000; O’Toole et al. 2002; Bernstein and Yovel 2015; Pitcher

and Ungerleider 2021) and bodies or body parts. Indeed, a portion

of the pMTG known as the extrastriate body area, particularly in

the right hemisphere, is proposed to be specialized for the visual

detection of bodies and body parts (Downing et al. 2006; Spiridon

et al. 2006; Peelen and Downing 2007; Taylor et al. 2007), and

bilateral posterior superior temporal sulcus (pSTS) is implicated

in the low level detection of biologicalmotion across a broad range

of real and point-light display stimuli (Bonda et al. 1996; Allison

et al. 2000), including bodies, faces, expressions, and mouth and

eyemovements (Perrett et al. 1992; Bonda et al. 1996; Phillips et al.

1997; Puce et al. 1998; Haxby et al. 2000; Hoffman and Haxby 2000;

Beauchamp et al. 2003; Hooker et al. 2003; Calder and Young 2005).
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Beyond semantics, the pLTC is implicated in phonological pro-

cessing, particularly in left superior temporal gyrus (STG) and the

ventral aspects of inferior parietal cortex, which are included in

the scope of the current investigation (Hickok and Poeppel 2004,

2007; Vigneau et al. 2006; Yang and Small 2015). Indeed, damage

around the posterior Sylvian fissure can cause conduction apha-

sia, characterized by impaired repetition, naming difficulties and

phonemic paraphasias, despite good comprehension (Damasio

and Damasio 1980; Hickok 2000; Graves et al. 2008; Buchsbaum

et al. 2011). Regionswithin the pLTC are also considered important

for social cognition, an umbrella term for a collection of pro-

cesses such as empathy, interpreting intentional actions, and false

belief understanding (Allison et al. 2000; Saxe et al. 2004; Saxe

2006). In particular, bilateral TPJ is considered a crucial region for

understanding the mental states of others, or “theory of mind,”

including classic false belief tasks (Saxe andKanwisher 2003; Frith

and Frith 2006; Saxe 2006).

To date, the regions implicated in these myriad domains have

not been systematically compared with one another. As such, it

is not clear to what extent overlapping pLTC regions are impli-

cated in different domains; for instance, is the same region of

pMTG critical for semantic control, the representation of tools,

and the detection of body parts? In part, this is due to the

imprecision in anatomical labeling, making it difficult to know

whether researchers in disparate areas of cognitive neuroscience

are referring to the same, overlapping, or entirely distinct regions

when using the same terminology, or indeed, if they are referring

to the same regions when using different terminology. The TPJ

is a prime example of this; the label “temporo-parietal junction”

is ill-defined and does not map precisely to anatomical features

(Schurz et al. 2017). As such it is variously used to refer to

parts of the pSTG, angular gyrus (AG), and supramarginal gyrus

(Binder et al. 2009; Carter and Huettel 2013). It is also likely that

these established anatomical labels are too coarse to capture

subregions within the posterior temporal cortex. Furthermore,

functional involvement and activation patterns do not always

respect neat anatomical boundaries.

To combat these difficulties, the present study used a series

of ALE meta-analyses, within a pLTC region of interest (ROI), as

a tool for direct, statistical comparison across the key domains

associated with this region, including semantics, semantic con-

trol, phonology, representation of tools, representation of faces,

perception of biological motion, and theory of mind. This allowed

us to elucidate the functional organization of pLTC by investigat-

ing whether different functions recruit the same areas—and as

such may rely on common underlying neural processes and com-

putations, about which we can begin to form some hypotheses—

or whether they engage distinct, neighboring subregions.

Materials and methods
Definition of ROI
To cover the pLTC, including the ill-defined TPJ, an ROI was

constructed consisting of the posterior portion of inferior

temporal gyrus (ITG), MTG, and STG along with the inferior

portion of parietal cortex. As studies and domains highlighting

the role of the “TPJ” may or may not be referring to the posterior

lateral temporal cortex proper, a full TPJ region was included,

allowing identification of the region implicated in a domain,

for comparison with other domains, irrespective of whether

the region identified is strictly temporal or parietal, though the

parietal lobe was not the focus of the present study. The basal

temporal lobe was excluded as its complex organization has

already received extensive discussion and is not the focus of the

present investigation (Kanwisher et al. 1997; Epstein et al. 1999;

Chao et al. 1999b; Cohen et al. 2000; Haxby et al. 2000; McCandliss

et al. 2003; Peelen and Downing 2005; Kanwisher 2017). The

ROI was constructed using the automated anatomical labeling

(AAL) anatomical atlas (Tzourio-Mazoyer et al. 2002) taken from

MRIcron (http://www.nitrc.org.projects/mricron) in Montreal

Neurological Institute (MNI) space and defined entirely using

neuroanatomical landmarks and boundaries, to avoid making

reference to existing functional regions. Including the lateral tem-

poral lobe meant bounding the ROI posteriorly by the boundary

with the occipital lobe and ventrally by the boundary between

the inferior temporal gyri and the fusiform gyrus, as defined by

the AAL atlas. To focus on the posterior aspects of the temporal

cortex, the ROI was limited anteriorly by a line beginning at the

anterior edge of Heschl’s gyrus on the lateral surface (y=−19, z=6

inMNI space) and progressing approximately perpendicular to the

Sylvian fissure, thus including a similar amount of each gyrus. In

addition, an inclusive approach was taken to ensure coverage of

the ill-defined TPJ region, by including the inferior parietal lobe,

defined as the area ventral to the intraparietal sulcus. Thus, the

ROI was bounded dorsally by a horizontal plane at the level of the

intraparietal sulcus on the lateral surface (z=42 in MNI space), to

allow for the inclusion of the inferior parietal lobe but the exclu-

sion of the superior parietal lobe. The left-hemisphere view of the

ROI is displayed in Fig. 1 and the right hemisphere view in Fig. 3.

Meta-analyses
Independent ALE analyses, restricted to the ROI, were completed

for each of the 7 domains, before comparison between domains.

This method, which has successfully been used in prior com-

parisons elsewhere in the brain (Visser et al. 2009; Rice et al.

2015),was chosen overmasking awhole-brain ALEmap.Amasked

whole-brain result may result in cluster “fragments” at the edges

of the ROI, and would have lower power due to multiple compar-

ison correction for regions that are outside the remit of the study

(Müller et al. 2018a). To promote identification of all relevant

clusters an inclusive ROI was utilized, including inferior parietal

regions, as well as the core pLTC.

The cognitive domains included were based on our assessment

of the pLTC literature. In addition, we checked that no further

cognitive domains implicating lateral posterior temporal cortex,

with existing meta-analyses or significant bodies of literature

appropriate for the purposes of ALE meta-analysis, e.g. a mini-

mum of 17 studies for inclusion (Eickhoff et al. 2012; Müller et al.

2018a), were accidentally missed. The online tool NeuroSynth

(Yarkoni et al. 2011; https://neurosynth.org/) was used to review

the first 200 topic words most associated with 4 seed regions

spread across the ROI (peaks at ±56, −46, −4; ±46, −48, and

−16). Most of these terms were synonymous or highly related to

the domains assessed and none highlighted additional cognitive

domains with sufficient data for inclusion.

Studies for each domain were sourced from one or more exist-

ingmeta-analyses, in order to ensure that accepted,peer-reviewed

operationalizations of each domain were used and directly com-

pared with each other for the first time, and to maximize the

breadth of the domains that were included. For each studymatch-

ing the inclusion criteria, each peak was assessed for overlap with

the ROI and only peaks within the ROI were included.

Inclusion and exclusion criteria

Analyses included only peer-reviewed articles written in English,

describing task-based functional magnetic resonance imaging
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and PET studies that reported peak coordinates of a univariate

contrast in standard (MNI or Talairach) space across the whole-

brain and focused on a young healthy adult sample (mean age

below 40 years old). Contrasts were excluded if they focused on

patients, clinical trials, or individual differences (e.g. age, gen-

der, and native language). Within each included article, wher-

ever multiple task contrasts were reported for the same par-

ticipant sample, all the peak activation coordinates were ana-

lyzed as a single contrast, to avoid artificially inflating the con-

sistency between studies following the recommendation from

Müller et al. (2018a). No contrasts were included in >1 domain.

In some cases where a contrast included content that may over-

lap with a second domain (e.g. the presentation of face stim-

uli in contrasts assessing theory of mind), such contrasts were

either excluded a priori or, if this resulted in a large reduction

in sample size, the analysis was performed with and without

their removal to maximize power while aiding the interpreta-

tion of the between-domain comparison. Details on the con-

trasts included for each domain can be found in Supplementary

Tables 1–7.

Semantics
To identify the pLTC regions recruited for semantic cognition

across categories and processes, a general semantic contrast was

included. Studies were sourced from a recent meta-analysis by

Jackson (2020),which included 272 verbal and nonverbal contrasts

published between 1992 and 2019 that specifically compared a

semantic condition with a non-semantic (or less semantic) condi-

tion. These studies could include individual semantic categories,

such as faces, compared with a baseline but did not contrast

different categories of concepts. All contrasts involving tools,

a total of 2 contrasts, were removed to allow uncontaminated

comparison with the tool domain. This resulted in the inclu-

sion of 580 foci across 204 experiments after restriction to the

pLTC ROI.

Semantic control
A further 126 contrasts assessing semantic control, in particular,

were sourced from Jackson (2020). These contrasted high over low

semantic demands with both verbal and nonverbal stimuli, using

a range of manipulations, including association strength, com-

petitor interference, and homonymambiguity.These comparisons

recruit a subset of the regions responsible for semantic cognition

(dissecting semantics into areas responsible for semantic control

and semantic representation). None of these contrasts focused

on tool stimuli. Within the ROI, there were 104 foci across 41

experiments.

Phonology
Studies were sourced from a meta-analysis by Hodgson et al.

(2021), which identified studies from the Vigneau et al. (2006)

andHumphreys and Lambon Ralph (2015)meta-analyses and per-

formed a literature search extending the timespan of the studies

included to April 2021. Tasks included both passive listening and

active judgments. The studies contrasted either phonological with

semantic or orthographic judgments, or phonological with non-

phonological stimuli (e.g. visual perception tasks). Contrasts were

excluded if the phonological task containedwords or other overtly

semantic stimuli. From an initial pool of 82 papers published

between 1992 and 2021, 207 foci across 64 experiments were

included.

Theory of mind
Studies were sourced from 2 meta-analyses by Molenberghs et al.

(2016) and Diveica et al. (2021), resulting in a pool of 147 papers

published between 1999 and 2020. Both meta-analyses included

both affective and cognitive theory of mind tasks, implicit and

explicit task instructions, and varying stimuli (photographs, car-

toons, stories, games, videos, and animations). Commonly used

tasks included the Reading the Mind in the Eyes task for mental

state evaluation (Baron-Cohen et al. 2001), the false belief over

false photograph task (Zaitchik 1990) or similar belief over physi-

cal reasoning, and social over nonsocial games or animations. For

the full dataset, 502 foci across 152 experiments were included.

To aid precise interpretation of the regions initially implicated in

both theory of mind and face processing, a subset of the dataset

was analyzed further, in which contrasts including face stimuli

were removed. This reduced dataset included 384 foci across 122

experiments.

Biological motion
Studies were sourced from a meta-analysis by Grosbras et al.

(2012), which included 110 papers published between 1996 and

2010. Four contrasts that did not include full motion, but only

static or implied motion, were removed. All contrasts compared

biological motion over scrambled motion, nonbiological motion,

or static images. The biological motion stimuli included point-

light displays and moving body regions such as the hands or face,

and most studies involved passive viewing. Any contrasts that

included tool manipulation were removed, to eliminate overlap

with the tool domain. Trials including manipulation of non-tool

items (e.g. grasping a ball or similar object) were included. The full

dataset comprised 223 foci across 53 experiments. In addition, a

subset of this dataset was analyzed, in which any contrasts with

stimuli that included faces—real or animated—were removed;

this subset comprised 151 foci across 40 experiments.

Faces
Studieswere sourced from2meta-analyses byMüller et al. (2018a)

and Eickhoff et al. (2012), yielding a total of 139 papers published

between 1992 and 2015. Contrasts included faces over non-face

objects (e.g. houses). Therefore, although stimuli could include

both emotional and neutral faces, none explicitly assessed the

effect of emotion by contrasting emotional over neutral faces.

The full dataset included 85 foci from 41 experiments within the

pLTC.A subset of this dataset with all contrasts featuring emotion

evaluation tasks removed, was analyzed, with a total of 48 foci

from 24 experiments, with most remaining studies employing

gender evaluation or identity judgment tasks.

Tools
Contrasts for the tools domain were drawn from 3, partially

overlapping meta-analyses by Ishibashi et al. (2016), Humphreys

and LambonRalph (2015) andChen et al. (2017), resulting in a total

pool of 76 papers published between 1996 and 2013. All contrasts

included the presentation of tool or tool-related stimuli over

the presentation of non-tool stimuli, including other semantic

categories, such as animals or faces, and non-semantic items such

as scrambled images. Contrasts typically included photographs of

tools over non-tools, but in some cases focused on tool sounds,

action verbs and motor imagery specifically related to tools. The

small number of experimentswith dynamic stimuli were removed

to reduce conflation with the biological motion domain. The final

dataset included 116 foci from 41 experiments.
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Fig. 1. Activation likelihood estimation maps for each of the 7 domains, showing clusters of consistent activation across studies in the left hemisphere,
at a voxel-level cluster-forming threshold of P< 0.001, and a cluster threshold of P< 0.05 (FWE corrected). Top left: the region of interest mask used for
all analyses, with only the left hemisphere visible here.

Activation likelihood estimation

Meta-analyses were performed using ALE in GingerALE ver-

sion 3.0.2 using the command line (https://brainmap.org/ale/

(Turkeltaub et al. 2002; Eickhoff et al. 2009, 2012, 2017); code

included in Supplemental Materials 1). ALE is a meta-analytic

technique that maps the statistically significant convergence

of activation probabilities between experiments considered to

reflect similar processes. This is achieved by modeling all foci

for each experiment as Gaussian probability distributions, with

the full width at half maximum (FWHM) of each Gaussian being

determined by the sample size of the study (i.e. larger samples

result in less uncertainty of the peak’s location and a narrower

distribution). This results in a modeled activation map for each

experiment included in the analysis. The union of these maps is

then calculated to produce an ALE score in each voxel, with each

ALE score representing the probability of activation being present

at that given voxel in a study.

All analyses were performed in MNI space and restricted to the

ROI. Where necessary, foci were converted from Talairach space

using GingerALE, which uses the Lancaster transform (Lancaster

et al. 2007). Only foci that fell within the ROI were included in

each contrast. The ROI was used as a mask for all statistical

analyses, restricting the possible locations where a peak would be

expected to fall by chance, in line with Müller et al. (2018a). This

allows assessment of whether the peak coordinates generated

across studies are more consistently clustered than would be

expected by chance,within the volume of the ROI.ALE scoreswere

thresholded at the voxel level at P<0.001 for cluster-forming.

Cluster-level family-wise error (FWE) correction at P< 0.05, with

10,000 permutations, was then applied to determine the mini-

mum significant cluster size and remove nonsignificant clusters

(Müller et al. 2018a). All peaks are reported in MNI space.

Pairwise comparisonswere also performed on the resultingALE

maps, with conjunction and subtraction analyses revealing the

distinct and shared areas across each pair of domains. Contrasts

are only presented in the main text for pairs of domains with

key overlapping activations, with the remainder presented in the

Supplementary Materials (Supplementary Figs. 1–16, see online

supplementary material for a color version of these figure). The

conjunction image in each case is the voxel-wise minimum of

the thresholded ALE maps for the 2 domains. For subtraction

analyses, the procedure described in Laird et al. (2005) is used,

in which all experiments across the 2 domains are pooled and

randomized across many iterations to construct a null distri-

bution for the difference in ALE scores, from which a Z-value

map for the actual observed difference can be calculated. For

the present analyses, 10,000 permutations were performed, and

a conservative uncorrected threshold of P<0.001 and minimum

cluster volume of 20 mm3 were applied to extract the clusters.

Results

Activation peaks for each of the 7 domains across both hemi-

spheres are provided in Table 1. Though the lack of significant

activation likelihood for a domain in one hemisphere does not pre-

clude its involvement, there are clear relative differences across

hemispheres for many domains, and laterality appears an impor-

tant organizational factor. As such, and to aid description, the

results are presented separately for each hemisphere followed by

a consideration of the effect of laterality, though all analyses were

conducted in a single step on the bilateral pLTC ROI.

Left hemisphere
In the left hemisphere, significant clusters were found for all 7

domains (see Fig. 1).

The semantics domain engaged a large region of the left hemi-

sphere, extending from the edge of the AG, along the posterior

MTG/STG/STS, toward the anterior edge of the ROI (the whole

brain results reported by Jackson (2020) extend into anterior

temporal lobe) and ventrally into posterior ITG. These posterior

MTG/STS and ITG regions were also found to be activated con-

sistently across the semantic control assessments, demonstrating
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Table 1. Activation likelihood estimation across all domains.

Domain L/R Region of activation Peak MNI coordinate

x y z

Biological motion R Posterior MTG 50 −68 0

52 −62 4

L Posterior MTG −50 −68 8

Faces R Posterior STG 52 −50 8

56 −40 0

50 −42 8

R Posterior MTG 50 −74 2

48 −72 −8

L Posterior STS −50 −48 6

Phonology L Posterior middle STG/STS −60 −24 4

−60 −32 4

−56 −46 8

R Posterior middle STS 60 −30 2

L Posterior ITG −50 −54 −16

L Posterior MTG/ITG −50 −60 −4

Semantic control L Posterior MTG/ITG/STS −54 −42 4

−56 −46 −4

−46 −48 −18

−46 −56 −12

Semantics L AG, mid-to-posterior STS, posterior MTG −56 −38 2

−46 −66 26

−62 −20 2

L Posterior ITG −48 −54 −14

−44 −44 −18

R Posterior STS 52 −34 0

Theory of mind L AG, mid-to-posterior STS −52 −58 22

−56 −26 −6

−56 −38 0

R AG 56 −54 26

R Posterior MTG 52 −32 −2

Tools L Posterior MTG −50 −66 −6

−52 −58 2

the particular role of this region for the controlled use of seman-

tics (consistent with Jackson, 2020), whereas the more dorsal

STG regions identified only in the general semantics contrast

may reflect more general semantic processes. The phonology

domain was associated with consistent recruitment of the mid-

to-posterior STG, as well as 2 clusters in posterior ITG overlap-

ping semantics, semantic control and tools. The theory of mind

cluster was similar in extent and volume to the semantics cluster,

extending fromAG along the STS until it reached the anterior edge

of the ROI, although lacking involvement of the ventral portion

of MTG and ITG areas associated with control. Note that either

inferior parietal or posterior temporal regions could be referred

to as TPJ when studying theory of mind (Carter and Huettel

2013). A small cluster for faces was found in the pSTS/pMTG,

overlapping the semantics and theory of mind domains, but with

minimal overlap with phonology and semantic control. Smaller

clusterswere identified for tools and biologicalmotion in themost

posterior portion of the ROI near the temporo-occipital border.

Biological motion consistently recruited themost posterior region

of any domain, located in the pMTGbordering themiddle occipital

gyrus, just dorsal to the tools cluster. Tools consistently recruited

an area of the middle temporal sulcus near the temporo-occipital

junction, inferior to biological motion and overlapping semantic

control.

Formal ALE contrast analyses (conjunction and subtraction)

were conducted for each pair of domains. The results of key

comparisons that further aid understanding of activation like-

lihood in the left hemisphere are shown in Fig. 2, with peaks

given in Table 2. Note that, as the overlapping nature of seman-

tics and semantic control is expected and established (Jackson

2020), the contrasts between semantics and semantic control, and

semantics and tools (in the semantic control regions shown to

overlap with tools below) do not aid the results interpretation

further and can be found in the Supplemental Materials along

with full bilateral results of all other conjunction and subtraction

analyses between pairs of domains with overlapping voxels (see

Supplemental Figs. 1–16, see online supplementary material for

a color version of these figures). Similarly, where overlap is very

minimal and better explained by other comparisons (for faces

vs. semantic control, faces vs. phonology, theory of mind vs.

semantics, and theory of mind vs. faces) contrasts may be found

in the Supplemental Materials.

The contrast analyses reveal the possible relations between

tools and the other domains. Although the tools cluster is border-

ing the biological motion result, direct comparison revealed little

conjunction between these domains, indicating distinct regions.

However, the majority of the tools result overlaps with the dor-

sal aspects of the semantic control cluster without significant

differential involvement, and there are no voxels showing sig-

nificantly greater involvement in tools over semantic control.

The most posterior inferior cluster for phonology overlaps this

same region, and contrast analyses show significant conjunction
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6 | Cerebral Cortex, 2022

Fig. 2. Formal contrast analyses between pairs of domains in the left hemisphere at a voxel-level threshold of P<0.001 (uncorrected). For each pair
of images, left: pairwise overlays of ALE maps, showing domain A in red and domain B in green, with overlap in yellow. For each pair of images, right:
results of formal contrast and conjunction analyses; domain A>B is shown in red, B>A in green, and their conjunction in blue.

between phonology and semantic control and between phonology

and tools here, with only a small cluster for tools over phonology

in the associated subtraction analyses. This could reflect a single

region for control processes, which may show some domain-

specificity, for example for semantic stimuli (including tools)

or for language stimuli more generally (see the Discussion for

consideration of why this could be the case).

Although the phonology and semantics (and to a lesser extent

semantic control) clusters overlap along their edges in the STS,

the STG involvement was unique for phonology. The ventral edge

of AG and a small region of pITG demonstrated greater involve-

ment for semantics. This suggests relatively distinct regions of

pLTC for semantics and phonology, particularly as the semantic

domain includes auditory words, so the influence of phonology
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Table 2. Pairwise contrast analyses in the left hemisphere.

Contrast Region of activation Peak MNI coordinate

x y z

Subtraction analyses

Biological motion > tools V5/MT −52 −66 14

−48 −68 14

Tools > biological motion ITG −52 −63 −6

Semantic control > tools MTG −54 −46 2

Tools > semantic control No peaks

Phonology > tools STG −57 −22 4

−57 −29 9

−60 −16 4

Tools > phonology ITG −53 −68 0

Theory of mind > faces STG −53 −54 25

−53 −56 25

Faces > theory of mind No peaks

Semantics > faces MTG −59 −36 −3

−61 −31 −2

−62 −36 −8

−58 −16 0

Fusiform −53 −51 −13

−44 −54 −12

−48 −58 −14

Angular gyrus −46 −68 34

Faces > semantics No peaks

Semantics > theory of mind MTG −62 −44 −2

−62 −32 5

−57 −37 5

ITG −48 −49 −18

Theory of mind > semantics STG/AG −53 −55 22

Semantics > phonology MTG −45 −61 24

ITG/fusiform −39 −42 −16

−42 −44 −18

Phonology > semantics STG −58 −24 8

Semantic control > phonology No peaks

Phonology > semantic control STG −59 −24 7

Conjunction analyses

Biological motion & tools MTG/ITG −52 −66 4

−52 −64 6

−50 −68 2

−50 −62 8

Semantic control & tools ITG −50 −58 −8

Phonology & tools ITG −50 −60 −4

ITG −50 −56 −12

Theory of mind & faces STS −52 −48 6

−50 −50 8

Semantics & faces STS −50 −48 6

Semantics & theory of mind STS/AG −54 −42 4

Semantics & phonology STS −60 −32 4

−60 −26 2

−60 −20 2

−56 −46 8

ITG −50 −54 −16

−48 −60 −10

Semantic control & phonology STS −56 −44 6

ITG −50 −60 −6

ITG −48 −56 −14

−48 −50 −16

STS −58 −36 0

cannot be entirely excluded. Both phonology and semantic con-

trol engaged the pITG. Although the pMTG was identified for

semantic control only, this difference did not reach statistical

significance.

Direct contrasts revealed a large region of overlap between

semantics and theory of mind. Despite this, inferior (seman-

tic control-related) pLTC areas demonstrated greater semantic

involvement. Although the more dorsal parietal region is found
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Table 3. Activation likelihood estimation across reduced datasets.

Domain L/R Region of activation Peak MNI coordinate

x y z

Biological motion R Posterior STS/MTG/ITG 50 −68 0

50 −64 2

60 −42 16

L Posterior MTG −50 −68 8

Faces R Posterior STG 54 −56 16

54 −52 10

R Posterior ITG 50 −74 2

Theory of mind L TPJ/AG −52 −58 22

R TPJ/AG 56 −52 26

50 −70 8

L STS/MTG −58 −26 −6

consistently for both semantics and theory of mind, it has a

greater likelihood of activation within the theory of mind domain.

Conjunction analyses between faces and semantics and between

faces and theory of mind revealed a similar region of conjunction

in both cases, and no significant voxels for faces over semantics

or theory of mind. Though the faces cluster also shared some

overlapping voxels with semantic control and phonology, this

overlap was minimal, and so those contrasts are shown in the

Supplemental Materials.

Right hemisphere
Significant consistent recruitment of right hemisphere pLTC

regions was found for 5 of the 7 domains: faces, theory of

mind, biological motion, semantics, and phonology. Further ALE

analyses were conducted for subsets of 3 of these domains (theory

of mind, biological motion, and faces), to minimize the possible

confounding effects of overlap in the content of the included

studies (see Fig. 3 and Table 3).

In the STS/MTG, small, overlapping clusters for phonology,

theory of mind, and semantics were revealed; for phonology and

semantics, this included the entire extent of their activation like-

lihood in the right hemisphere. Theory of mind, biological motion,

and faces all engaged posterior aspects of the pLTC, yet differed

on the ventral-dorsal dimension. Theory of mind consistently

recruited the AG and posterior STG. Biological motion engaged the

posterior aspects of the temporal lobe, including MTG, ITG and

to a lesser extent, STG. A small region of posterior MTG/STS was

implicated in the faces domain, overlapping with both biological

motion and theory of mind, along with a cluster in the most

posterior part of the MTG, close to the temporo-occipital border,

and which overlapped the posterior edge of the biological motion

cluster.

There were 2 areas of overlapping voxels in the right hemi-

sphere: theory of mind, biological motion, and faces overlapped

in the most posterior and dorsal part of the ROI, whereas theory

of mind, phonology, and semantics overlapped with one another

in the STS/MTG (see Fig. 4 and Table 4). As theory ofmind engaged

a more dorsal region than biological motion, their overlap was

minimal at the edge of each cluster, suggesting distinct, albeit

nearby areas are implicated in these domains. However, the more

anterior faces cluster was intermediate between theory of mind

and biological motion, showing considerable overlap with both,

whereas the more posterior faces cluster also overlapped nearly

entirely with the biological motion cluster. To assess whether this

overlap was the result of the use of face stimuli in some studies

within the biologicalmotion and theory ofmind domains, reduced

datasets excluding face stimuli were considered. Removing face

stimuli had little effect; the studies employing face stimuli are

insufficient to explain the overlap between theory of mind or

biological motion and faces. In addition, the overlap between

theory of mind and faces could be hypothesized to be due to the

use of emotional recognition tasks in the face domain, a task

used to assess both face processing and theory of mind. How-

ever, excluding experiments featuring explicit emotion evaluation

tasks from the faces domain, did not reduce this overlap. Indeed,

although fewer studies resulted in a smaller cluster, it was the

regions that overlappedwith biologicalmotion and theory ofmind

that remained. Thus, these potential confounds cannot explain

the identified organization of right pLTC, with substantial overlap

between faces and both theory of mind and biological motion,

even after controlling for these effects.

The results of pairwise formal contrast analyses between these

domains are shown in Fig. 4 (also see Table 4). As the cross-

domain overlap could not be explained by any of the factors

assessed in the reduced datasets for theory of mind, biologi-

cal motion, and faces, these formal contrasts employed the full

datasets in each of these cases, to maximize power. Formal con-

trasts between reduced datasets gave similar results and can

be found in the Supplemental Materials (Supplemental Figs. 17–

19, see online supplementary material for a color version of

these figures). Contrast analyses demonstrated significant differ-

ences in activation likelihood across the majority of the biological

motion and theory of mind clusters, suggesting relatively distinct

regions for biological motion, in the most posterior part of the

MTG at the border of the occipital lobe, and theory of mind, in

the AG. Although overlapping with the faces domain, areas in

each of these subregions displayed significantly greater activation

likelihood for their associated domain than for faces. Although

a small region of posterior MTG was identified for faces over

theory of mind, this fell within the biological motion area and

there were no significant voxels for faces over biological motion

in the subtraction analysis. This provides no support in favor of

there being face-specific (i.e. exclusively involved in faces) pLTC

subregions, although some areas may show relatively greater

responses to face stimuli.

Contrast analyses between phonology, semantics and theory

of mind revealed a similar pattern as seen in the left-hemisphere

homologue. In the STS/MTG region, semantics and theory ofmind

showed significant conjunction only. However, both domains

showed a small cluster of conjunction with phonology in pSTS,
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Fig. 3.Activation likelihood estimationmaps for the 5 domains with significant results in the right hemisphere, at a voxel-level cluster-forming threshold
of P<0.001 and a cluster threshold of P<0.05 (FWE corrected). Top: overlap between domains, without (top left) and with (top right) exclusions designed
to minimize overlap in the included content. Bottom rows: ALE maps for the 5 domains, plus ALE maps constructed using reduced datasets for 3 of the
domains. For domains not shown (semantic control and tools), no significant activation likelihood was found in the right hemisphere.

with a region in STG appearing for both phonology over semantics

and phonology over theory of mind, indicating that this more

dorsal STG region may be recruited for phonology alone in the

right hemisphere, as in the left.

Discussion

Direct comparison across a series of 7 ALE meta-analyses assess-

ing diverse domains, delineated the functional organization of the

pLTC. The resulting structure was neither a single discrete region

per domain (as previously associated with the basal temporal

lobe; Kanwisher 2017) nor a highly overlapping region suggest-

ing a great deal of shared processing across many domains (as

identified in the inferior parietal cortex; Humphreys and Lambon

Ralph 2015), but a midpoint on this continuum. Many domains

recruited dissociable areas, likely reflecting discrete functional

regions. However, a number of domains implicated highly simi-

lar subregions and may reflect shared processing. This may be

expected as the domains vary in breadth, with a limited number

of domains having hierarchical relationships, such as between

tools and semantics.However, these domains are typically studied

independently and the precise nature of their neural relationships

(e.g. tools overlapping with semantic control but not semantic

representation, faces overlapping with theory of mind and not

semantics) is not apparent without testing. In addition, some

broad domains (e.g. theory of mind and semantic representation)

were also found to rely on overlapping neural correlates. These

findings have been synthesized into a summary diagram (Fig. 5).

The remainder of the Discussion considers this organization and
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10 | Cerebral Cortex, 2022

Fig. 4. Formal contrast analyses between pairs of domains with overlap in the right hemisphere at a voxel-level threshold of P< 0.001 (uncorrected). For
each pair of images, left: pairwise overlays of ALE maps, showing domain A in red and domain B in green, with overlap in yellow. For each pair of images,
right: results of formal contrast and conjunction analyses; domain A>B is shown in red, B>A in green, and their conjunction in blue.

its implications, including possible explanations for the reliance

of multiple domains on shared regions.

Left-lateralized domains
Semantics and phonology

Both semantics and phonology had a left-hemisphere focus,

with some limited right pSTS involvement. These domains were

underpinned by dissociable pLTC regions consistent with previous

meta-analytic, theoretical, and neuropsychological work (Bates

et al. 2003; Hickok and Poeppel 2004, 2007; Rogers et al. 2004;

Vigneau et al. 2006; Binder et al. 2009; Friederici 2009, 2011;

Noonan et al. 2013; Mesulam et al. 2014; Jackson 2020). A discrete

region of bilateral STG was implicated in phonology; this region

is associated with processing speech sounds (Binder et al. 2000;

Scott et al. 2000) and damage here is linked to conduction aphasia

(Damasio and Damasio 1980; Hickok 2000; Buchsbaum et al. 2011)

and pure word deafness (Poeppel 2001; Stefanatos et al. 2005).

In contrast, a swathe of the left pSTS extending dorsally to the

ventral edge of AG,was implicated in general semantic processing

(due to its involvement in semantics, yet not semantic control),

which overlapped only minimally with phonology; further, in

both hemispheres, subtraction analyses indicate that the STG

shows significantly greater activation likelihood for phonology

than semantics. This indicates broadly separable regions for

phonology and semantic representation in the pLTC, consistent

with the relative independence of damage to semantic and

phonological processes observed within the neuropsychological

literature (Hodges and Patterson 1996; Robson et al. 2012). For

instance, although damage to the pSTG leads to the combined

semantic-phonological impairment seen in Wernicke’s aphasia,

lesions in the pMTG result in multimodal semantic impairment

without phonological impairment, seen in semantic aphasia

(Robson et al. 2012). This dissociation is consistent with sharper

cytoarchitectural distinctions between the STG and MTG than

between other temporal gyri (Brodmann 1909; Bajada et al.

2017; Jackson et al. 2018). The precise interpretation of the

semantic left pSTS region, which is seen in the present analysis

for semantics but not phonology, and is on the edge of the

posterior temporal semantic control region, requires further

investigation. One possibility is that the pSTS region may be

involved in the comprehension of sentences (Friederici et al. 2003,

2009) or of narrative gestalt meaning, increasing its involvement

as consistent, time-extended meaning builds up, perhaps in

conjunction with parietal regions (Yeshurun et al. 2017; Branzi

et al. 2020).
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Table 4. Pairwise contrast analyses in the right hemisphere.

Contrast Region of activation Peak MNI coordinate

x y z

Subtraction analyses

Faces > theory of mind MTG 54 −47 3

52 −50 6

55 −45 2

Theory of mind > faces STG/AG 61 −51 25

50 −52 28

54 −52 32

Biological motion > theory of mind ITG/MTG 52 −61 2

STG 61 −40 12

Theory of mind > biological motion TPJ/AG 56 −55 27

Biological motion > faces MTG 52 −63 3

Faces > biological motion No peaks

Semantics > theory of mind No peaks

Theory of mind > semantics TPJ/AG 56 −52 22

Semantics > phonology No peaks

Phonology > semantics STG 59 −30 7

Phonology > theory of mind STG 57 −26 6

Theory of mind > phonology TPJ/AG 56 −52 23

Conjunction analyses

Faces & theory of mind STG 54 −50 10

Biological motion & theory of mind STG/MTG 54 −52 10

50 −60 12

Biological motion & faces STG 52 −50 8

ITG 50 −74 2

48 −70 −8

Semantics & theory of mind STS/MTG 52 −32 0

Semantics & phonology STS 56 −28 2

Phonology & theory of mind STS 56 −32 0

Fig. 5. A synthesis of results across the 7 domains in the bilateral posterior lateral temporal cortex ROI. Regions with distinct activation are seen for
some domains, e.g. phonology and biological motion, whereas some domains appear subsumed by others, such as tools by semantic control (indicated
by dashed lines). To aid interpretation based on the full set of analyses assessing and comparing each domain, this synthesis figure comprises a number
of clusters from ALE analyses of a single domain (semantic control, biological motion, theory of mind, and left-hemisphere phonology), as well as the
results of subtraction and conjunction analyses between domains (for the phonology and semantics clusters in bilateral STS/STG).

Semantic control, tools, and phonology

The left pITG/pMTG/pSTS was also associated with semantics,

specifically its controlled access andmanipulation; no significant

activation likelihood for semantics or semantic control was found

in the right hemisphere homologue of this region, with the right

pSTS semantics cluster lyingmore anterior to this area, consistent

with prior whole brain results (Noonan et al. 2013; Davey et al.

2016; Jackson 2020). This aligns with neuroimaging studies of

semantic control (Jefferies 2013; Noonan et al. 2013; Jackson 2020;

Gao et al. 2021; Hodgson et al. 2021), andwith the regions typically

damaged in semantic aphasia, in which patients have difficulty

accessing weaker or subordinate associations, and poor inhibi-

tion of strong associations, following damage to this area due

to stroke (Jefferies and Lambon Ralph 2006; Corbett et al. 2009;
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Noonan et al. 2009). A posterior lateral temporal region for seman-

tic control is also consistent with modeling work that indicates

a need for control processes to interact with modality-specific

spokes, rather than the multimodal anterior temporal lobe (ATL)

hub (Jackson et al. 2021). This left pLTC region, comprising areas

of pMTG, pITG, and pSTS, may act as an intermediary between

the ATL hub and the IFG (Davey et al. 2016), and is well-placed

to interact with surrounding modality-specific spokes, such as

visual areas in the fusiform gyrus and occipital lobe, auditory

areas in the STG, and praxis areas in inferior parietal cortex

(Rogers et al. 2004; Lambon Ralph et al. 2017; Jackson 2020).

Two clusters were also found in left pITG for phonology, both

of which overlapped with semantic control. Previously demon-

strated to respond particularly to hard phonological tasks (Hodg-

son et al. 2021) and implicated in the extended multiple demand

network (Assem et al. 2020), this regionmay reflect shared control

processing for language subdomains or across a broad set of

domains. It is unclear whether this constitutes a discrete region,

or whether pMTG and pITG demonstrate a graded shift in a

preference for the control of meaningful stimuli. The distinction

between control and representation processes seems to be a

key organizational principle for language regions (Jackson 2020;

Hodgson et al. 2021) and the brain more broadly (Duncan 2010;

Fedorenko et al. 2013; Camilleri et al. 2018), and as such is a critical

factor to consider when delineating the organization of the pLTC.

Representation regions engage more dorsal subregions of the left

posterior temporal lobe, whereas control processes—which may

be domain-general, or specific to language—engage more ventral

subregions, including pSTS, pMTG, and pITG (Assem et al. 2020;

Jackson 2020; Hodgson et al. 2021).

Notably, 1 of the 2 clusters of significant conjunction between

phonology and semantic control in the pITG also overlaps with

the tools domain. The pMTG and pITG are both believed to form

part of a “common tool-use circuit”—one that also recruits the

inferior parietal lobe and premotor areas—and it has previously

been proposed that these posterior temporal regions contribute

the storage of function knowledge (Reynaud et al. 2016; Lesourd

et al. 2021). Indeed, tools are one semantic category amongst

many, and the present analyses found no evidence that tools

recruit a distinct region in the pLTC beyond those that are impli-

cated in semantics across other categories; however, it is notable

that tools engage an area of the pLTC specialized for control,

rather than representation, of semantic information. Although

differences in the relative engagement of basal temporal areas

across categories are hypothesized to relate to low level visual

properties of the stimuli (Whatmough et al. 2002; Price et al.

2003; Rogers et al. 2005; Pourtois et al. 2009; Chen and Rogers

2014), differences in the lateral temporal cortexmay have alterna-

tive explanations related to higher-level multimodal processes. In

comparison with other semantic categories, tools may rely more

heavily on control processes (Creem-Regehr and Lee 2005). Much

of our conceptual understanding of a manipulable tool relies on

praxis, which requires the unfolding of a sequence of movements

across time and space. This dynamic time-varying information

may be more complex than the static feature information that is

sufficient for comprehension of most other semantic categories,

such as size or shape, and as such may require greater control

to selectively access and manipulate the relevant features. This

region may perform semantic control for all categories with tools

simply requiring a high level of semantic control, or it may have

a particular role in integrating information between the praxis

network for planning tool use (in the superior parietal lobule and

premotor cortices) and themore conceptual temporal lobe system

for tool knowledge (Lewis 2006; Lesourd et al. 2021). Other regions

implicated in tool processing beyond the pLTC, such as the inferior

parietal cortex,may contributemore to the representation of tools

than their controlled access and manipulation (Ishibashi et al.

2016; Reynaud et al. 2016; Buxbaum 2017).

The relationship between theory of mind and semantics

Theory of mind recruited the same left pLTC and right pSTS sub-

regions as those recruited for semantic representation, including

the pSTS and ventral AG. This area is often labeled as the TPJ in

theory of mind literature, a region considered to be of particular

importance for mentalizing (Saxe and Kanwisher 2003; Carring-

ton and Bailey 2009; Schurz et al. 2014, 2017; Molenberghs et al.

2016). It has previously been established that the theory of mind

network includes semantic regions (Olson et al. 2007, 2013; Duval

et al. 2012; Binney and Ramsey 2020; Diveica et al. 2021); here, by

formally comparing across domains, we have demonstrated that

the same regions are recruited for both domains, a similarity that

may typically be obscured by the inconsistent use of anatomical

terms or the tendency to investigate each domain independently.

There are many possibilities for this high degree of overlap in the

left pLTC. Many theory of mind tasks involve meaningful stimuli,

such as narratives or vignettes, which would necessarily engage

semantic processing areas to comprehend the meanings of the

words and track meaning—or indeed multiple meanings—over

time (Molenberghs et al. 2016; Branzi et al. 2020), and so this

overlapmay simply reflect a need for the engagement of semantic

networks in theory of mind processing (Binney and Ramsey 2020;

Diveica et al. 2021). These activations may have been detected in

the present meta-analysis due to different theory of mind task

conditions not being adequately matched on semantic demands.

Direct contrasts reveal that although the ventral anterior AG

is engaged for both domains, activation likelihood is significantly

higher for theory of mind than semantics in this region. Further-

more, the right AG was identified for theory of mind but not

semantic cognition. This may suggest that the AG is responsible

for theory of mind and some of the semantic studies engage

relevant processes.However, themajority of semantic studies that

were included utilized single words, which should not require

theory of mind processing. Indeed, the role of the AG is a focus

of great debate within the semantic cognition literature (Graves

et al. 2010; Seghier et al. 2010; Binder and Desai 2011; Noonan

et al. 2013; Seghier 2013; Davey et al. 2015; Humphreys et al. 2021)

and the laterality of the semantic network is task- and stimuli-

dependent (Rice et al. 2015, 2018). Similarly, although theory of

mind is often considered to rely on right-lateralized areas (Saxe

andWexler 2005; Döhnel et al. 2012), itmay be that these laterality

differences are present only after subtracting a left-lateralized

verbal semantics network through the use of a non-mentalizing

story in false belief tasks. Thus, a more nuanced explanation

may require consideration of multiple different factors affecting

both the recruitment of the AG and the laterality of the net-

work engaged, such as the use of sentences (Branzi et al. 2020;

Humphreys et al. 2020), the stimulus modality, and the effect of

difficulty-dependent deactivation (Raichle et al. 2001; Humphreys

et al. 2015; Jackson et al. 2019), as well as the social nature of

the stimuli. Indeed, as the theory of mind dataset contains a

large number of tasks with full sentences, whereas the seman-

tics dataset contains many tasks that focus on single words,

this region may show relatively greater activation for theory of

mind on the basis of stimuli differences and not theory of mind

requirements. If this is viewed as one large bilateral network

performing both kinds of tasks with variations in the locus of peak
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activation, a very different picture emerges of the regions respon-

sible for these domains. The overlap between these 2 domains

demonstrates the clear need for cross-domain comparisons and

careful consideration of terminology. It may be that the questions

surrounding the AG and the pLTC in the theory of mind and

semantic literature form 2 parts of a single puzzle where progress

would be best achieved by bringing these domains together in

future research.

Right-lateralized domains
Some domains engaged the right pLTC to a relatively greater

extent than the left. Biological motion had a right hemisphere

focus, engaging a distinct region ventral to theory of mind, cen-

tered on the most posterior aspect of MTG (posterior to the other

left-hemisphere pMTG subregions), immediately ventral to the

AG, and anterior to the occipital lobe. This placement is consistent

with prior assessments identifying a region in pSTS for processing

dynamic biological stimuli, and forms part of the dorsal route

for visual input, with biological motion processing necessitating

connections from occipital cortex, including the extrastriate body

area (a region demonstrating preferential responses to static body

stimuli; Allison et al. 2000; Downing et al. 2001, 2006; Vaina

et al. 2001; Grossman and Blake 2002; Rizzolatti and Matelli

2003; Astafiev et al. 2004; Spiridon et al. 2006; Taylor et al. 2007;

Myers and Sowden 2008; Kontaris et al. 2009; Thompson and

Parasuraman 2012; Sokolov et al. 2018). Faces similarly showed

a right hemisphere focus, with only a small cluster in the left

hemisphere, located in the homologue of the right pSTS cluster.

It is also notable that the overall pattern of relative lateralization

in the biological motion and faces domains seen in the present

analysis is consistent with the suggestion that social domains

are typically right-lateralized (Grossman et al. 2000; Saxe et al.

2004; Saxe and Wexler 2005; Rossion et al. 2012; Dasgupta et al.

2017), and with connectivity analyses that find the right pSTS to

be more strongly connected to other biological motion and face

processing regions in the right hemisphere, than the left pSTS is to

its counterparts (Dasgupta et al. 2017). However, it is important to

be cautiouswhen interpreting lateralization in the present results,

as a lack of extensive left hemisphere activation likelihood for

a given domain does not prove that additional left pLTC regions

are not recruited. Formal laterality analyses may be warranted in

future studies, to investigate this more closely.

Although distinct regions, the proximity of theory of mind and

biological motion areas may support crucial interactions between

these domains. Both of these regions demonstrate partial overlap

with a small region identified for faces around their border in

the right pSTS. This corresponds to a known face-responsive

area that is specialized for processing changeable aspects of a

face, such as expression, lip movement, and eye gaze (Haxby

et al. 2000; Hoffman and Haxby 2000; O’Toole et al. 2002; Calder

and Young 2005; Bernstein and Yovel 2015), and which has been

argued to constitute part of a third visual pathway for social

perception (Pitcher and Ungerleider 2021), although this region

is typically reported to be bilateral (O’Toole et al. 2002; Bernstein

and Yovel 2015; Müller et al. 2018b). The relatively greater extent

of activation likelihood in the right hemisphere in the present

analysis could be due to biases in the literature, such as focusing

on the right hemisphere for faces or assessing nonspeech facial

expressions and movements (De Winter et al. 2015). This face

region falls entirely within areas implicated in theory of mind

and biological motion without displaying significantly greater

engagement for faces. Indeed, when revisiting the prior literature

with this result in mind, it is not clear that this face pSTS region

has been reliably differentiated from the proposed pSTS region

for biological motion (Allison et al. 2000; Peelen et al. 2006; Engell

and McCarthy 2013). Similarly, though the cluster for faces in

the right posterior MTG near the border with the occipital lobe

may correspond to a proposed face-selective region known as the

occipital face area (OFA; Gauthier et al. 2000; Haxby et al. 2000;

Pitcher et al. 2011), this same region appeared in the conjunction

for faces and biological motion with no significant voxels in the

faces over biological motion subtraction analysis. Taken together

with the lack of significant results for faces over semantics or

theory of mind in the left hemisphere, these present results do

not suggest the existence of a face-specific region in the pLTC.

It is, of course, possible that this region responds differentially

across semantic categories, or that it contains distinct neural

populations subserving each domain, but these possibilities can-

not be disentangled with meta-analyses or group-level analyses.

Alternatively, the engagement of this region for faces may simply

reflect the common engagement of biological motion and theory

of mind processes in studies employing face stimuli. The process-

ing of dynamic and changeable aspects of facesmay be subserved

by the pSTS as a subset of all dynamic body stimuli. Thus, this

region may not be specialized for faces exclusively, but instead

for the processing of dynamic biological stimuli in ventral aspects

and for information about intentional action more broadly in

dorsal aspects, of which expression and facial movements are a

subset. The extensive connectivity of the pSTS with regions that

subserve social processing tasks, such as the perception of salient

social stimuli, the observation and understanding of intentional

action, and the attribution of mental states could support this

interpretation and may suggest a particular role for this region

as a hub or interface between networks supporting distinct tasks

(Yang et al. 2015; Dasgupta et al. 2017).

Conclusions

The application of a cross-domain approach here has helped

elucidate the wider organization of the pLTC, illuminating possi-

ble subregions and highlighting previously obscured relationships

between different domains. Direct comparison utilizing a large

amount of data across domains, using the ALE method, allowed

for a single high-powered study in contrast to a single task-

based neuroimaging study,whichwould have far smaller samples,

may be underpowered (Ioannidis 2005; Szucs and Ioannidis 2020),

and must rely upon single, often idiosyncratic, tasks. Here, we

have been able to include thousands of participants, and capture

common activations across the different variations of tasks used

to assess a process or domain. The hypotheses generated here

may be tested within individual participants, to further examine

to what extent apparent overlapping activation is indeed due to

shared regions or processes.
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