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Management scholarship is beginning to grapple with the growing popularity of machine
learning (ML) as an analytical tool. While quantitative research in our discipline remains
heavily influenced by positivist thinking and statistical modelling underpinned by null hy-
pothesis significance testing, ML is increasingly used to solve technical, computationally
demanding problems. In this paper, we argue for a wider, more systematic adoption of
the key tenets of ML in quantitative management scholarship, both in conjunction with
and, where appropriate, as an alternative to canonical forms of statistical modelling. We
discuss howML can extend the boundaries of quantitative management scholarship, help
management scholars to unpack complex phenomena, and improve the overall trustwor-
thiness of quantitative research. The paper provides a representative review of the use of
ML to date and uses a worked example to demonstrate the value of ML for management
scholarship.

Introduction

In a seminal work on automation and techno-
logical change, Brynjolfsson and McAfee (2016)
shared an almost flawless experience of testing a
driverless car, which beat their wildest expectations
of the cognitive tasks that computers can accom-
plish. Underlying this rapid advancement is the
revolution in machine learning (ML), a multidisci-
plinary field that combines insights from computer
science and statistical learning to build algorithms
capable of learning patterns and associations from
data without human supervision (Breiman, 2001a;
Friedman, 2006). ML has spurred on cutting-edge
methodological debates across the social sciences
on how to utilize the better predictive accuracy
and replicability of ML models relative to tra-
ditional methods of statistical analysis (Athey &
Imbens, 2015, 2019; Grimmer, 2015; McFarland
et al., 2016; Molina & Garip, 2019). In manage-
ment scholarship, ML has been recognized and

implemented for decades (Bennell et al., 2006),
albeit mostly as a niche tool for solving techni-
cal problems (e.g., working with extremely large
datasets, unstructured/text data). This study con-
tributes to a nascent methodological debate of
howML can be leveraged to advance management
scholarship (Leavitt et al., 2021; Choudhury et al.,
2021; Shrestha et al., 2021).
We engage with ML holistically and argue

that a wider adoption of its key principles can
encourage new ways of thinking about the types
of research questions that can be addressed with
quantitative methods and increase the replica-
bility and trustworthiness of research findings.
The paper begins with a review of existing ten-
sions in quantitative management scholarship,
focusing on the prevalence of positivist thinking,
null hypothesis significance testing (NHST), and
statistical modelling as a tool to generate valid,
replicableknowledge (Mingers, 2006; Scandura &
Williams, 2000). We then place ML in the context
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of ongoing methodological innovation and argue
that it can advance management scholarship in
three interrelated ways. First, as a methodology
underpinned by a model-agnostic, algorithmic
approach to data analysis, ML is capable of lever-
aging the explanatory power of observational
data (Breiman, 2001a, p. 199). ML can ensure a
more balanced methodological paradigm, where
abductive and exploratory quantitative studies are
on an equal footing with deductive, hypothesis-
testing contributions. That will carve out space for
theory-generating quantitative research and unex-
pected, counterintuitive findings that go against
current norms and expectations (Ethiraj et al.,
2016; Leavitt et al., 2021).

Second, ML rests on out-of-sample predictions
whereby an algorithm is trained on a subset of data
and evaluated depending on how well it performs
on previously unseen data. Management schol-
arship can benefit from a greater use of out-of-
sample predictions and concomitant procedures
of cross-validation and regularization in addition
to in-sample goodness of fit in canonical statisti-
cal models. That will contribute to the better gen-
eralizability and replicability of quantitative find-
ings (Blockeel & Struyf, 2002; Sarstedt & Danks,
2021). Third, wider use of non-parametric, so-
called ‘black box’, learning algorithms in conjunc-
tion with contemporary techniques of global and
local interpretableMLwill contribute new insights
to theory testing and causal inference by allowing
us to unpack complex, non-monotonous and non-
linear effects that canonical statistical models over-
look (Leavitt et al., 2021).

We provide a worked example of ML appli-
cation with real-world data from the Eurofound
Company Survey to demonstrate how these steps
can work in practice. In the worked example, we
focus on supervised ensemble algorithms and re-
gression analysis, a class of methods frequently
deployed by management scholars. Using firms’
product and service innovation as an outcome
variable, we show that: (a) additional focus on
generalizability beyond directly observed data and
predictive accuracy has implications for the inter-
pretation of empirical results; (b) non-parametric
algorithms are useful for predicting rare events
(e.g., innovative firms in the worked example); and
(c) techniques of interpretable ML can detect pat-
terns that parametric regression analysis misses. In
the concluding sections, we reflect on the limita-
tions of ML and provide a note of caution in how

it should be applied to avoid widespread abuses of
algorithmic modelling.

Background
Entrenched tensions in quantitative management
scholarship

Quantitativemanagement scholarship is renowned
for methodological conservatism. It continues to
rely (often implicitly) on positivist thinking, where
theoretical assumptions are tested by a posteri-
ori knowledge derived from statistical modelling.
That ensures universality of the graduate curricu-
lum and the peer review process. However, recent
decades have witnessed a growing critique of the
current paradigm amid calls for innovation and
methodological diversity. The critique proceeds
along three interrelated strands.

First, a continuing reliance on positivist think-
ing and confirmatory hypothesis testing restricts
the scope and depth of research questions that
can be answered with quantitative methods. The
current imperative, with historical roots in posi-
tivism and naïve realism (Mingers, 2006; Wicks &
Freeman, 1998), reduces theoretical postulates to
confirmatory, theory-driven statements. This pre-
scribes that research hypotheses take a narrow
form, for example: ‘There is an association be-
tweenX andY’ or ‘X positively affectsY’.Manage-
ment research based on such hypotheses attempts
to positively verify theoretical assumptions, while
pushing data-driven and theory-generating studies
to the fringes of quantitativemanagement scholar-
ship.

The second issue is a de facto use of NHST as a
yardstick to draw theoretical conclusions about re-
lationships between the variables of interest (Am-
rhein et al., 2019; Bzdok et al., 2018; Gigerenzer
&Marewski, 2015; Ziliak &McCloskey, 2008). As
an inductive process of quantifying the probability
– under the null hypothesis – of finding the same
or more extreme results than in the data at hand
(Perezgonzalez, 2015; Szucs & Ioannidis, 2017),
NHST is not a measure of the probability of the
null or alternative hypotheses being true (Ziliak &
McCloskey, 2008). BecauseNHST cannot confirm
the null hypothesis, there is a high risk of a quan-
titative study turning into a quest for statistically
significant results, leading to p-hacking, namely
a process of selectively reporting significant re-
sults while omitting non-significant effects and
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under-reporting low effect sizes (Killeen, 2005). P-
hacking and publication bias are the main causes
for the replication crisis, highlighting the failure
of our discipline to reproduce the results of many
prominent studies (Bergh et al., 2017; Christensen
&Miguel, 2018; Duvendack et al., 2017; Goldfarb
& King, 2016; Nelson et al., 2018; Pagell, 2020;
Open Science Collaboration, 2015).

Third, the generation of valid, rigorous knowl-
edge continues to be understood as a process of
fitting an a priori model to observational data
(Mingers, 2006). How well a model performs out-
side directly observed data is not a problem rou-
tinely addressed by canonical statistical modelling
(Gigerenzer & Marewski, 2015). This becomes
increasingly problematic because in management
scholarship, statistical models are built predom-
inantly on stringent distributional assumptions
concerning an unknown data generation process
(in statistical theory, real-world, unobserved pro-
cesses that produce data). Such assumptions are
unlikely to hold in inference with observational,
non-experimental datasets used for studying com-
plex, non-monotonous effects (e.g., Schulz et al.,
2022).

Methodological innovation

A growing perception among scholars that the
foregoing tensions impede methodological in-
novation has led to several developments. First,
major steps have been undertaken to increase
the transparency and trustworthiness of statis-
tical modelling. These include meta-analysis as
a means to arrive at generalizable scientific con-
clusions (Sharpe & Poets, 2020), alongside less
drastic measures aimed at reducing p-hacking
and taking greater care of type I and type II
errors: for example, by paying close attention to
the representativeness of sampling frames and
reducing selection bias in sampling procedures;
and by reporting effect size, confidence intervals,
and statistical power (Pagell, 2020; Simmons et al.,
2011). These initiatives are being implemented to
ensure that where NHST is used, it is carried out
appropriately and with caution (Simmons et al.,
2011). More radical solutions assume dropping
NHST altogether or turning to viable alterna-
tives, for example Bayesian hypotheses testing
(Andraszewicz et al., 2015).

Second, quantitative management scholarship
has started to shift towards more robust ap-

proaches to inference and establishing causal-
ity. Among the key measures are a move away
from primary surveys drawn from samples of
convenience towards large, representative admin-
istrative and panel datasets that are less sus-
ceptible to omitted variable bias and endogene-
ity. Quasi-experimental design, Bayesian networks,
and causal diagrams are among the initiatives
aimed towards estimating treatment effects with
greater robustness (e.g. Rizov et al., 2016).
Third, management scholars have started pay-

ing greater attention to exploratory quantitative
studies, such as cluster analysis, latent class mod-
els, and sequence analysis (Anderson & Maxwell,
2017).More recently, scholars have called for an in-
tegration of predictive analysis into management
scholarship as a necessary addition to the cur-
rently prevalent modelling aimed at producing sta-
tistically unbiased estimates (Hofman et al., 2020).
This is in line with Friedman’s assertion that ‘a
theory [that is] is realistic “enough” can be settled
only by seeing whether it yields predictions that are
good enough for the purpose in hand or that are
better than predictions from alternative theories’
(Friedman, 1953, p. 182).
In what follows, we introduce the core princi-

ples of ML and demonstrate how a wider adop-
tion of such principles both chimes with the afore-
mentioned pathways of methodological change
and can foster further innovation by increasing
the diversity of research problems that quantita-
tive scholars can address, improving real-life im-
pact and the replicability of quantitative studies.

Setting the agenda for a paradigm shift

Machine learning as a distinctive methodological
paradigm. ML algorithms have been around for
decades, but it is only recently that the rise in com-
puter power has unleashed their innovative po-
tential. Inspired by the initial success in pattern
recognition, researchers have adopted algorithmic
modelling in business practice to optimize deliv-
ery routes, forecast demand and performance, de-
tect fraud, and automate hiring solutions (Choud-
hury et al., 2021). Driven by the wide applicabil-
ity of ML software (i.e., IBM Machine Learning,
Google Cloud AI, or Microsoft Azure), the busi-
ness benefits of ML for management and strate-
gic decision making become evident, as shown in
the recent examples in Table 1. These examples
outline the practical application of ML pattern
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6 Valizade et al.

Figure 1. Statistical modelling and machine learning (adopted from Breiman, 2001a, p. 199)

recognition and predicting capabilities in the for-
mulation, implementation, and evaluation of man-
agement issues of strategic importance, focusing
on the tangible, performance-related outcomes of
ML.

ML has started to proliferate in management re-
search, where it is seenmostly as a tool to solve spe-
cific technical problems. A growing body of work
equates ML and big data (e.g., Tonidandel et al.,
2018), while other works focus on the practicali-
ties of big data analytics rather than on ML or
algorithmic modelling in a methodological sense
(Batistič & van der Laken, 2019). Still, a significant
number of emerging research publications suggest
thatMLapplications are prospering across various
management areas (Garg et al., 2021). A review
of representative examples of ML applications al-
ready present in the management literature is out-
lined in the online Appendix, Table 1A. Common
among these examples is a piecemeal adoption of
ML to work with text data (e.g., Schmitt et al.,
2021), solve forecasting tasks (e.g., Hwang et al.,
2020), or establish subgroups of respondents in
heterogeneous populations (e.g., Kellard & Sliwa,
2016).

Few studies in management journals recognize
ML as a standalone methodological paradigm
whose core principles can be adopted in quanti-
tative research irrespective of a specific method
or estimation strategy. Leavitt et al. (2021) place
emphasis on the theory-building potential of ML,
echoing similar arguments in other disciplines
(Adner et al., 2019; Tonidandel et al., 2018). Two
features make ML a distinctive methodological
paradigm:

(1) we seldom directly observe the nature or pro-
cess of the phenomenon and should there-
fore make no strict mathematical assumptions
about it. Hence, the common reference to a
black box in relation to ML (Breiman, 2001a,
see Figure 1);

(2) there is a focus on generalizability by way of
extending the algorithm to previously unseen
data and maximizing predictive accuracy.

In the absence of a model that can approxi-
mate the effect of X on Y, attention switches from
confirming a priori deduced hypotheses (although
that is not an uncommon task in ML, see Corn-
wall et al., 2021) to building an algorithm to pre-
dict/explain the phenomenon in question accu-
rately. As we remain agnostic about the nature of
the data generation process, algorithms ought to
be generalizable beyond the current set of data to
retain predictive accuracy when exposed to pre-
viously unseen data. Underlying that is the prin-
ciple whereby higher predictive accuracy can be
achieved by learning to predict future outcomes
from past experiences. Empirically, this is achieved
by separating the data into three sets: training, test,
and validation. The algorithm is trained to ‘learn’
patterns from the training data; the algorithm is
then extended to the test set to evaluate the algo-
rithm’s predictive accuracy. Thereafter, the chosen
algorithm is fine-tuned to increase predictive accu-
racy and verified once again on the validation set.
Schematically, the process of ML is shown in Fig-
ure 2 (including data pre-processing and a post hoc
explanation of the algorithm).

© 2022 The Authors. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Towards a Paradigm Shift 7

Figure 2. The process of machine learning

There are three interrelated ways in which ML
can foster innovation in quantitative management
scholarship. First, a wider adoption of ML will
diversify the types of questions that can be ad-
dressed with quantitative methods. It is important
to note that ML is perfectly commensurate with
hypothesis-testing research, albeit not strictly in
a confirmatory fashion such that multiple com-
peting hypotheses and broader research questions
can be explored simultaneoulsy (for example, how
does organizational isomorphism influence prod-
uct innovation?). Yet, in the first place, ML will
carve out space for genuinely exploratory ques-
tions (e.g., which factors can explain employee at-
trition among minority ethnic professionals?) that
will be perceived as equally valid relative to confir-
matory hypothesis testing.

The main difference between ML applications
and statistical modelling lies in their approach to
theory. While the current approach to theory test-
ing in management scholarship is largely positivist
(theory – hypotheses – statistical modelling), ML
assumes an abductive logic: it undertakes an it-
erative process between patterns and associations
emerging from the data and provides plausible the-
oretical explanations for these patterns (Leavitt
et al., 2021). ML cannot, in principle, positively
verify a theory, as it seeks the most likely expla-
nation at each step and accepts that such expla-
nations might change as new data become avail-
able. Apart from expanding the scope of questions
available to quantitative researchers, ML offers,
as Leavitt et al. (2021, p. 754) note, a potential

for ‘serendipitous discovery’, where unexpected,
theory-defying results are not dismissed out of
hand (although, as with any method, researchers
should be weary of discovering spurious effects).
Overall, then, applying basic principles of ML

learning in management research should not nec-
essarily affect a pro forma academic paper: the
theoretical background-questions (hypotheses)-
findings structure can remain intact. Qualitatively,
though, the language, inner logic, and an under-
standing of what is considered rigorous knowledge
can differ significantly, reflecting the abductive rea-
soning behind ML.

Algorithmic learning: producing accurate
predictions and generalizable knowledge

Which elements of the ML process depicted in
Figures 1 and 2 can serve as a useful knowledge-
generation tool in quantitative management schol-
arship? Achieving a balance between in-sample
goodness of fit and out-of-sample predictive ac-
curacy (the latter is seldom used in management
research) is the first step (Sarstedt &Danks, 2021).
Instead of relying almost exclusively on sample
goodness of fit, statistical significance, and confi-
dence estimates as the universal characteristics of
model performance, management scholars should
begin to consider how an algorithm performs on
the training, test, and validation sets. By impli-
cation, the issues of overfitting and underfitting
(Figure 3) ought to be given the foremost con-
sideration. When overfitting occurs, the algorithm
picks up too much noise from the training set and
predicts it quite well; however, predictive accuracy
drops substantially when it is applied to new data.
In statistical modelling, scholars are often inter-
ested in how well the model fits the data, for in-
stance, emphasizing how much variation in the
outcome variable can be explained by the proposed
model, commonly referred to by the coefficient of
determination. High determination can, however,
also be the result of overfitting, where additional
variables add noise to the model instead of better
describing actual relationships between variables
(Hawkins, 2004).
In ML, out-of-sample predictive power and

overfitting are addressed by validation, cross-
validation and other similar procedures (Breiman,
2001a, 2001b; Beleites et al., 2005; Kim, 2009).
In cross-validation, data are randomly split into a
number (n) of groups with approximately the same

© 2022 The Authors. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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8 Valizade et al.

Figure 3. Under- and overfitting (Easterby-Smith et al., 2021, p. 391) [Colour figure can be viewed at wileyonlinelibrary.com]

number of observations in each. The first group
remains as the validation sample, while the algo-
rithms are trained on the remaining n− 1 groups.
In this way, each sample is used both to train the
model and as a hold-out sample (James et al.,
2017). To help solve the overfitting problem, ML
applies regularization techniques that aim to min-
imize the instances of picking up noise from the
training set by adding extra information to the al-
gorithms at each step and penalizing the model
for it, thus shrinking the importance of predictors
with lower predictive power. Essentially, the algo-
rithms are trained to detect automatically which
features are relevant for the outcome andwhich are
not (Cohen & Jensen, 1997).

None of the aforementioned procedures are
alien to statistical modelling (see for instance
Stoltzfus, 2011). In reliability analysis, test–retest
techniques are widely used, and various resam-
pling techniques (e.g., jackknife, bootstrapping)
are commonplace.What setsML apart from statis-
tical modelling is the focus on predictive accuracy
and performance on previously unseen data.Man-
agement scholars would benefit from greater atten-
tion to these issues as indicators of model perfor-
mance without necessarily abandoning canonical
estimation procedures in statistical modelling (e.g.,
OLS or maximum likelihood regression). That will
mitigate the risks associated with potential abuses
of NHST.

The explanatory potential of algorithmic learning

A more balanced approach between the focus on
unbiased estimates and predictive accuracy does
not, in itself, require further adoption of more
complex, black box learning algorithms. Increas-

ingly, however, management scholarship can ben-
efit from the use of more complex models. For ex-
ample, Muchlinski et al. (2016) demonstrate that
in the analysis of rare events, canonical statisti-
cal models (e.g., logistic regression) fail to pre-
dict such events correctly in out-of-sample data,
whereas non-parametric learning algorithms (e.g.,
random forest, RF) provide much higher predic-
tive accuracy. This is a potentially important qual-
ity of algorithmic learning, in that more accurate
predictions of the events and parameters thatman-
agement scholars are interested in have greater the-
oretical value. As shown in previous research, a
model that more accurately predicts the likelihood
of employees with specific demographic and occu-
pational characteristics quitting their jobs has sig-
nificant consequences for the theoretical interpre-
tation of empirical results (Sajjadiani et al., 2019).
Thus, closer attention needs to be paid to the
predictive and explanatory potential of so-called
black box ML algorithms.

There are several reasons why such algorithms
can more adequately capture the phenomena com-
monly studied by management scholars. First,
black box algorithms tend to work well with com-
plex problems that are difficult to force into the
stringent assumptions of statistical modelling. Al-
gorithms generally show better predictive accu-
racy, and they can also unpack non-monotonous
effects by identifying crucial inflection points
(Grimmer, 2015). Second, such algorithms are bet-
ter at dealing with the variance–bias trade-off, the
aspect of choosing a model in the training data
that best fits the validation data rather than the
training dataset itself. ML ensemble methods such
as RF (an algorithm based on fitting multiple deci-
sion trees generated by bootstrapping or bagging)

© 2022 The Authors. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.

 14678551, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1467-8551.12678 by <

Shibboleth>
-m

em
ber@

leeds.ac.uk, W
iley O

nline L
ibrary on [03/04/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Towards a Paradigm Shift 9

have been shown to work well in achieving this
by resampling the training data and dealing with
overfitting by being robust to noise and outliers
(Breiman, 2001b).

Strictly speaking, black box is a misnomer in
that it implies a lack of transparency in how an
algorithm arrives at certain results. That is not en-
tirely correct, as the mathematical and computa-
tional rationale for many ML algorithms is well
established and can be worked through (with the
exception of some deep learning algorithms). The
term black box refers to agnosticism in relation to
data generation processes and corresponding dis-
tributions in the population, whereas a general use
of the term emphasizes a lack of easily derivable
estimates from the model akin to the regression
coefficients and confidence intervals in canonical
statistical analysis (Breiman, 2001a; Svetnik et al.,
2003). The field of interpretable ML is rapidly
growing. In ensemble algorithms, an early solution
was to utilize feature importance scores proxied by
impurity-based metrics (the likelihood that a ran-
domly chosen feature predicts the outcome incor-
rectly) and permutation importance scores (esti-
mating the effect on predictive accuracy by ran-
domly reshuffling predictors) (Choudhury et al.,
2021; Svetnik et al., 2003). Another way of peep-
ing inside the black box was to extract a single eas-
ily interpretable predictivemodel (for instance, one
tree from all the trees in RF) (Choudhury et al.,
2021).However, these solutions fell short of the ‘el-
egance’ of confidence estimates afforded by more
traditional regression models. That has changed
dramatically in the past decade, with the emer-
gence of various techniques of global and local in-
terpretation of learning algorithms (ElShawi et al.,
2020; Slack et al., 2020).

The idea behind global interpretive ML is to ex-
tract effects for an average, representative case in a
data sample in a manner similar to that used to ex-
tract marginal effects in the regression framework.
In a seminal article, Friedman (2001) developed
partial dependence plots (PDPs), displaying aver-
age predicted non-linear effects between the pre-
dicted response and one or more predictors; PDPs
were recently succeeded by unbiased accumulated
local effects (ALE) plots that relax the assumption
of independence of predictors. Schulz et al. (2022)
employedRFmodels in addition to traditional lin-
ear random intercept multilevel models to investi-
gate the relationship between intra-workplace pay
inequality and employee trust in managers. While

the random intercept model with a polynomial
term did not yield any significant results, PDPs in-
dicated a clear and theoretically relevant average
non-linear, inverse U-shaped relationship. Earlier
work by Somers and Casal (2009) deployed neural
networks to reveal the non-linear relationship be-
tween job satisfaction and job performance missed
by traditional ordinary least squares regression.
Global interpretive techniques can identify con-

ceptually relevant inflection points. However, they
might mask heterogeneous effects in a data sam-
ple. Localmethods of interpretive learning address
this. Goldstein et al. (2015) developed individual
conditional expectation (ICE) plots as a refine-
ment to PDPs; these graphically visualize the par-
tial relationship for each individual observation in
the data. By combining PDPs and ICE plots, re-
searchers can uncover variable, multidirectional ef-
fects in the data (see Schulz et al., 2022). More re-
cently, ALE plots have been developed as an unbi-
ased alternative to PDPs.
Developments in local interpretable learning

include model-agnostic explanation, which stick
closer to the algorithmic black box and provide
interpretable solutions that maintain flexibility in
the choice of models (Ribeiro et al., 2016). Exam-
ples of such solutions include local surrogate mod-
els (a local interpretable model-agnostic explana-
tion, or LIME, is an example of black box pre-
dictions expressed in a linear form for every case
in a dataset) and SHapley Additive exPlanations
(SHAP), where game theory is leveraged to ex-
plain the outputs of ML (see Slack et al., 2020 for
more recent derivatives of these models). SHAP
is a particularly useful approach, as apart from a
local explanation, where each observation is given
a unique set of values describing the effects per-
taining to it, it can be extended to a global case
to show the contribution of each predictor to the
outcome. SHAP values are directly extracted from
tree-basedmodels (e.g., RFmodels) rather than by
narrowing the model down to a linear equivalent
(Lundberg & Lee, 2017).
Overall, then, the distinction between global and

local interpretation, as well as the ability of ML to
detect non-linear, non-monotonous patterns, can
impact theory development and the testing of mid-
range theories in heterogeneous data with differ-
ent layers of complexity (Leavitt et al., 2021). It
is worth emphasising that the notion of global
and local fit is present in statistical modelling too,
although mostly in relation to estimates of how an

© 2022 The Authors. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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10 Valizade et al.

a priori theoretical model fits observational data.
The meaning of global and local interpretation
in ML learning is different, as shown above. The
same concerns detection on non-linear patterns
which are, of course, available in canonical statis-
tical models. However, ML is generally superior
where non-linear patterns do not obey strict math-
ematical functions (e.g., a quadratic term). These
aspects of ML can contribute to empirical and
theory-driven studies, as we demonstrate next in
the worked example.

Worked example
Data and method

To demonstrate the innovative potential of ML,
we used publicly available data from Eurofound’s
2019 Company Survey – a management question-
naire with 21,869 observations from 28 European
countries – to look at a strategically important
phenomenon in management: product and service
innovation. This technical exercise aims to show
what the basic application of ML can achieve.

The outcome variable was coded as a dummy
that took the value ‘1’ if the firm had engaged in
product and service innovation in the past three
years, and ‘0’ otherwise. As with many quanti-
tative studies in management scholarship, we in-
cluded a range of contextual variables as predic-
tors in the model: engagement in other types of in-
novation (process and marketing), engagement in
e-commerce, use of customized applications, use
of data analytics, use of robots, company size,
industry sector, type of establishment, change in
management, employee task autonomy, pay de-
termination, levels of hierarchy, use of collective
labour agreements, and degree of market compe-
tition (further description of the variables can be
found in the online Appendix, Table 2A). After
omitting missing variables, the final sample con-
sisted of 17,208 observations.

Given the binary categorical nature of the out-
come variable – innovative versus non-innovative
– the standard choice of a canonical statisti-
cal model is binomial logistic regression, where
logit(π i), the log-odds of the underlying probabil-
ity, is a linear function of the predictors: logit(π i)
= x

′
iβ. The non-parametric black box counter-

part to logistic regression is a classification super-
vised learning algorithm that can take the form
of ensemble methods (e.g., RF, gradient boosting),

deep learning (e.g., artificial neural network), and
other algorithms (e.g., support vector machine).
The choice of the optimal algorithm is itself a
learning process. By way of example, we demon-
strate the performance of RF. Following the pro-
cess of ML outlined in Figure 2, we divided the
data into training data (70 per cent, i.e. 12,044 ob-
servations) and test data (30 per cent, i.e. 5164 ob-
servations) and deployed tenfold cross-validation.
We let the algorithm learn patterns using the train-
ing data, applied it to the test data, and there-
after fine-tuned the algorithm to improve predic-
tive accuracy. We did so with logistic regression
first, to demonstrate how a model commonly used
in canonical statistical modelling can be applied in
line withML principles. We then deployed a ‘black
box’ algorithm (RF) and used 524 global and local
methods of interpretable learning.

We now present the outcomes of logistic re-
gression next to RF, beginning with traditional
reported statistics for the logistic regression model
and followed by the assessment of predictive
accuracy and interpretation of empirical results
(complete outputs are reported in onlineAppendix
2). For the latter, we zoom in on one predictor:
the level of organizational hierarchy (indicating
the number of levels in the internal organizational
hierarchy).

Traditional model fit indices

The most commonly used model fit indices for lo-
gistic regression models are log-likelihood ratios,
the Akaike information criterion, and pseudo-R2.
All three indices focus on how well the model fits
the data at hand. The former two are relative per-
formance measures that compare the fit of differ-
ent regression models to establish the superiority
of onemodel over another in terms of unexplained
observations. The latter states the level of variation
in the outcome variable, here product and service
innovation, that is explained by the underlying re-
gression model. Values for all three indices for the
complete model are shown in Table 2 below. Yet,
none of these indices suggest how accurately the
model predicts product and service innovation in
the current data or how well the model performs
when being confronted with unseen data.

Predictive accuracy

We report predictive accuracy using confusionma-
trices. A confusion matrix visualizes the predictive

© 2022 The Authors. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Towards a Paradigm Shift 11

Table 2. Traditional model fit indices for logistic regression models

Values

Pseudo-R2 0.264
Log-likelihood –8340.13
Aike information criterion 16,746.25

Table 3. Confusion matrix: Logit model (full data set)

Predicted ‘0’ Predicted ‘1’ Total Error rate

Actual ‘0’ 9448 1404 10,852 0.129
Actual ‘1’ 2476 3880 6356 0.390
Total 11,924 5284 17,208 0.226

Table 4. Confusion matrix: Tuned random forest model (test data set)

Predicted ‘0’ Predicted ‘1’ Total Error rate

Actual ‘0’ 2717 487 3204 0.152
Actual ‘1’ 556 1404 1960 0.284
Total 3273 1891 5164 0.202

performance of a model by comparing the num-
ber of actual cases in a class (rows) with the num-
ber of predicted cases in the class (columns). The
error rate refers to the percentage of cases not pre-
dicted accurately in each class. Table 3 corresponds
to the logit model (model assumption tests can be
found in online Appendix 2). The binominal logis-
tics model is quite reliable at predicting if compa-
nies are non-innovative (error rate 0.13), but has a
three times higher error rate at predicting innova-
tive establishments (error rate 0.39). This is prob-
lematic, because we are naturally more interested
in the latter.We also performed cross-validation on
the logistic regressionmodel, which yielded similar
error rates and increased the robustness and gener-
alizability of the results (see Appendix 2).

We now turn to the outcomes of hyper-tuned
RF. While the overall error rate is similar to that
of the logit model, the error rate in predicting in-
novative firms, the aspect we are interested in, has
decreased to 0.28 (see Table 4). This amounts to
an average 15 per cent reduction in the error rate
in predicting innovative firms accurately when tak-
ing the logit model as a benchmark.

Figure 4 shows the variable importance score for
each predictor. ‘MeanDecreaseAccuracy’ indicates
the average loss in the model’s accuracy in predict-
ing the outcome variable if the predictor is omitted
from the model. For example, removing ‘Process
innovation’ from the model would result in an in-
creased misclassification of more than 250 cases.

Figure 4. Variable importance scores

To show how ML can identify non-linear, non-
monotonous relationships, Figures 5 and 6 visu-
alize the relationship between the levels of hierar-
chy and product and service innovation. The PDP
(Figure 5) suggests a non-linear, approximately in-
verse U-shaped relationship that would be unde-
tected in logistic regression (see marginal effects

© 2022 The Authors. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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12 Valizade et al.

Figure 5. Partial dependence plot

Figure 6. Marginal effects plot

derived by logistic regression in Figure 6). Based
on the findings from the RF model, we tested for
non-linearity in the logistic regression model using
a quadratic term. The regression coefficients were
non-significant, that is, the found non-linearity

was not detected even after testing for it (see the
output table in online Appendix, Table 2D).

A further step in the analysis can be the use
of local agnostic explanations to estimate the ef-
fects of predictors across individual respondents

© 2022 The Authors. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Figure 7. SHapley Additive exPlanations (SHAP) analysis
Note: top figure for Construction and bottom figure for Mining and Quarrying sector

or different subgroups in the data. In this exam-
ple, we demonstrate the application of one such
technique: SHAP analysis. SHAP analysis lever-
ages game theory to assess every possible combi-
nation of predictors to determine each predictor’s
effect on the outcome for every individual respon-
dent or group of respondents. Figure 7 visualizes
SHAP analysis for two different sectors in the data
(as seen in the code for the ‘Sectors’ variable). The
values on the graph quantify the extent to which

a given variable explains the difference in predic-
tions between the two sectors by affecting the like-
lihood of being less innovative (the left-hand side
of the graph, coded ‘0’) or more innovative (the
right-hand side, coded ‘1’). For example, the vari-
able capturing hierarchy considerably increases
the likelihood of innovation only in the lower
graph (firms concentrated in a specific sector).
This is an algorithmic alternative to moderation
analysis.

© 2022 The Authors. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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14 Valizade et al.

This worked example of predicting product in-
novation acts as a simple demonstration of the in-
ner workings and capabilities of ML. In canoni-
cal statistical modelling, we would most likely have
been constrained by a confirmatory theoretical hy-
pothesis and would have used significance levels
to assess the effects of our variable of interest on
the outcome. ML is not contingent on such as-
sumptions, while even when using logistic regres-
sion we paid attention to predictive accuracy and
what it might mean for the theoretical interpre-
tation of our findings. We further showed that a
non-parametric ensemble algorithm was more ac-
curate at predicting rare events, as demonstrated
here by firms’ product and service innovation. In-
terpretation and visualization tools, such as PDP
and SHAP analysis, helped to uncover interesting
patterns that withstood the test of cross-validation
but were unnoticed in logistic regression.

Addressing the limitations of machine
learning

While the predictive and forecasting capabilities of
ML are recognized (Bennell et al., 2006; Sarstedt &
Danks, 2021; Yarkoni & Westfall, 2017), it is im-
portant to address the key limitations of ML as
a methodological paradigm. The fact that greater
predictability comes with poorer interpretability is
a limitation often attributed to ML, which relies
on data-driven estimates. As we have pointed out
throughout the paper and shown in the worked ex-
ample, black box is a misnomer, and there are in-
novative methods of interpretable ML that can be
useful for management scholars.

Where ML is met with scepticism, this is ex-
plained by the lack of causal inference underpin-
ning algorithmic modelling. Pearl (2018, p. 2) cri-
tiqued the focus of ML on predictions: ‘no mat-
ter how skilfully you manipulate the data and
what you read into the data when you manipulate
it, it’s still a curve-fitting exercise, albeit complex
and nontrivial.’ While this critique has merit, an
ML algorithm focused on predictive accuracy and
generalizability beyond the sample is not, ceteris
paribus, inferior to a statistical model premised on
the search for unbiased confidence estimates. In
general, statistical models are weak indicators of
causality unless they explicitly assume an interven-
tion and scrutinize counterfactual scenarios, as is

the case with quasi-experimental methods (see Ri-
zov et al., 2016, for an example of a difference-in-
differences design). Correcting statistical estimates
for omitted variable bias, unobserved heterogene-
ity, and hierarchical data structure (all common
approaches in management studies) does not solve
the problem of causality. In both paradigms – sta-
tistical modelling and ML – causality stems from
the researcher’s interpretation: ex ante in statistical
modelling by specifying a conceptual model to be
tested; ex post in ML by referring back to relevant
concepts and theories to make sense of emerging
findings.

Recent developments in ML include the exten-
sion to incorporate treatment effects as in a quasi-
experimental setting (Wager & Athey, 2018; Zhu
et al., 2019). These algorithms can assess hetero-
geneous treatment effects that vary across differ-
ent groups of respondents (Athey & Imbens, 2015;
Grimmer et al., 2017; Wager & Athey, 2018); this
can be invaluable for testing prominent manage-
ment theories, such as the contingency theory of
human resourcemanagement (Boselie et al., 2005).

While we delineate the role of a researcher in
ML, however, we do not contend that algorithms
are neutral or value-free. Issues of algorithmic
bias and related ethical implications are important
considerations that cannot be ignored (Mittelstadt
et al., 2016). Encoded language and autonomous
decision-making algorithms may be oppressive or
discriminatory towards marginalized groups (c.f.
Schroeder, 2021). As the power of ML rests on the
quality of data the algorithm is trained on (Saltelli
and Funtowicz, 2014) and the set of decision rules
can be impacted by the boundaries of human as-
sumptions, robust theoretical and ethical frame-
works are important in the development of ML
applications (Akter et al., 2022).

There are additional ethical implications for re-
searchers in terms of the consequences of imple-
menting ML. Regarding the application of ML
to business practice, as well as its use in research
to derive managerial implications, the case for im-
proving efficiency, bringing down costs, or stream-
lining operations needs to be balanced with a
regard for wider business and societal agendas,
whereby ML is not positioned as a universal, all-
encompassing solution. With this in mind, we
subscribe to the view that to think outside the
black box of algorithmic modelling requires crit-
ical, causal thinking and ethics.

© 2022 The Authors. British Journal of Management published by John Wiley & Sons Ltd on behalf of British
Academy of Management.
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Towards a Paradigm Shift 15

Concluding remarks

In this paper, we engaged withML as a standalone
methodological paradigm. In doing so, we aimed
to articulate a viable approach that can address
some of the most entrenched methodological ten-
sions in management scholarship. As management
scholars increasingly utilize learning algorithms,
we felt the need to provide a more systematic ac-
count of the core tenets of ML and to outline their
innovative potential for management scholarship.

We recognize that statistical modelling and hy-
pothesis significance testing have been subject
to ongoing criticism. Gigerenzer and Marewski
(2015) have written perhaps the most compelling
rebuttal of the seemingly unshakable devotion of
management scholars to statistical models. We ar-
gue that ML can deliver methodological innova-
tion and we sought to demonstrate this with the
worked example. Having addressed some promi-
nent limitations of ML, we argue for an incremen-
tal change, with the adoption of algorithmic learn-
ing where it clearly benefits the research agenda. A
useful initial step for researchers would be to ar-
ticulate the empirical nature of their research and
make a case for using either conventional statisti-
cal models or algorithmic modelling, or to use the
principles of ML alongside statistical models.

A piecemeal adoption of ML is unlikely to lever-
age its innovative potential; this requires wider so-
cial processes. First, the graduate curriculum will
have to change to incorporateML as a stand-alone
approach to data analysis. It is our responsibility to
expose graduate students to cutting-edge method-
ological innovations (see Easterby-Smith et al.,
2021). In the era of open-source software pack-
ages, applyingML requires only basic training (for
an overview of packages and tutorials for both R
and Python, see Tonidandel et al., 2018). That will
stimulate master’s and doctoral students to uti-
lize ML algorithms. Second, we urge empirical re-
searchers to adopt the solutions recommended in
this paper. Increasing the volume of journal sub-
missions based on the principles of ML (alone or
in conjunction with statistical modelling) is a criti-
cally important step. Lastly, we call on journal edi-
tors and reviewers to encourage authors to useML
where studies lend themselves to algorithmic mod-
elling and to highlightML’s potential to lead man-
agement scholarship to an era of new theoretical
and practical impacts.
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