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ABSTRACT

The lock-exchange problem is used extensively to study the flow dynamics of density-driven flows, such as gravity currents, and as a canoni-
cal problem to mixing in stratified flows. Opposite halves of a domain are filled with two fluids of different densities and held in place by a
lock-gate. Upon release, the density difference drives the flow causing the fluids to slosh back and forth. In many scenarios, density stratifica-
tion will also impose a viscosity stratification (e.g., if there are suspended sediments or the two fluids are distinct). However, numerical mod-
els often neglect variable viscosity. This paper characterizes the effect of both density and viscosity stratification in the lock-exchange
configuration. The governing Navier–Stokes equations are solved using direct numerical simulation. Three regimes are identified in terms of
the viscosity ratio l2=l1 ¼ ð1þ cÞ between the dense and less dense fluids: when c� 1, the flow dynamics are similar to the equal-viscosity
case; for intermediate values (c � 1), viscosity inhibits interface-scale mixing leading to a global reduction in mixing and enhanced transfer
between potential and kinetic energy. Increasing the excess viscosity ratio further (c� 1) results in significant viscous dissipation. Although
many gravity or turbidity current models assume constant viscosity, our results demonstrate that viscosity stratification can only be neglected
when c� 1. The initial turbidity current composition could enhance its ability to become self-sustaining or accelerating at intermediate
excess viscosity ratios. Currents with initially high excess viscosity ratio may be unable to dilute and propagate long distances because of the
decreased mixing rates and increased dissipation.

VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0108337

I. INTRODUCTION

Gravity currents are flows driven by pressure gradients resulting
from density differences. These may be the result of temperature, sus-
pended sediment, or solute differences.1 Gravity currents form signifi-
cant geophysical flows in atmospheric, terrestrial, and subaqueous
environments. Examples include turbidity currents, pyroclastic cur-
rents, sea-breeze fronts, or the spreading of industrial effluent in rivers
and oceans.2 Dilution of these flows through mixing with the ambient
affects the dynamics of propagation by reducing the driving density
difference, increasing flow thickness, and through the effective drag of
accelerating entrained fluid,3 which can significantly impact the run-
out time and length scales of these flows. Gravity currents have been
extensively studied by theoretical and experimental approaches, often
based around the idealized lock-exchange or lock-release problem,
where dense fluid is released by the rapid removal of a gate, providing
a well-controlled initial condition. In this paper, the lock-exchange
problem refers explicitly to the case where the dense and ambient fluid
each occupies one-half of the domain. Upon release, a pair of gravity

currents are created as the dense fluid is driven into the lighter ambi-
ent and vice versa. This method provides a suitable means to create
repeatable fixed-volume gravity currents that allow meaningful com-
parison to analytical models.4–8

The form of a gravity current is characterized by the Reynolds
number of the flow Re ¼ UL=�, where L and U are suitable length
and velocity scales and � is the kinematic viscosity. The Reynolds
number is the ratio between inertial and viscous forces, and when
Re� 1, the flow evolves under a balance between buoyancy and iner-
tial forces.9 Gravity currents with Re� 104 exhibit similar turbulent
dynamics.10 Surface tension effects can become important for flows
involving (nearly) immiscible fluids. The Bond number Bo ¼ g 0L2=r,
where g 0 is the reduced gravity and r is the surface tension, is the ratio
between surface tension and buoyancy forces. For small-scale flows,
when Bo< 1, surface tension becomes significant.1 In general, mixing
or entrainment rates in gravity currents are a function of all relevant
dimensionless groups of the flow and proportional to the velocity
between the current and the ambient.11,12 For miscible fluids, the
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Schmidt number Sc ¼ �=D is the ratio between momentum � and
mass D diffusivities and depends only on material properties. Large
Schmidt numbers indicate the mass diffusivity is negligible compared
with the vorticity. As the limit tends to infinity, this corresponds to
immiscible fluids that can only be mixed at macroscopic scales
through interface instability and fluid turbulence.13 In the context of
gravity currents, initial studies suggested a Schmidt number Sc similar-
ity for values larger than roughly 1 (Ref. 14) or that the influence of
the Schmidt number Sc is quite small in the range 0.2–5.15 Bonometti
and Balachandar13 demonstrated that quantitative changes between
gravity currents with high or low Schmidt numbers Sc are observed,
but the influence on structure dynamics is weak for Re > 104.

Two significant types of underwater gravity currents are sub-
aqueous debris flows and turbidity currents. Both have a density differ-
ence with the surrounding water caused by the presence of suspended
sediment and are the dominant process for transporting sediment
from shallow to deep water environments.16 Turbidity currents can
cause significant damage to pipelines, oil rig moorings,17,18 and sea-
floor telecommunication cables,19,20 and their deposits (turbidites)
form some of the largest hydrocarbon reservoirs.21 Turbidity currents
have low sediment concentration and exhibit Newtonian behavior,
and the sediment is suspended by fluid turbulence.16 By contrast,
debris flows have high sediment concentration and sediment is sus-
pended by particle–particle interactions. Further, sub-aqueous debris
flows can exhibit non-Newtonian behavior, such as non-zero yield
strength and shear-thinning or shear-thickening, which is enhanced
with the presence of cohesive material like clay.22 Debris flows and tur-
bidity currents are end members of a spectrum of sub-aqueous sedi-
ment-laden gravity-driven flows. Sub-aqueous debris flows can mix
with the surrounding water and transform into turbidity currents
through a variety of mechanisms discussed in Felix and Peakall.23 For
particulate flows of mono-dispersed spheres, local concentrations of
suspended material affect the rheology of flows leading concentration-
dependent viscosity and non-Newtonian affects at higher concentra-
tions. Approximately, a linear relationship is observed between con-
centration and viscosity at low concentrations (up to 20%).24

However, most turbidity current simulations assume Newtonian rhe-
ology and constant viscosity.25 Flows can transform from high to low
concentration23 or from the low to high concentration26 through a
variety of mechanisms. Initial flow composition is a key control on
whether or not these flows transform23,27 and often either limited mix-
ing or a cascade of mixing is observed as the viscosity of the current
decreases with increased mixing.

Recent experimental lock-release studies extend the configuration
to non-rectangular cross sections,28 currents that propagate over rough
surfaces29 or obstacles30–32 and in unconfined settings.33 Experimental
studies have also explored the pulsed flows generated from a multiple
lock-release.34–36 Theoretical models calculate the position of the grav-
ity current head using dimensional arguments or integral models and
a balance between the buoyancy force and either inertial or viscous
forces.6,37 Depth-averaged models have also been used extensively to
study gravity current motion.3,38–40 With the increase in available
computational power, depth-resolved models have been increasingly
used to study turbulent gravity currents over the past 20 years.16 These
models fall into three categories: Reynolds-averaged Navier–Stokes
(RANS) equations; large-eddy simulations (LES); and direct numerical
simulation (DNS). RANS models require closure with the

supplementation of empirical models and parameterize the turbulent
structures within the flow, for example, two-equation RANS models
such as k–e41,42 or k–x.43 Large-eddy simulations (LES) resolve the
large-scale turbulent structures, but are supplemented with empirical,
sub-grid-scale models to parameterize the small-scale turbulent
motions below a cutoff length scale.44 However, in the context of strat-
ified mixing, €Ozg€okmen et al.45 demonstrate that mixing rates vary
with sub-grid-scale model, and the best fit to DNS is dependent on the
Reynolds number. DNS requires no parametrization and numerically
integrates the Navier–Stokes equations directly. H€artel et al.46 pro-
duced some of the first DNS of a gravity current in the lock-exchange
configuration. The Navier–Stokes equations were solved using a mixed
spectral/spectral-element method (SEM) discussed and were validated
by H€artel et al.47 For a particle-driven flow, Necker et al.14,48 used the
method of H€artel et al.,46,47 which included particle deposition and
entrainment, but neglects viscosity variations. €Ozg€okmen et al.45

extend their previous testing of large-eddy simulation (LES) of the
lock-exchange problem49,50 with DNS conducted with spectral-
element solver NEK5000. DNS using pseudo-spectral methods for a
longer domain has also been conducted.51,52 The smallest turbulent
length scale of the flow to be resolved is the Kolmogorov length scale
lb, which gives a computational cost proportional to Re3 for DNS.
However, for miscible fluids, the diffusive or Batchelor length scale
l� ¼ Sc1=2lb is the smallest length scale to be resolved when Sc> 1.
This gives a more restrictive computational cost of Sc2Re3 as discussed
by Meiburg et al.25

This paper explores the dynamics of a gravity driven flow where
a density and viscosity stratification exists in a lock-exchange configu-
ration. The configuration used replicates that of €Ozg€okmen et al.,45

which was used to study stratified mixing of equal-viscosity
Boussinesq fluids. In the region of flow where mixing occurs, the den-
sity and viscosity depend on the local concentration of the denser fluid.
The Navier–Stokes equations are solved using the spectral element
solver NEK5000.53 To the best of our knowledge, the work presented
here is the first DNS study of a gravity driven flow in the lock-
exchange configuration with both a viscosity and a density stratifica-
tion. We demonstrate that three distinct regimes exist based on the
excess viscosity ratio c between the denser and less dense fluid. The
rates of mixing, energy transfer between potential and kinetic, and
propagation speed change in each regime. At lowest excess viscosity
ratios, assuming constant viscosity is reasonable. However, for c � 1
or c� 1, the viscosity contrast changes the flow dynamics relative to
the equal viscosity case and constant viscosity cannot be assumed.
This has implications to gravity-driven flows with viscosity contrasts
and their modeling as viscosity contrasts can enhance run-out lengths
or inhibit flow transformation. This paper is structured as follows:
details of the numerical model and a description of the cases con-
ducted are presented in the methodology Sec. II; results are presented
in Sec. III; implications are discussed in Sec. IV; and finally, we con-
clude in Sec. V.

II. METHODOLOGY
A. Fluid dynamics equations

A gravity-driven flow of two miscible fluids of different densities
and viscosities in a lock-exchange configuration is modeled with the
Navier–Stokes equations and single transport equation for the local
phase concentration of denser fluid, /. The denser fluid, which forms
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an intruding gravity current along the base, is denoted as fluid 2
and the lighter or ambient fluid as fluid 1. Each pure phase has con-
stant density qi and dynamic viscosity li. The phase concentration
/ 2 ½0; 1� represents the concentration of fluid 2, and thus, / ¼ 1 or
/ ¼ 0 corresponds to points of purely fluids 2 or 1, respectively. This
is an adaptation of the volume-of-fluid (VOF) method,54 as here the
viscosity is also a function of the phase concentration.

For variable viscosity fluids, Moresi et al.55 demonstrated that the
accuracy of two finite-element-type schemes depends on the viscosity
gradients between adjacent cells rather than the contrast across the
entire domain. Therefore, to maximize the range of global viscosity
contrasts in this study, linear relationships are assumed for both vis-
cosity and density

qð/Þ ¼ /q2 þ ð1� /Þq1 ¼ 1þ q2 � q1

q1
/

� �
q1; (1)

lð/Þ ¼ l�ð/Þl1 ¼ ð1þ c/Þl1; (2)

where c ¼ ðl2 � l1Þ=l1, the excess viscosity ratio, is a constant. The
Boussinesq lock-exchange problem is a canonical example of symmet-
rical flow dynamics. Adding a viscosity variation into the problem
breaks this symmetry as the viscous dissipation and hence momentum
in each fluid will be different.

The domain X used is a rectilinear box, in three spatial dimen-
sions (x, y, z), of length L, height H, and width, W, Fig. 1. Thus,
X ¼ fðx; y; zÞ 2 R3jx 2 ½�L=2; L=2�; y 2 ½0;H�; z 2 ½0;W�g. The
aspect ratio L/H is an important parameter of the system. When
L� H, the flow is essentially a two-layer exchange flow with counter-
propagating gravity currents with the appearance of Kelvin–
Helmholtz rolls.56 Mixing occurs predominately by turbulent break-
down and second instabilities about these rolls in a stably stratified set-
ting.45 In a short domain with L<H, the gravity currents would
rapidly encounter the x ¼ 6L=2 boundaries. Here, an aspect ratio
L=H ¼ 2 is chosen to provide regions of the flow when stably strati-
fied mixing occurs and more complex convection-driven mixing at the
x ¼ 6L=2 boundaries. A longer domain, for example, L=H ¼ 5 used
by €Ozg€okmen et al.,50 would increase the computational cost and limit
the range of excess viscosity ratios c studied. As the goal of this paper
was to study a large range of c the value of L=H ¼ 2 largest feasible.
The width aspect ratio W/H is fixed at 1, which is the same as the

studies of €Ozg€okmen et al.45,50 and similar to value of 1.5 used by
H€artel et al.46 and Cantero et al.51 A value less than one might inhibit
the size of the largest turbulent structures that form within the flow.

It is assumed that the flow is isothermal and the Bond number
Bo is sufficiently large so that surface tension and other intermolecular
forces are neglected.1 Further, the density difference between the two
layers is assumed to be small, q2=q1 � 1, so that the Boussinesq
approximation57 can be applied. This neglects density variations in all
terms that are not multiplied by gravitational acceleration g. The
Boussinesq approximation is valid for density ratios up to 1.1 or even
1.2 for gravity currents as the transition from Boussinesq to non-
Boussinesq regimes is not dramatic.9,13 For the spatial coordinates
x ¼ ðx; y; zÞ and time t, the dimensionless Navier–Stokes equations
for an incompressible Boussinesq fluid are as follows (Tritton):58

Du
Dt
¼ �rpþ 1

Re1
r � s� /

Fr
ð0;�1; 0Þ; (3)

r � u ¼ 0; (4)

where uðx; tÞ ¼ ðuðx; tÞ; vðx; tÞ;wðx; tÞÞ is the velocity along the
three spatial axes, Re1 ¼ HU=�1 ¼ q1HU=l1 is the fluid 1 Reynolds
number, and Fr ¼ U2=g 0H is the Froude number, where g 0

¼ gðq2 � q1Þ=q1 is the reduced gravity. The stress tensor, s, is
expressed as

s ¼ l�ð/Þ ruð Þ þ ruð ÞT
h i

: (5)

The length scale H, velocity scale, U ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
g 0H=2

p
, and the advective

timescale H/U were the dimensional scales used to non-
dimensionalize the problem. This yields Fr ¼ U2=g 0H ¼ 1=2 and the
dimensionless domain X ¼ fðx; y; zÞ 2 R3jx 2 ½�1; 1�; y 2 ½0; 1�;
z 2 ½0; 1�g. The transport of fluid 2 phase concentration / is modeled
with an advection–diffusion equation

D/
Dt
¼ r � 1

Re1Sc1
r/

� �
; (6)

where Sc1 ¼ �1=Dm is the fluid 1 Schmidt number andDm is the mass
diffusivity, which is a constant determined by the fluid 1 kinematic vis-
cosity �1 ¼ l1=q1. Three dimensionless parameters categorize the
flow behavior: the ambient Reynolds number Re1, the excess viscosity
ratio c, and the fluid 1 Schmidt number Sc1. For flows with Schmidt
number Sc> 1, the Batchelor length scale lb determines the smallest
scale within the flow25 and is the scale at which fluctuations in concen-
tration can exist before diffusion becomes dominant.25 To ensure the
choice of Schmidt number has limited effect on the flow dynamics, the
constant value Sc1 ¼ 7 is chosen. This produces a mass diffusivity of
Dm ¼ �1=7. For variable viscosity calculation, the mixture Schmidt
number Sc is not constant throughout the domain and takes value
Sc ¼ 7ð1þ c/Þ 	 7. Crucially, the mixture Schmidt number remains
in the similarity regime Sc> 1. The overall computational cost is not
expected to increase by the variable mixture Schmidt number Sc,
because Sc increases linearly with viscosity, Re decreases linearly, and
computation cost is OðSc2Re3Þ. However, as discussed earlier, large
viscosity differences may require a more resolved solution to capture
the gradients in viscosity that arise near the fluid 1/fluid 2 interface.
In Appendix A, it is demonstrated that this value of the fluid 1
Schmidt number Sc1 is sufficiently large for the total integration time
Tint ¼ 13:5 chosen here using the mixing metrics defined in Secs. IID

FIG. 1. Geometry for the lock-exchange problem. A box length L, height H, and
width W in the x, y, and z directions, respectively. The aspect ratios used in all sim-
ulations are L=H ¼ 2 and W=H ¼ 1.
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and II E. Significantly longer integration times would see a large con-
tribution to mixing from diffusion.

The velocity is set to zero everywhere initially, uðx; y; z; 0Þ ¼ 0.
The boundaries of the domains at x ¼ �1; x ¼ 1; y ¼ 0; y ¼ 1 are
prescribed as free-slip or symmetry planes

uð�1; y; z; tÞ � n ¼ 0; uð1; y; z; tÞ � n ¼ 0;

uðx; 0; z; tÞ � n ¼ 0; uðx; 1; z; tÞ � n ¼ 0;
(7)

where n is the outward pointing normal on the domain boundary @X.
At the z¼ 0 and z¼ 1 planes, a periodic condition is imposed

uðx; y; 0; tÞ ¼ uðx; y; 1; tÞ;
/ðx; y; 0; tÞ ¼ /ðx; y; 1; tÞ:

(8)

The initial conditions consist of a concentration profile, Fig. 1, in
which the majority of the fluid is either at / ¼ 0 or / ¼ 1. A small
sinusoidal perturbation is introduced to the interface in the z direction
gðzÞ ¼ 0:05 sin ð2pzÞ, and the sharp jump between / ¼ 0 and / ¼ 1
is replaced by a linear variation in concentration over a small region of
width 2f0 ¼ 0:01

/ðx;y;z;0Þ ¼
1 if x 2 �1;�f0� gðzÞ½ �;
1
2f0
ðf0� x� gðzÞÞ if x 2 �f0� gðzÞ;f0� gðzÞ½ �;

0 if x 2 f0� gðzÞ;1½ �:

8>><
>>:

(9)

This sinusoidal perturbation was introduced during previous DNS
studies of the lock-exchange problem because two-dimensional initial
conditions did not develop span-wise asymmetries during much of the
simulation.45,50 The boundary conditions remove the viscous bound-
ary layers that would require significantly more computational resour-
ces. In the context of gravity currents, a no-slip boundary condition
along the bottom boundary results in the nose of the gravity current
rising up from the bed and forcing ambient fluid underneath as it
propagates. This leads to entrainment into the body of the current.
With a free-slip boundary condition (7), the propagating wavefront
will not rise up from the boundary, and hence, no fluid will be
entrained through this mixing mechanism. A no-slip boundary condi-
tion would require a significant increase in resolution near the bound-
aries leading to increased computational cost. Numerous studies use
simplified boundary conditions to allow better resolution of the
mixing dynamics that occur, for example, free-slip conditions on the
y ¼ 61 boundaries and x ¼ 61 boundaries of the domain and peri-
odic boundary conditions in the cross-stream direction.45,46,50,51

Further studies have been conducted in a two-dimensional domain,
but these cannot capture any three-dimensional variations in the flow.

B. Cases conducted

For the set of simulations conducted, the fluid 1, or ambient,
Reynolds number Re1 is fixed at 1000. By varying the coefficient c, the
fluid 2 Reynolds number defined as Re2 ¼ Re1=ð1þ cÞ is varied. Six
different values of c are chosen for the simulations conducted,
c ¼ 0; 0:1; 1; 2; 4; 10. The corresponding dimensionless numbers for
each case are presented in Table I. The equal-viscosity or base case (c
¼ 0) has the Reynolds numbers in each layer equal and provides a
source of comparison to the other cases. The largest value of c that is

feasible in this study is c ¼ 10. The remaining cases vary the viscosity
difference over two orders of magnitude between c ¼ 10 and the base
case, c ¼ 0. The total integration time for each case Tint is fixed at 13.5
in dimensionless units. As discussed by €Ozg€okmen et al.,45 this corre-
sponds to 3.35 times the time for the current to cross one length of the
domain and 2.15 times the buoyancy period. Thus, although it is not
sufficient for the flow to come to rest, it enables multiple sloshing to be
captured and is sufficient for the bulk of turbulent mixing to occur.45

The sloshing period is defined as the time between subsequent max-
ima of potential energy (PE), which corresponds to half the buoyancy
period.

C. Solver and numerical details

The Navier–Stokes and advection–diffusion equations (3)–(6)
are solved using the numerical code NEK5000,53 which is based on
spectral element methods (SEM).59 SEM are a class of high-order
weighted residual techniques and a subset of finite-element methods
(FEM).60 In this computational method, the domain is split into E rec-
tilinear elements with basis functions formed from an ðN � 1Þ th
order tensor product polynomial in each spatial direction. Thus, there
areN 3 degrees of freedom for each element E. Spectral element meth-
ods are optimized for polynomial orders ðN � 1Þ between 7 and 15
and exhibit exponential convergence in space.59

A regular mesh is created by setting the number of elements in
each spatial direction (Nx;Ny;Nz). This gives the total number of ele-
ments E ¼ NxNyNz . Each element e then contains N 3 nodes corre-
sponding to relative positions of the Gauss–Lobatto–Legendre (GLL)
points when the element is mapped onto the reference cube. The time-
stepping for the system of equations follows the PN �PN approach
presented in Tomboulides et al.61,62 For the equal-viscosity case (c ¼ 0),
the stress tensor is contracted to s ¼ lr2u by using the incompressibil-
ity condition, which reduces the computational cost.

For convection-dominated flows, the Galerkin formulation suf-
fers from a well-known instability arising from under-resolved bound-
ary layers, for example, Brown.63 Filtering is introduced to address this
instability and involves multiplying the highest order basis polynomial
coefficient by a factor 1� bf . A value bf ¼ 0:05 is used throughout
our simulations, which is consistent with other studies in the litera-
ture.45,64–66 High-frequency oscillations can also lead to instability
through an aliasing error67 that arises from the non-linear terms in the
Navier–Stokes equations. To correct for this, d3ðN þ 1Þ=2e GLL
points are used in each direction for the integration of the non-linear
term, where d e is the ceiling or round-up function. This is similar to
3/2-rule in pseudo-spectral methods.68 Solver tolerances are expressed

TABLE I. Fluid 2 Re2 and fluid 1 Re1 Reynolds numbers, and fluid 1 Schmidt num-
bers Sc1 corresponding to the six values of excess viscosity ratio c studied.

c Re2 Re1 Sc1

0 1000 1000 7
0.1 910 1000 7
1 500 1000 7
2 333 1000 7
4 200 1000 7
10 91 1000 7
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in terms of residual error and set to 10�5 for the pressure solver and
10�7 for the Helmholtz solvers (velocity and scalar-transport equa-
tions). The tolerances are as large as possible to minimize the compu-
tational time without affecting the accuracy solution. NEK5000 has
been extensively validated against experimental data for a variety of
fluid dynamic problems including flow through rod bundles69 and T-
junctions,70 parallel jets,66 buoyancy-driven cavity flows,71 and
others.72 The results presented here for the equal viscosity case (c ¼ 0)
were verified against those of €Ozg€okmen et al.45

D. Residual potential energy (RPE) and energy balance

Upon release, the potential energy stored in the initial distribu-
tion of fluid 2 is converted into kinetic energy (KE) as it is driven hori-
zontally by the density difference. When the propagating wavefront of
dense fluid reaches the x¼ 1 boundary, it is driven vertically convert-
ing some of the kinetic energy back into potential energy. The poten-
tial energy is then converted back into kinetic energy as the density
difference drives the flow back the other way. The total kinetic energy
KE(t) and potential energy PE(t) are given functions of time73

KEðtÞ ¼ 1
2

ð
X
ðu2 þ v2 þ w2Þ dV ; (10)

PEðtÞ ¼
ð

X
2/y dV: (11)

As a result of the Boussinesq approximation, only the potential energy
PE contains the excess density /. The total energy of the system at
time t therefore satisfies

KEðtÞ þ PEðtÞ þ DvðtÞ ¼ PEð0Þ ¼ 1; (12)

where DvðtÞ is the energy converted into heat by viscous dissipation.
Thus, by calculating the kinetic energy KE and potential energy PE
over time, the total viscous dissipation over time is obtained from

DvðtÞ ¼ 1� PEðtÞ � KEðtÞ: (13)

The potential energy PE(t) is decomposed into two components: resid-
ual potential energy (RPE) and available potential energy (APE). The
residual potential energy over time RPE(t) provides a measure for quan-
tifying the mixing that occurs within a closed system.73 At fixed time t,
RPE(t) represents the minimum potential energy that is obtained
through adiabatic redistribution of the fluid within the domain to a
stratified state with the most dense fluid at the bottom and there is no
density variation across the length or width of the flow. RPE(t) is mono-
tonically increasing and is energy irreversibly lost to mixing. The avail-
able potential energy APEðtÞ ¼ PEðtÞ � RPEðtÞ is the maximum
amount of potential energy that is available to be converted into kinetic
energy KE(t).74 The total energy in the system is expressed as

1 ¼ KEðtÞ þ RPEðtÞ þ APEðtÞ þ DvðtÞ: (14)

The dense phase concentration / is equivalent to the excess density in
the system (3)–(6) and is used to determine the RPE following the
method of Tseng and Ferziger.75 The normalized residual potential
energyNRPE(t) is defined as

NRPEðtÞ ¼ RPEðtÞ � RPEð0Þ
RPEmax � RPEð0Þ ; (15)

where RPEmax ¼ 1. This provides a mixing metric NRPEðtÞ 2 ½0; 1�
with 0 and 1 corresponding to no mixing and fully mixed, respectively,
and is distinct from the definition of Winters et al.73 who instead
define

NRPEðtÞ ¼ RPEðtÞ � RPEð0Þ
RPEð0Þ : (16)

However, as 2RPEð0Þ 
 RPEmax with the initial conditions (9), both
methods give similar results, but the definition (15) is more applicable
to a study mixing with a wider range of initial conditions.

E. Mixing volume fraction

A second measure of mixing, based on the volume fraction of the
domain in which some mixing has occurred, is also used to character-
ize the rate of mixing. For a parameter bv, the volume fraction in the
domain that is within concentration ½bv; 1� bv� is

hðt; bvÞ ¼
1
2

ð
X
Fð/; bvÞ dV ; (17)

where Fð/; bvÞ is the box filter function defined as

Fð/; bvÞ ¼
1 if / 2 bv; 1� bv½ �;
0 otherwise:

�
(18)

This method is similar to that of Bonometti and Balachandar.13

However, they normalize the integral by a volume based on the depth
H and the distance the protruding wavefronts have traveled. In this
study, the flow reaches the x ¼ 61 boundaries within a fraction of the
total integral time T and so the total volume 2 is used instead. The
parameter bv is set to 0.01. Similarly to the residual potential energy,
the mixing volume fraction hðtÞ is scaled using its initial hð0Þ and
maximum, hmax ¼ 1, value

NhðtÞ ¼ hðtÞ � hð0Þ
hmax � hð0Þ (19)

to provide a metric between 0 and 1 with the values NhðtÞ ¼ 0 and
NhðtÞ ¼ 1 corresponding, respectively, to no mixing of the initial state
and to mixing having occurred everywhere (i.e., / 2 ½b; 1� b�;
8ðx; y; zÞ 2 X). The statistics Nh and normalized residual potential
energy NRPE provide two different methods for evaluating the
amount of mixing that has occurred in the flow. For sharp initial con-
ditions, that is, / only taking values 0 or 1, NhðtÞ 	 NRPEðtÞ, with
equality only if /ðx; y; z; tÞ 2 f0; 0:5; 1g 8ðx; y; zÞ 2 X. With the lin-
ear concentration gradient over a region of thickness 2f0 ¼ 0:01, it is
possible for NhðtÞ < NRPEðtÞ. However, the difference would be
close to zero.

Normalized mixing volume Nh provides a more global picture of
the mixing, whereas NRPE includes effects from local mixing across
concentration gradients. For example, if a small amount of diffusion
occurs and convection redistributes changes in concentration / over
the domain, so that a relatively sharp transition is maintained, but
most regions of the flow have concentration / 2 ½b; 1� b�, then Nh
will increase rapidly compared with NRPE. Conversely, if the interface
itself is smoothed, but the majority of the flow has not mixed, then
NRPE will increase at a rate similar to Nh. Thus, distinctions between
the rates that Nh and NRPE increase are used to indicate the relative
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importance of local mixing near the interface when comparing differ-
ent cases.

III. RESULTS

In this section, the results from all cases are reported on mesh C
for c ¼ 0; 0:1; 1 and E for c ¼ 2; 4; 10. These meshes are detailed in a
resolution study conducted in Appendix B and consist of 5:4� 104

and 1:5� 105 elements, respectively. Further, every simulation is con-
ducted with a Courant number Cr of 0.1.

Pseudo-color plots of fluid 2 concentration / on the center-plane
z¼ 1/2 at Dt ¼ 0:5 time intervals are displayed in Fig. 2 (Multimedia
view) for the equal-viscosity case (c ¼ 0). The plane is colored by con-
centration / with / ¼ 1 corresponding to a deep red and / ¼ 0 cor-
responding to deep blue. Intermediate values are colored from red to
white to blue as concentration decreases, thus highlighting regions of
the flow that have mixed. Over the first few time-steps, a symmetric
profile of concentration is observed as the density difference drives
fluid 2 to the right (x> 0) and fluid 1 to the left (x< 0). Just before the
wavefronts hit the x ¼ 61 boundaries, Kelvin–Helmholtz-like rolls
start to form behind the propagating wavefronts. These rolls remain
sharply defined, with little mixing, until they are absorbed by the
reflecting wavefronts after t¼ 4.5. After this, the rate of mixing
increases and a large mixed region is observed behind each wavefront.
After t¼ 8.5, the wavefronts are no longer clearly defined because of
the increase in mixing and dissipation within the flow. Toward the
end of the simulation, only a thin region near y¼ 0 and y¼ 1 remains
completely unmixed. The symmetry of the flow is maintained
throughout. This is to be expected due to the equal viscosities of the
two fluids.

At nine different time-steps, pseudo-color plots of concentration
are presented for excess viscosity ratios c ¼ 1 and c ¼ 10 in Fig. 3
(Multimedia view). At t¼ 1, the flows appear similar, but by t¼ 2, the
increasing viscosity in the basal layer inhibits the formation of the
Kelvin–Helmholtz rolls. For the intermediate case (c ¼ 1),
Kelvin–Helmholtz rolls are still produced, but less fluid is exchanged
between the bulk of each layer. The Kelvin–Helmholtz rolls entrain
more fluid in x> 0 than the corresponding roll in x< 0 for c ¼ 1. The
returning wavefront in x< 0 for c ¼ 10 appears in a similar shape to c
¼ 0 and c ¼ 1 without the Kelvin–Helmholtz roll. A region of thicker
transition between fluids in c ¼ 10 indicates that shear-induced

mixing has still occurred. However, less overall mixing occurs. As the
simulation time increases toward t¼ 13.5, more unmixed regions are
observed as the fluid 2 viscosity increases. Further, the sloshing periods
increase when the excess viscosity ratio c is equal to 1 because there is
significantly more dense in x> 0 when compared to the equal-
viscosity case. Conversely, there is less dense fluid in x< 0 for c ¼ 10
when compared to the equal-viscosity case indicating a decrease in the
sloshing period.

To visualize the full three-dimensional variation in the concen-
tration /, isosurface plots are displayed for cases c ¼ 0 and c ¼ 10 in
Fig. 4 (Multimedia view) at different time-steps. At t¼ 3.5, the wave-
fronts are reflecting off the x ¼ 61 boundary. Isosurfaces are surfaces
of constant concentration (/ ¼ 0:05; 0:25; 0:5; 0:75; 0:95 for these
cases). Each of the five surfaces is colored from blue to green to red
with increasing fluid 2 concentration. The Kelvin–Helmholtz rolls
observed in the equal-viscosity case c ¼ 0 extend over the entire cross-
stream (z direction) of the flow. However, after the reflected wave-
fronts cross at t¼ 5.5, the flow is more chaotic. The cross-stream vari-
ation of the extreme isosurfaces (/ ¼ 0:05 and / ¼ 0:95) extend over
much of the domain by t¼ 9.5 for c ¼ 0. By contrast, c ¼ 10 shows
only slight cross-stream variation through to t¼ 9.5, signifying the
effect of increasing viscosity on the flow. However, from t¼ 2.5
onward, the variation in the flow across / ¼ 0:5 is apparent with the
formation of a smaller Kelvin–Helmholtz roll only in fluid 1. The sinu-
soidal initial conditions (9) lead to the creation of large vortices that
occupy z< 1=2 and z> 1=2 regions. These are the largest turbulent
structures observed in the domain. For small values of c, these break

FIG. 2. Pseudo-color plots of concentration / on the center plane z¼ 1/2 over
t¼ 0.5 time-steps for the equal-viscosity case (c ¼ 0). At t¼ 5, the reflected wave-
fronts are shown. Deep red corresponds to the denser fluid 2, and deep blue corre-
sponds to less dense fluid 1. Multimedia view: https://doi.org/10.1063/5.0108337.1

FIG. 3. Pseudo-color plots of concentration / on the center plane z¼ 1/2 for two
different cases: c ¼ 1 (top) and c ¼ 10 (bottom). At t¼ 5, the reflected wavefronts
are shown. Deep red corresponds to the denser fluid 2, and deep blue corresponds
to less dense fluid 1. Multimedia views: https://doi.org/10.1063/5.0108337.2; https://
doi.org/10.1063/5.0108337.3
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up into smaller vortices by the integration time T¼ 13.5 in both dense
and less dense fluids. When the excess viscosity ratio is large c� 1,
the smaller vortices are suppressed by viscosity in the denser fluid.

A. Mixing and energy distribution

Normalized residual potential energy NRPE and normalized-
mixing fraction Nh are displayed against time in Fig. 5 for all cases.
Both mixing metrics show that mixing rates decrease as fluid 2 viscos-
ity increases. The cases with c ¼ 0, c ¼ 0:1, and c ¼ 1 all exhibit simi-
lar levels of mixing up to t¼ 6 for NRPE, and up to t¼ 9 for Nh.
Increasing the excess viscosity ratio to c ¼ 2 and c ¼ 4 reduces the

rate of increase in NRPE after t¼ 2. However, the normalized mixing
fraction Nh remains similar to the lower excess viscosity ratio values
for c ¼ 2 and c ¼ 4 until t¼ 8 and t¼ 5, respectively. Thus, the initial
impact of increasing the viscosity is to reduce the local mixing at the
sharp concentration gradient. This then leads to a reduction in global
mixing. The reduction in interface-scale mixing is clearly observed in
center-plane plots in Figs. 2 (Multimedia view) and 3 (Multimedia
view). At t¼ 5, the wavefronts have reflected off the x ¼ 61 bound-
aries and so dense fluid (red) is moving to the left and less dense fluid
(blue) is moving to the right in Figs. 2 and 3.

In Fig. 6, potential energy PE, kinetic energy KE, available poten-
tial energy APE, and energy dissipated by viscosity Dv are plotted
against time for the cases c ¼ 0; 0:1; 1; 2; 4; 10. An exchange between
potential and kinetic energy is observed as the flow sloshes back and
forth. The maxima of potential energy coincide with the wavefronts
reflecting off the x ¼ 61 boundaries and, as expected, the kinetic
energy minima. Conversely, the potential energy minima coincide
with kinetic energy maxima. As the flow sloshes back and forth, the
viscosity of the flow dissipates energy reducing the magnitude of the
maxima. Larger fluid 2 viscosities increase the rate that energy is dissi-
pated initially, and for all cases, the rate of dissipation increases sharply
during the periods when kinetic energy is at its largest. The period of
oscillation, measured as the time between peaks or troughs, varies
slightly with excess viscosity ratio c and is very close to 4, the estimated
period for the flow as discussed by €Ozg€okmen.45

Up until t¼ 6, the c ¼ 1 and c ¼ 2 cases exhibit similar behavior
to the equal-viscosity case c ¼ 0. However, after t¼ 6, two key differ-
ences can be observed: first, the minima and maxima of potential
energy PE and kinetic energy KE are smaller and larger, respectively;
second, the time between the extrema increases. Thus, more of the
available potential energy APE is converted to kinetic energy KE and
vice versa. As the excess viscosity ratio increases further, c ¼ 4 and c
¼ 10, the extra dissipation reduces the total energy in the system, and
hence, the maxima of potential energy PE and kinetic energy KE are
also lower than the equal-viscosity case. Conversely, the exchange
between potential energy PE and kinetic energy KE occurs more
quickly after t¼ 6, with c ¼ 4 having a sloshing period similar to the
equal-viscosity case and c ¼ 10 a reduced period. These changing
speeds are consistent with the center-plane concentration profiles in
Figs. 2 (Multimedia view) and 3 (Multimedia view). At t¼ 13.5, the c
¼ 10 case has moved past the lowest potential energy state with more
dense fluid in x< 0. For c ¼ 0 and c ¼ 1, the fluid has yet to reach the
lowest potential energy state. For c ¼ 1, there is a significant amount
of fluid remaining in x> 0.

To explore the energy loss from the system further, the change in
RPE over timeDm is introduced

DmðtÞ ¼ RPEðtÞ � RPEð0Þ: (20)

This measures the total energy that has been irretrievably lost to mix-
ing from the initial state and is equal to ðRPEmax � RPEð0ÞÞNRPE.
The change in RPE over time Dm, total viscous dissipation Dv, and the
rate of change of both quantities over time, dDm=dt and dDv=dt, is
presented in Fig. 7. The gradients of Dm and Dv are calculated using a
forward-difference scheme and a total of 200 points equally spaced
points obtained by interpolating the piece-wise cubic spline for Dm

and Dv. At t¼ 0, these gradients are assumed to be 0. As expected, all
cases exhibit local maxima of viscous dissipation rate when the kinetic

FIG. 4. Isosurface plots of concentration / for c ¼ 0 (top) and c ¼ 10 (bottom)
cases. Each colored surface corresponds to concentrations / ¼ ð0:05; 0:25; 0:5;
0:75; 0:95Þ ranging from blue (/ ¼ 0:05) to red (/ ¼ 0:95). At t¼ 3.5, the wave-
fronts are reflecting from the x ¼ 61 boundaries. Multimedia views: https://doi.org/
10.1063/5.0108337.4; https://doi.org/10.1063/5.0108337.5
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energy is largest. Initially, the rate of mixing is similar for all cases. A
global maximum is reached during the simulation. The time this global
maximum occurs reduces as the fluid 2 viscosity is increased. Further,
the rate of viscous dissipation c ¼ 10, although initially taking the larg-
est values, decreases at a rate much faster than the other cases and has
slower rates of viscous diffusion at the extrema near t¼ 9 and t¼ 11.5.

After the first period of sloshing, the equal-viscosity case (c ¼ 0) and
the lowest excess viscosity case (c ¼ 0:1) no longer exhibit the smooth
behavior in the rate of change of viscous dissipation dDv=dt when
compared to the other cases. A possible explanation for this is that
larger and more energetic turbulent structures form in these two cases,
which can significantly affect the fluid 2 concentration on a global scale,

FIG. 6. Energy distributions for the cases c ¼ 0; 0:1; 1; 2; 4; 10: potential energy PE (top-left), kinetic energy KE (top-right), available potential energy APE (bottom-left), and
energy dissipated by viscosity Dv (bottom-right).

FIG. 5. Normalized residual potential energy NRPE (a) and normalized-h Nh (b) for the cases c ¼ 0; 0:1; 1; 2; 4; 10.
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which perturbs the flow away from a simple sloshing back and for-
wards that would be obtained in a non-Boussinesq system. The most
dissipative flow ðc ¼ 10Þ has D� ¼ 0:4 at the integration time
T¼ 13.5. Using the properties of water for the less dense fluid and a
density ratio of 1.1, this corresponds to a temperature increase in
DT � 2� 10�8�C confirming our isothermal assumption. The irre-
versible form of mixing efficiency Ri�g ¼ Dm=ðDm þ D�) is the frac-
tion of energy lost in the flow that has contributed to mixing.76 For
lock-release flows, Ri�g has been calculated to be 0.12 or 0.13 for saline-
driven flows released into water76,77 for large Reynolds numbers based
on the head speed Uf, Ref ¼ qUfH=2l > 3� 103. The mixing effi-
ciency drops sharply when Ref < 3000. The mixing efficiency Ri�g for
the flows considered in this paper increases from 0.035 5 (c ¼ 10) to
0.153 (c ¼ 0). For c� 1, the simulations predict the flows mix more
efficiently than the lock-release experiments. This could be a result of
the free-slip boundary conditions imposed as this would reduce the
energy lost to viscous dissipation at the flow boundaries. However, for
gravity currents, a no-slip boundary can drive fluid underneath the
propagating head and lead to increase entrainment and hence mixing
rates. Using high-resolution experimental measurements, Mukherjee
and Balasubramanian77 demonstrate that regions of high mixing effi-
ciency occur after large dissipative stirring events such as vortical over-
turns near the interface. Both Mukherjee and Balasubramanian77 and
Agrawal et al.76 use a long domain (L� H), and the flows do no
interact with the end walls. Therefore, the larger overturns generated

when the wave fronts reflect of the end walls likely add to the mixing
efficiency in our case.

Isosurface plots of the concentrations for excess viscosity ratio c
¼ 1 are presented in Fig. 8 (Multimedia view). Comparing with Fig. 4
(Multimedia view), at t¼ 6 the wavefronts have just reflected off the
x ¼ 61 boundaries with the denser fluid 2 traveling back toward the
right (x> 0) and fluid 1 toward the left. These wavefronts reflect back
off the x ¼ 61 boundaries and cross again just before t¼ 9. At t¼ 6,
apart from the phase difference identified in the energy plots Fig. 6,
the flows look similar for c ¼ 0 and c ¼ 1. By t¼ 9, substantially more
mixing has occurred in the equal-viscosity case c ¼ 0 with the isosur-
faces spanning a larger area of the domain X. The viscosity contrast in
the c ¼ 1 case stabilizes the flow and produces more structured and
smoother isosurfaces. This is seen when compared to the equal-
viscosity case (c ¼ 0) at t¼ 9, where the / ¼ 0:25; 0:5; 0:75 isosurfa-
ces are relatively well defined even when the flow is folding in on itself.
For c ¼ 10 and at t¼ 6, the free surface deformation is significantly
reduced. By t¼ 9, the mixing in c ¼ 0 affects the majority of the
flow and all isosurfaces are more distorted. In c ¼ 1 and c ¼ 10,
the isosurfaces remain closer together indicating less mixing across
the fluid interface. The / ¼ 0:05 isosurface for c ¼ 1 is signifi-
cantly more broken up near x¼ 1 compared with the / ¼ 0:95 iso-
surface near x ¼ – 1. This highlights asymmetry in the flow and
demonstrates that the increased viscosity in fluid 2 is inhibiting the
mixing into that fluid.

FIG. 7. For the cases c ¼ 0; 0:1; 1; 2; 4; 10: Gain in residual potential energy Dm ¼ RPEðtÞ � RPEð0Þ (top-left); energy lost to viscous dissipation Dv (top-right); rate of
change of residual potential energy dDm=dt (bottom-left); and the rate of change of viscous dissipation dDv=dt (bottom-right).
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The surface area of the / ¼ 0:5 isosurface A0:5ðtÞ represents the
size of the fluids 1 and 2 interface. Initially, the interface surface area
increases in size as the flow spreads out laterally, Fig. 9. After t¼ 2, a
decrease in surface area is observed for all cases except c¼ 1. This cor-
responds to the wavefronts reflecting off the x ¼ 61 boundaries and
the flows becoming more horizontally stratified. For c ¼ 1, however,
the decrease is negligible. All cases, except for c ¼ 10, exhibit a sharp
increase in surface area A0:5ðtÞ again between t¼ 4 and t¼ 5.5, and in
particular, c ¼ 2 and c ¼ 4 produce similar results to the equal-
viscosity case before t¼ 5.5. However, after t¼ 6, c ¼ 4 transitions
into behavior similar to the higher viscosity case. This suggests that
during the first three sloshing periods, the fluid 2 viscosity increase
predominantly affects the surface-destruction rather than surface-
creation mechanisms. Flow shear leads to surface creation within the

flow. Interface-scale mixing and diffusion then reduce it. Oscillatory
behavior is observed with local maxima of A0:5ðtÞ coinciding with
kinetic energy maxima. This corresponds to when the wavefronts cross
and the flow is in the lowest potential energy state. The c ¼ 1 case
exhibits the largest surface area between t¼ 3 and t¼ 11 before rapidly
decreasing at the end of the flow. The c ¼ 10 case still exhibits the
sharp increase in interface size as the flow spreads horizontally from
release, but decays in an oscillatory behavior thereafter. Viscosity
affects the flow during the first few time units by dissipating the energy
required for significant interface deformation.

The cases with c ¼ 1 and c ¼ 2 appear as intermediary cases in
which the increase in fluid 2 viscosity is not large enough to inhibit the
shear and interface creation on the system scale, but is sufficient to
inhibit local interface-scale mixing. The increase in maximum avail-
able potential energyAPE for c¼ 1 and c¼ 2 at t¼ 8 and t¼ 12 arises
because of the decreased mixing in the flow. This is aided by the
increased viscosity. The magnitude of these local maxima is smaller
for c ¼ 2, and as c is further increased, dissipation results in a decreas-
ing trend in the maximum values at t¼ 8 and t¼ 12.

IV. DISCUSSION AND IMPLICATIONS

In this section, implications of our work are discussed in the con-
text of the real-world density- and viscosity-stratified flows presented
in the introduction. Three different regimes are identified based on the
excess viscosity ratio c: When c� 1, the fluids 1 and 2 viscosities are
similar, and therefore, the viscosity gradient across the interface is
small. In this regime, the dynamics are comparable to the equal-
viscosity case, and therefore, neglecting a viscosity stratification would
be a reasonable approximation. When c � 1, the viscosity contrast sta-
bilizes the interface enabling more potential energy to be converted to
kinetic energy, and vice versa, as the flow sloshed back and forth. This
is most prevalent in our simulations when c ¼ 1, where the local min-
ima and maxima of kinetic and potential energy are smaller and larger,
respectively, than the equal-viscosity case after two sloshing periods
t> 8, Fig. 6. Initially, more viscous dissipation occurs for both c ¼ 1
and c ¼ 2 compared with the equal-viscosity case. However, total vis-
cous dissipation is less than the equal viscosity case by the end of the
simulation. Viscosity plays a key role in limiting interface deformation
and suppressing turbulence, which leads to a reduction in the total
mixing that occurs within the flow, Fig. 5, and an increase in the
period of sloshing, Fig. 6. The enhanced ability of the flow to transfer
energy between potential energy and kinetic energy, and the reduction
to mixing rates and total energy dissipated may lead to gravity currents
with c � 1 having an enhanced run-out length and an increase to
associated hazards. In particular, unconfined or partially confined tur-
bidity currents flowing down a slope have access to an (almost) limit-
less supply of potential energy and can become self-accelerating.78 In
the c � 1 regime, viscosity stratification significantly affects the flow
dynamics, and neglecting the viscosity contrast is difficult to justify. In
the third regime, c� 1, a large viscosity gradient exists across the
interface, and the amount of mixing is further reduced compared to
c � 1, which enhances the interface preservation. In particular, for c
¼ 4, the extrema in kinetic and potential energy are similar to the
equal-viscosity case, despite greater viscous dissipation. Thus,
enhanced energy transfer mechanisms discussed for c � 1 are still pre-
sent. However, viscous dissipation increases significantly as the excess
viscosity ratio increases, and in particular, for c ¼ 10, nearly 40% of

FIG. 9. Surface area of the / ¼ 0:5 isosurface A0:5 against time for the cases
c ¼ 0; 0:1; 1; 2; 4; 10.

FIG. 8. Isosurface plots of concentration / for excess viscosity ratio c ¼ 1. Each
colored surface corresponds to concentrations / ¼ ð0:05; 0:25; 0:5; 0:75; 0:95Þ
ranging from deep blue (/ ¼ 0:05) to deep red (/ ¼ 0:95). At t¼ 6, the wave-
fronts are about to reflect for the second time off the x ¼ 61 boundaries.
Multimedia view: https://doi.org/10.1063/5.0108337.6
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the initial energy is dissipated by viscosity during the integration time,
Fig. 6. The sloshing period decreases for these high-viscosity contrast
flows.

In many physical contexts, variable density will naturally impose
a viscosity contrast. For example, saline solutions of water and sodium
chloride can impose a density ratio of up to 1.2, but a viscosity ratio as
large as 1.7. Similarly, at a fixed concentration of 25 g/kg, varying the
temperature between 50 �C and 20 �C increases the density by 0.6%,
but the viscosity by 75%.79,80 The viscosity differences can be orders of
magnitude different for similar densities. Glycerol is extensively used
in the food and pharmaceutical industries81 and as a mixture with
water to produce Newtonian fluids over a wide range of viscosities to
use in experimental studies of gravity currents.82 These glycerol/water
mixtures can have viscosity ratios as large as �Oð103Þ, but with a
maximum density difference of 25%.83 Most numerical studies of
gravity currents with a density difference caused by miscible fluids,
suspension of sediment, or a dissolved solute neglect variations in vis-
cosity.45,46,50,84–86 In some cases, this is implicitly assumed, for exam-
ple, Ouillon et al.87 and Steenhauer et al.88 This approximation is
useful as it enables simplification of the stress term in the
Navier–Stokes equations and reduces computational cost.13 However,
this can be only motivated in the c� 1 regime.

Many rheological models exist for the suspension of rigid spheres
and are reviewed by Shewan and Stokes.89 These models express the
ratio of the mixture to interstitial viscosity as a function of the phase
concentration by volume c. Note that this is distinct from the mass
volume fraction as the density of particles can be significantly larger
than the interstitial liquid. For example, Sumner et al.26 used silica
sand with a density of 2448 kg=m3 in the study of transitional turbid-
ity currents and debris flows. Provided the particles are non-colloidal
and the flows are Newtonian, these can be used a rheological models
for turbidity currents.90 The presence of clays or other colloidal par-
ticles add non-Newtonian effects cannot be captured by these models.
For rigid spheres, the mixture rheology remains Newtonian up to rela-
tively large concentrations of about c¼ 0.5. At low phase concentra-
tions c, the rheology is approximately linear as obtained with the
theoretical result of Einstein91

l2 ¼ l1 1þ 2:5cð Þ: (21)

This equation is no longer valid as the phase concentration increases
and particle–particle interactions become significant. At larger phase
concentrations (c> 0.2), Maron and Pierce92 developed a model that
can be used to predict the viscosity of mixtures up to the maximum
packing fraction cm,

l2 ¼ l1 1� c
cm

� ��2
: (22)

The maximum packing fraction cm theoretically takes the value cm
¼ 0:64 for rigid mono-dispersed spheres. For poly-dispersed spheres,
maximum packing fraction cm is dependent on the particle size distri-
bution and experimentally measured values are generally between 0.6
and 0.8.89 A similar model to the Maron and Pierce model is that of
Krieger and Dougherty.93 This may fit to experimental data more accu-
rately as it has an additional fitting parameter, but the difference
between the two is within experimental error and the model of Krieger
and Dougherty93 under predicts the mixture viscosity at concentrations

close to maximum packing.89 Using the Maron and Pierce model,22

three different regimes of particle suspensions are identified: Low phase
concentrations (c � 0:04) produce an excess viscosity ratio c � 0:1
using with either Maron and Pierce or Einstein’s relation; at intermedi-
ate concentration (c � 0:18), the Maron and Pierce model produces
values between c � 0:66 and c � 1:04 depending on the maximum
packing fraction cm; at high concentrations (c¼ 0.4), the viscosity con-
trast is large with values of excess viscosity ratio c between 3 and 8.
These particle concentrations reflect the three regimes of excess viscos-
ity ratio c identified earlier in this section.

Similar to a viscosity contrast, gravity currents with non-
Boussinesq density stratification in a lock-exchange configuration no
longer produce symmetric solutions and a backward traveling shock
can arise in the body of the denser fluid.9 Further, the denser head
propagates faster and dissipates more energy, whereas the less dense
head remains similar to a Boussinesq case for two-dimensional gravity
currents.15 In a DNS study of non-Boussinesq lock-exchange gravity
currents Birman et al.,15 the kinematic viscosity � ¼ l=q is kept fixed,
while both the dynamic viscosity and density are increased in the
denser current. Qualitatively similar results are obtained if the
dynamic viscosity is fixed and the kinematic viscosity is varied. Our
results demonstrate that fixing the density and increasing kinematic
and dynamic viscosities also leads to an increased propagation speed
and dissipation for c� 1. For a solid phase density of 2448 mg=m3,
the density ratios of these three regimes are 1.06, 1.26, and 1.58,
respectively. However, the transition between the Boussinesq and non-
Boussinesq regime is not dramatic, and so the regime limit can be set
to a density ratio of 1.1, or even 1.2 for gravity currents.9,13 Therefore,
when discussing implications for turbidity currents with significant
viscosity contrast (c > 1), non-Boussinesq affects will also affect flow
dynamics.

In the model presented here, particle settling, cohesion, and other
effects significant to turbidity current dynamics are neglected.
Furthermore, the flow is assumed to be Boussinesq. However, in the
three regimes identified we can infer the effect a viscosity contrast on
the turbidity current at low (c  0:04), intermediate (c � 0:18), and
high (c� 0:18) particle concentrations. In the low concentration
regime, c� 1, turbidity currents exhibit similar viscosity to the sur-
rounding fluid, and therefore, the effect of the viscosity contrast on the
flow dynamics is minimal. In the intermediate regime of concentra-
tions c � 0:18, the excess viscosity ratio c � 1. This will reduce the
rates of mixing with the ambient, decrease the propagation speed, and
increase the amount of energy transferred between potential and
kinetic energy. The reduced mixing rates help preserve the concentra-
tion, and crucially, the density and viscosity contrast to the ambient.
For flows that are not confined to a lock-exchange domain, but instead
flow down slope, a pseudo-steady supply of potential energy exists
that can be continuously converted into kinetic energy and lead to tur-
bidity currents can become self-sustaining or self-accelerating.78 The
additional transfer to kinetic energy and reduction in ambient mixing
rates, when compared to low-concentration flows, enhances the flows
potential to become self-sustaining. To accurately capture turbidity
current dynamics at intermediate concentrations, it is not sufficient to
capture the density stratification, and particle settling and resuspen-
sion and the viscosity stratification also need to be modeled.

At high concentrations (c� 0:18; c� 1), viscous dissipation
dominates and a further reduction in mixing with the ambient is
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observed. Further, the flows propagate faster. Turbidity currents at this
concentration will exhibit strong non-Boussinesq effects, which also
leads to increased dissipation and propagation speed. The increased
dissipation may make it impossible enough to travel great distances at
the initial concentration. Further, the reduction in mixing rates
reduces the flows ability to transform into a lower concentration flow.
The combination of these effects suggests why some turbidity currents
have long run-out lengths and can become self-sustaining, whereas
some have relatively short run-out lengths. Initial composition is
known to be a key control on this.94 Our results indicate that a viscos-
ity stratification could enhance or reduce the flows ability to travel
long distances. This is likely to be enhanced by non-Newtonian prop-
erties that can arise within turbidity currents, for example, with the
presence of clay.

Resolving the full structure of these flows is difficult. However,
current models neglect viscosity contrast, which have affect flow
dynamics as concentration increases. Most numerical studies of tur-
bidity current dynamics assume a low particle concentration so that
viscosity variations can be neglected and the Boussinesq approxima-
tion motivated (e.g., Nasr-Azadani and Meiburg,84 Francisco et al.,95

and Espath et al.96). The work presented here motivates this assump-
tion up to low concentrations of �4% in terms of a viscosity stratifica-
tion. However, increasing the particle concentration above c¼ 0.04
increases the excess viscosity contrast toward c � 1. As the c
approaches this regime, it changes the flow dynamics as discussed ear-
lier and the assumption breaks down. Some numerical models of tur-
bidity currents or sedimentary flows do use a variable viscosity based
on a suspension of rigid spheres (e.g., Zio et al.90 and Yu et al.97,98).
Zio et al.90 study various viscosity models for the suspension of rigid
spheres, but use a residual-based variational multiscale method, which
like LES, does not resolve small scales of motion within the flow and
instead models them in terms of large-scale flow properties. As such,
the small-scale interface mixing dynamics are unlikely to be captured
accurately. Yu et al.97,98 study fine sediment transport in the bottom
boundary layer with either fixed channel flow or imposed oscillatory
flow, respectively, but do not extend their analysis to gravity-driven
flows.

In this study, the less dense fluid 1 has fixed viscosity and the
denser fluid 2 a varying viscosity. A linear mixing relationship that
minimizes the maximum viscosity gradient across the interface was
assumed, which is a control on the accuracy of two similar finite-
element schemes.55 However, mixing laws are often more complex.
The empirical relationship determined by Cheng83 assumes an expo-
nential relationship between viscosity and concentration of glycerol/
water mixtures. Similarly, the relationship between viscosity and con-
centration of a turbidity current is only linear at low concentrations.89

Both of these profiles increase the maximum viscosity gradient for a
fixed concentration profile, which may lead to an increased reduction
in mixing and an enhanced interface stabilization. Further study could
provide insight into the cause of the behavior observed here in the
three regimes, that is, whether the viscosity contrast over the entire
domain or the localized maximum viscosity gradient is the control.
Furthermore, our study was restricted to fixed fluid 1 Reynolds num-
ber Re1 ¼ 103. Future studies investigating whether the regimes
observed here are present at larger or smaller Re1 or comparison to
other equal-viscosity cases (e.g., Re1 ¼ Re2 ¼ 500) would provide fur-
ther insight into density- and viscosity-stratified flows.

V. CONCLUSIONS

This paper explored the Boussinesq lock-exchange problem with
a variable viscosity for the denser fluid over transitional to moderate
Reynolds numbers. The ambient or fluid 1 Reynolds number Re1 was
fixed at 103. The mixture viscosity was imposed as a linear relationship
of fluid 2 concentration / with the fluid 2 viscosity excess viscosity
ratio c varying between 0 and 10. This linear relationship and the sim-
ple choice of domain and boundary conditions enabled the study of
excess viscosity ratios c over two orders of magnitude. The spectral ele-
ment solver NEK5000 was used to conduct direct numerical simula-
tion of the governing Navier–Stokes and advection–diffusion
equation.

Three regimes depending on the excess viscosity ratio c were identi-
fied: When the excess viscosity ratio is small, c� 1, similar results are
produced to those obtained for the equal-viscosity case (c ¼ 0).
Increasing the excess viscosity ratio c of the denser fluid reduces the
rate of interface-scale mixing that occurs within the flow, which leads
to a reduction in the rate of global mixing roughly one sloshing period
later. Decreasing the interface-scale mixing enhances the ability of the
flow to transfer energy between kinetic and potential energy. For inter-
mediate excess viscosity ratios, c � 1, the enhanced ability to transfer
energy is more significant than the additional viscous dissipation in
the denser fluid. Therefore, the extremal values of kinetic and potential
energy for c � 1 are larger for t> 6. However, increasing the excess
viscosity above c ¼ 2 reduces these extrema compared with the equal-
viscosity case as the rate of viscous diffusion increases. When the
excess viscosity ratio is large c� 1, viscous dissipation is significantly
larger, which removes a significant amount of energy from the flow
and further inhibits mixing. Finally, for c � 1, the sloshing period
decreases and increases for c� 1, compared to an equal-viscosity
case. Critically for modeling of geophysical density-driven flows,
neglecting viscosity stratification is only a reasonable approximation in
the c� 1 regime. When c � 1, the viscosity stratification significantly
affects the flow dynamics, such as the run-out distances and flow
speed, which may be more prevalent for unconfined or partially con-
fined scenarios.
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APPENDIX A: DIFFUSIVE CONTRIBUTION TO MIXING

Diffusion of the concentration will slowly mix the fluid at a
rate that depends on the inverse of the P�eclet number
1=Pe ¼ 1=Re1Sc ¼ Dm=HU , which is independent of fluid 2 con-
centration /. No diffusive mixing occurs, and the fluids are immis-
cible in the limit Sc1 !1. However, as discussed earlier, to
accurately resolve the solution at large Schmidt numbers, increased
computational resources are required. Given the initial conditions
used for the lock-exchange problem (9), a lower bound of pure dif-
fusive mixing can be obtained from the system of Eqs. (3)–(6) with
u ¼ 0 everywhere and the relative impact of the Schmidt number
assumption assessed. With zero velocity, this reduces to the diffu-
sion equation

@/
@t
¼ 1

Re1Sc
r2/: (A1)

A reduced one-dimensional (in the x direction) problem is
considered instead of the three-dimensional solution to the diffu-
sion equation, with the following initial conditions:

/ðx; y; z; 0Þ ¼ /0ðxÞ ¼
1 if x 2 �1;�f0½ �;
1
2f0
ðf0 � xÞ if x 2 �f0; f0½ �;

0 if x 2 f0;1½ �;

8>><
>>:

(A2)

where 2f0 ¼ 0:01. Boundaries at infinity replace the flow bound-
aries at x ¼ 61, which removes the slight variation in the z direc-
tion and reduces the problem to solving a one-dimensional
diffusion equation

@/
@t
¼ 1

Re1Sc
@2/
@x2

: (A3)

for each fixed y and z. Further, using an infinite domain removes
negligible contribution from the boundary conditions and enables
the general solution to be expressed as

/ðx; tÞ ¼
ð1
�1

S x � y; tð Þ/0ðyÞ dy;

¼
ð�f0

�1
S x � y; tð Þ dy þ

ðf0

�f0

S x � y; tð Þ
f0 � y
2f0

dy; (A4)

where

S x; tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi
Re1Sc
4pt

r
exp �Re1Scx2

4t

� �
(A5)

(see Ref. 99). These integrals are solved numerically in MATLAB100

on a spatial grid containing 3000 points at time intervals of Dt ¼
0:5 up to the total integration time Tint ¼ 13:5. The lower limit of
the first integral is replaced with �104. These choices of spatial res-
olution and lower limit were checked for convergence. The concen-
tration profile subject to diffusion at the total integration time
Tint ¼ 13:5 with Pe ¼ 1=ðRe1ScÞ ¼ 7000 is presented in Fig. 10.
Noticeable diffusion is observed, but localized around x¼ 0, which
confirms the infinite boundary assumption.

With this profile, the three-dimensional equivalent can be recon-
structed based on the initial conditions without z variation (A2).
Pseudo-color plots are presented in Fig. 11 at t¼ 0 and t¼ 13.5

FIG. 10. Concentration profiles / for a one-dimensional pure diffusion problem at
t¼ 0 and t¼ 13.5. The P�eclet number Pe is fixed at 7000.

FIG. 11. Distribution of concentration / in the (x, y)-plane at t¼ 0 (top) and
t¼ 13.5 (bottom) for the pure diffusion problem.
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demonstrating the change in concentration profiles arising from pure
diffusion in the (x, z)-plane, in which deep red corresponding to fluid 2
(/ ¼ 1) and deep blue corresponding to fluid 1 (/ ¼ 0). Further, the
change in NRPE and Nh over time is displayed in Fig. 12. An approxi-
mately linear increase in NRPE over time is observed, whereas Nh
increases proportionally to

ffiffi
t
p

, as locally the solution is self-similar
with n0 ¼ x=

ffiffi
t
p

and has a decreasing gradient as the interface grows
diffusively.

By assuming no variation in the z direction, the initial surface area
of the region of the flow where /ðx; y; z; 0Þ ¼ 0:5 is reduced and the
amount of mixing is underestimated. However, the surface area ratio
w0 between the curved initial conditions and the x¼ 0 plane is the
same as the ratio of arc lengths or sinuosity of the z-variation

w0 ¼

ð1
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ g02

p
dz

ð1
0
dz

; (A6)

where g0 ¼ dg=dz ¼ 0:1 cos ð2pzÞ. This integral can be reduced to
a complete elliptic integral of the second kind, to which no closed
form solution exists.101 However, numerical approximations are
obtained, again using MATLAB,100 providing w0 
 1:024. Thus,
the error for neglecting the z-variation of the initial conditions is
negligible. Further, the initial values of residual potential energy
RPE(0) and hð0Þ are expressed in terms of w0,

RPEð0Þ ¼
ð1=2�0:005w0

0
y dy

þ
ð1=2þ0:005w0

1=2�0:005w0

1
0:01w0

1þ 0:005w0 � yð Þy dy


 0:500 2; (A7)

hð0Þ ¼ 0:009 8w0 
 0:010 04: (A8)

These are used to compute NRPE and Nh.

APPENDIX B: RESOLUTION

Five meshes labeled A–E are used to perform a grid indepen-
dence study. The total number of nodes in the mesh n, and other

mesh statistics, is presented in Table II. The number of elements in
each spatial direction ðNx;Ny;NzÞ are chosen to provide equal reso-
lution in each spatial dimension, that is, Nx ¼ 2Ny ¼ 2Nz . The
number of GLL points N is chosen to be within the optimal range
of 7–15 for spectral element methods.59 Each simulation is con-
ducted with a Courant number Cr¼ 0.1 in the resolution study.
The corresponding computation cost in terms of core hours (simu-
lation time times the number of cores used) and the total number
of cores used for each simulation are presented in Table III. The
cases c ¼ 2 and c ¼ 4 were added after the initial study and not
included in the grid independence study. As the resolution require-
ments increase with c for the other values, it was assumed that
resolved mesh for c ¼ 10 would be sufficient for both of these cases.
All simulations were conducted on the ARC3, part of the High
Performance Computing facilities at the University of Leeds, UK.
Each compute node consisted of 24 Broadwell E5-2650v4 CPUs
with a base frequency of 2.2GHz. Note that the variable viscosity
cases take significantly longer even when the viscosities are similar
(c ¼ 0:1, for example) because a full discretization of the stress ten-
sor is required.

To reduce the physical memory restraints of saving the results
from each simulation, the data at each node n are exported every
0.5 dimensionless time units. The mixing and energy variables
introduced in Secs. II D and II E are interpolated between these
points using a piece-wise cubic spline that matches the values and
gradients at the known time-steps creating a smoothed fit for the
variables.

In Fig. 13, the normalized residual potential energy NRPE is
plotted each case and each mesh used. For c ¼ 0 and c ¼ 0:1,

FIG. 12. Normalized residual potential energy (NRPE, left) and normalized h (Nh,
right) over time for the pure diffusion problem.

TABLE II. Characteristics of the five meshes. The number of elements in each spa-
tial direction (x, y, z) is ðNx ;Ny ;NzÞ. The total number of elements in in the domain
is E ¼ NxNyNz . Each element contains N GLL points in each spatial direction giv-
ing the total number of nodes n ¼ EN 3.

Mesh Nx Ny Nz E N n

A 32 16 16 8 192 8 4 194 304
B 48 24 24 27 648 9 20 155 392
C 60 30 30 54 000 9 39 366 000
D 72 36 36 93 312 9 68 024 448
E 84 42 42 148 176 9 108 020 304

TABLE III. Computational time in core hours (number of computational cores times
the clock time) for each case and mesh. The number of cores used for each simula-
tion is shown in brackets. Dashes indicate that a lower resolution mesh was deemed
sufficiently resolved and hence not conducted for that mesh.

Mesh c ¼ 0 c ¼ 0:1 c ¼ 1 c ¼ 10

A 213 (48) 424 (48) 394 (48) 463 (48)
B 2361 (96) 4 303 (120) 3 999 (120) 3 592 (120)
C 5890 (192) 14 244 (216) 10 700 (216) 9 118 (216)
D � � � � � � � � � 20 152 (432)
E � � � � � � � � � 37 829 (480)
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similar results are obtained for all the meshes considered indicating
that the meshes are sufficiently resolved. As the viscosity difference
between the layers increases (c ¼ 1 and c ¼ 10), higher resolution is
required to produce a mesh-independent solution. In particular, the

NRPE on mesh B is not sufficient for c ¼ 1, as it deviates after
approximately t¼ 9. Further, a distinct difference between the
NRPE for all five meshes for c ¼ 10 is observed. A higher resolution
mesh would be required for c ¼ 10 to confirm that the mesh E,

FIG. 13. Normalized residual potential energy NRPE against time for the meshes considered for each case: (a) c ¼ 0, (b) c ¼ 0:1, (c) c ¼ 1, and (d) c ¼ 10.

FIG. 14. Normalized residual potential energy NRPE (a) and normalized volume fraction of mixed fluid Nh (b) against time for mesh C and c ¼ 0 at different Courant
numbers.
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c¼ 10 solution is completely resolved. Apart from the solution
obtained using the coarsest mesh, A, curves of normalized mixing
fraction NhðtÞ, potential energy PE, kinetic energy KE, available
potential energy APE, and dissipated energy Dv are coincident.

Finally, the c ¼ 0 on mesh C, normalized residual potential
energy NRPE, and normalized theta Nh are plotted for three differ-
ent Courant numbers Cr (0.5, 0.25, 0.1) in Fig. 14. Decreasing the
Courant number decreases the time step used, and similarly to
decreasing the spatial resolution, both NRPE and Nh produce simi-
lar results for Cr¼ 0.1 and Cr¼ 0.25. Although the NRPE is not
coincident for Cr¼ 0.1 and Cr¼ 0.25, it is for the remaining energy
distributions, Fig. 15. Thus, a Courant number of 0.1 is sufficient
for all simulations.
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