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LQGI/LTR based Robust Control Technique for a

Pressurized Water Nuclear Power Plant
Vineet Vajpayee*, Victor Becerra, Nils Bausch, Jiamei Deng, S. R. Shimjith, A. John Arul

Abstract—This work proposes a new hybrid control strategy
for a pressurized water type nuclear power plant by integrating
linear quadratic integrator (LQI), linear quadratic Gaussian
(LQG), and loop transfer recovery (LTR) approaches. The multi-
input multi-output nuclear plant model adopted in this work is
characterized by 38 state variables. The nonlinear plant model
is linearized around steady-state operating conditions to obtain a
linear model for the controller design. The proposed LQGI/LTR
technique designs state-feedback assisted output control using
the estimated states. The control architecture offers robust
performance and tracks the reference set-point with zero steady-
state error in the presence of uncertainties and disturbances.
The effectiveness of the proposed technique is demonstrated
by simulations on different subsections of a pressurized water
nonlinear nuclear power plant model. The control performance of
the proposed technique is further compared with other classical
control design schemes. Statistical measures are employed to
quantitatively analyse control performance.

Index Terms—Optimal control, Robust Control, Hybrid Con-
trol, Pressurized Water Reactor, Nuclear Power Plant.

I. INTRODUCTION

A nuclear power plant is a complex constrained non-linear

dynamical system. Control of a nuclear power plant poses a

challenge due to parameter variations caused by fuel burn-

up, internal reactivity feedbacks, modelling uncertainties, and

unknown disturbances. System parameters associated with

reactor core, thermal-hydraulics, and reactivity feedbacks dif-

fer considerably with operating conditions. Besides, routine

load cycles during the load-following mode of operation can

significantly degrade performance due to a broad range of

power variations. Uncertainties in the actuators signals and

noisy sensor measurements add further challenges to the

control design problem. Consequently, traditional controllers

struggle to deliver good performance. The controller must be

able to respond steadily to fast variations in the set-point

without compromising the performance. Thus, it is of prime

importance to improve the existing control techniques for the
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enhancement of safety and operability of a nuclear power

plant.

In the last few decades, various robust control design

techniques such as H∞ control [1]–[5], model predictive

control (MPC) [6]–[14], sliding mode control (SMC) [15]–

[20], and other soft-computing-based controls [21]–[30] have

been proposed to deal with uncertainties in a nuclear power

plant. An H∞-based control approach was first proposed by

Suzuki et al. [1] to obtain better robustness over the classical

control schemes for reactor core power control. Chi et al. [2]

employed H∞ control for reactor core xenon control. Emara et

al. [3] combined a model-order reduction and linear matrix in-

equality with an H∞ approach to design a core power control

strategy. Recently, an H∞-based loop-shaping approach has

been proposed by Li et al. [4] to control the nuclear reactor

core. Further, Yan et al. [5] proposed an H∞-based mixed

sensitivity method to achieve stable power operations in the

presence of external disturbances and uncertainties. However,

H∞-based controllers are optimal only with respect to the pre-

scribed cost function. The controller performance degrades in

the presence of non-linear constraints. Moreover, this control

approach requires the knowledge and understanding of high-

level mathematics for their successful application.

To deal with system design constraints in an uncertain

nuclear power plant system, receding horizon-based robust

MPC approaches have been proposed. Etchepareborda et al.

[6] proposed an output feedback non-linear receding horizon

strategy to control reactor power during known disturbances.

Na et al. [7] incorporated a genetic algorithm optimization

with fuzzy MPC for thermal power control of a pressurized

water reactor (PWR). Robust MPC has been designed for

nonlinear power control and bounding xenon oscillations by

Eliasi et al. [8], [9]. The performance of these controllers

is reliant on the accurate knowledge of the plant model a

priori, which is a stringent requirement in case of aged plants.

Recently, subspace-based predictive control approaches have

been proposed for the reactor power control of a PWR by

Vajpayee et al. [10]–[14].

SMC is another robust control design technique applied

to deal with uncertainties in a nuclear power plant system.

Ansarifar et al. applied the SMC to the power control of a

PWR [15]. Researchers have proposed SMC-based approaches

for the power distribution control of a large reactor [16]–[18].

Surjagade et al. [19] integrated SMC with the linear-quadratic

approach for the core power control. Recently, Vajpayee et al.

[20] proposed an integral SMC-based linear-quadratic tracking

design for the control of different loops of a PWR plant. How-

ever, the practical implementation of an SMC-based design is



difficult, as it is susceptible to high-frequency components and

sensitive to unmatched uncertainties.

Researchers have assimilated robustness capabilities in the

classical proportional-integral-derivative (PID) controllers for

reactor power control under parametric variations [21]–[23]

Different soft computing-based controllers such as neural

network controller [24], intelligent controller [25], emotional

controller [26], fuzzy logic controller [27]–[29], and genetic

algorithms optimized controller [30] have been proposed to

study the load-following problem of nuclear reactors in the

presence of disturbances and uncertainties.

A substantial amount of research has been carried out

on the application of robust control techniques in nuclear

reactors, especially for the core power control. A robust

controller often has to spend high control energy to achieve

satisfactory performance in an uncertain environment, which

may sometimes lead to a saturation of actuators. Pragmatically,

a robust control strategy which spends less control energy is

desired. This stimulus leads to the advancement of hybrid

control strategies by integrating robust control with optimal

control which ensures robust performance with lower control

efforts [14], [18]–[20], [31]–[33].

Optimal control is a widely applied control design technique

that guarantees optimal nominal performance with minimum

control efforts. To implement optimal control in actual plants,

Edwards et al. [31] proposed state-feedback assisted control

(SFAC) to cope with changes of reactor parameters over that of

the conventional state-feedback control. In the aforementioned

works, many control strategies are developed with the assump-

tion that the complete state information is available. Perfor-

mance of such controllers is governed by accurate knowledge

of the system states. However, in practice, some of the states

are not directly available for feedback. For instance, in a

reactor core, the concentration of delayed neutron precursors

is not directly measurable. Thus, a state estimator is required

to estimate the unmeasurable states [15].

Linear-quadratic Gaussian (LQG) is an integrated control

design approach involving an optimal linear-quadratic reg-

ulator (LQR) for the SFAC and a Kalman filter for the

state estimation. However, the incorporation of a Kalman

filter weakens the robustness, stability, and performance of

the LQR-based design [34]. To address these issues, a loop-

shaping strategy called loop transfer recovery (LTR) has been

proposed by Doyle and Stein [35]. The integrated LQG/LTR

approach possesses strong robustness capability in an uncertain

environment. The simple structure of the LQG/LTR technique

makes it suitable for multi-input multi-output systems. The

LQG/LTR controller has been applied to a nuclear power plant

deaerator system where it has shown desirable performance

in normal operation and also in fault accommodation [36].

Ben-Abdennour et al. [37] proposed an LQG/LTR technique

integrated with the SFAC to improve the temperature control

of a PWR. A similar approach has been employed by Arab-

Alibeik et al. to design an LQG/LTR in the SFAC structure

[38]. The LQG/LTR design and stability analysis are utilized

to design core-power and axial-power control of a PWR by Li

et al. [39]. The authors further integrated the approach with

flexibility control for nonlinear core control at a random power

level [40]. Lately, Wan et al. [41] proposed an SFAC using a

differential lag compensator with the LQG/LTR scheme.

Usually, the LQG/LTR scheme requires designing a large

recovery gain to retain robustness, which may result in large

control signal variations and may also lead to the saturation of

actuators. The LQG/LTR scheme does not guarantee set-point

tracking performance, which may be severely compromised

in the presence of parametric uncertainties and disturbances.

The linear-quadratic integrator (LQI) scheme is proposed to

address some of these issues in state-feedback control under

the assumption of the availability of states for feedback [42].

LQI includes an integrator in the forward path and acts as

an output-feedback controller alongside the state-feedback

controller [43], [44]. Motivated by these advantages, a new

hybrid control strategy for a PWR-type nuclear power plant

is proposed in this paper by integrating the LQI, LQG, and

LTR approaches. The state-feedback component from the LQG

technique improves the system performance in the presence of

process and measurement noise, the output-feedback element

from the LQI technique enhances the set-point tracking with

zero steady-state error, and the LTR technique increases the

robustness in the presence of parametric uncertainties and

disturbances. Thus, the hybrid control scheme retains the

advantage of these three individual control techniques and

overcomes their respective shortcomings. The overall nuclear

power plant control scheme possesses a state-estimator with a

state-feedback assisted output control to guarantee set-point

tracking performance along with improved robustness and

enhanced stability margin.

Due to reasons such as commercial restrictions and the

understandable conservativeness of the nuclear industry, there

is little work reported in the literature on the validation

and verification and eventual adoption of advanced control

techniques on nuclear power plants [7], [25], [33], [36],

[37]. To establish the performance and effectiveness of a

control scheme, work published in the early 1990s [36],

[37], implemented the nonlinear simulation of the reactor

and the controller using the Advanced Continuous Modelling

Language (ACSL). There are examples in the literature where

the controller C++ code is tested using reactor models such as

the DYNCO reactor core calculation code [25]. A MATLAB-

based controller was tested using a 3-D reactor analysis MAS-

TER code developed in FORTRAN, which can simulate the

PWR cores in 3-D geometry [7]. Shaffer et al. experimentally

validated their robust controller on the Penn State TRIGA

research reactor [33]. In the last decade, many controllers

have been developed and tested using MATLAB/Simulink

based models of the plant [5], [18], [21]–[23], [28]–[30],

[41], [45], which is the approach that has been adopted in

this work. In the literature, a simplified model of a PWR,

fundamentally designed for studying the load-following mode

of operation, is usually employed [2], [15], [24], [40]. The

coupling effects among the reactor core, steam generator,

pressurizer, turbine-governor, and different piping and plenum

are ignored while designing the individual controllers. The

dynamics of actuators and sensors are also omitted. It is useful

to develop control methods for the whole nuclear power plant

system. However, there are very few results for controlling an



entire nuclear power plant. The proposed LQGI/LTR technique

is implemented on different subsections of a simulated nuclear

power plant. Specifically, the proposed work addresses the

following problems: the load-following mode of operation,

the steam generator pressure control, the pressurizer pres-

sure and level control, and turbine speed control. The non-

linear nuclear power plant model employed in this work [46]

considers the dynamics of a reactor core, thermal-hydraulics,

piping, plenum, steam generator, pressurizer, turbine-governor,

sensors, and actuators. The efficacy of the proposed control

scheme is tested using various closed-loop simulations in the

MATLAB/Simulink environment. The proposed scheme has

been further compared with other classical control design

techniques. The main contributions of this paper are:

• LQGI/LTR technique is proposed to improve system

performance and to enhance set-point tracking in the

presence of disturbances and parametric uncertainties.

• Design, validation, and testing of the control strategy

are performed for various control loops of a PWR-type

nuclear power plant.

• Detailed simulation analysis is done to compare the

proposed technique with other classical control schemes.

The remainder of the paper is organized as follows: Sec-

tion II presents the dynamic non-linear model of a PWR-

type nuclear power plant. Section III presents the proposed

control scheme. In section IV, the proposed technique’s im-

plementation on a nuclear power plant model is presented

and its effectiveness discussed referring to simulation results.

Conclusions are drawn in Section V indicating the paper’s

main contributions.

II. DYNAMIC MODEL OF A PWR NUCLEAR POWER PLANT

The dynamic model of a PWR-type nuclear power plant

is briefly discussed here. The different subsections of the

integrated model have been studied in detail in [45], [47]–

[49]. The integrated model has been analysed and verified

with simulated as well as plant data in [46]. The key variables

of the model equations given below are described near their

first occurrence, while the constant model parameters are all

described, along with their units, in the nomenclature section.

A. Point-Kinetics Reactor Core Model

The dynamic model of a nuclear reactor core is modelled

using the point-kinetics equation coupled with six groups of

delayed neutrons precursor. It is given by

dPn

dt
=

ρt −
6
∑

i=1

βi

Λ
Pn +

6
∑

i=1

βi

Λ
Cin, (1)

dCin

dt
= λiPn − λiCin, i = 1, 2, . . . 6, (2)

where Pn and Cin represent the normalized power and delayed

neutron precursor concentration of the ith group, respectively.

B. Thermal-Hydraulics Model

The core thermal-hydraulics behaviour is governed by the

Mann’s model which considers two lumps for the coolant node

and one lump for the fuel node [47]. It is represented as

dTf

dt
= HfPn −

1

τf
(Tf − Tc1) , (3)

dTc1

dt
= HcPn +

1

τc
(Tf − Tc1)−

2

τr
(Tc1 − Tcin) , (4)

dTc2

dt
= HcPn +

1

τc
(Tf − Tc1)−

2

τr
(Tc2 − Tc1) , (5)

where Tf , Tc1, and Tc2 denote the temperatures of fuel,

coolant node 1, and node 2, respectively.

C. Piping & Plenum Model

Different piping and plenum of reactor-core and steam

generator (SG) can be represented by first order ordinary

differential equations as

dTrxu

dt
=

1

τrxu
(Tc2 − Trxu) , (6)

dThot

dt
=

1

τhot
(Trxu − Thot) , (7)

dTsgi

dt
=

1

τsgi
(Thot − Tsgi) , (8)

dTsgu

dt
=

1

τsgu
(Tp2 − Tsgu) , (9)

dTcold

dt
=

1

τcold
(Tsgu − Tcold) , (10)

dTrxi

dt
=

1

τrxi
(Tcold − Trxi) , (11)

where Trxi, Trxu, Thot, Tcold, Tsgi, and Tsgu are temperatures

of lower-plenum, upper-plenum, hot-leg, cold-leg, SG inlet-

plenum, and SG outlet-plenum, respectively.

D. Steam Generator Model

A steam generator (SG) can be represented by five nodes in

which the primary coolant lump (PCL) and metal tube lump

(MTL) are represented by two nodes each [48]. It is given by

dTp1

dt
=

1

τp1
(Tsgi − Tp1)−

1

τpm1
(Tp1 − Tm1) , (12)

dTp2

dt
=

1

τp2
(Tp1 − Tp2)−

1

τpm2
(Tp2 − Tm2) , (13)

dTm1

dt
=

1

τmp1
(Tp1 − Tm1)−

1

τms1
(Tm1 − Ts) , (14)

dTm2

dt
=

1

τmp2
(Tp2 − Tm2)−

1

τms2
(Tm2 − Ts) . (15)

where Tp1, Tp2, Tm1, and Tm2 are temperatures of PCL 1, PCL

2, MTL 1, and MTL 2, respectively. The secondary coolant

lump (SCL) to represent steam pressure (ps) can be obtained

by balancing mass, volume, and heat as

dps
dt

=
1

Ks

[Ums1Sms1 (Tm1 − Ts) + Ums2Sms2 (Tm2 − Ts)

− (ṁsohss − ṁfwcpfwTfw)] . (16)



where,

Ks = mws

∂hws

∂ps
+mss

∂hss

∂ps
−mws

(

hws − hss

νws − νss

)

∂νss
∂ps

(17)

It is considered that the feed-water inlet flow is adjusted to

match steam outlet flow and the latter is dependent only on

steam pressure. Thus, the steam outlet flow is given by

ṁso = Ctgps. (18)

E. Pressurizer Model

The two-phase pressurizer (pp) dynamical model can be

obtained by applying volume and energy balances of water

and steam mixture with steam compressibility as [49]

dpp
dt

=

Qheat + ṁsur

(

ppνs

JpC1p
+ hw̄

C1p

)

+

ṁspr

(

hspr − hw + hw̄

C1p
+

ppνw

JpC1p

)

mw

(

K3p +
K4ppp

Jp

)

+
msK4ppp

Jp
−

Vw

Jp
+

C2p

C1p

(

hw̄ +
ppνs

Jp

)

(19)

The equation of water level (lw) in the pressurizer can be

obtained by applying mass balance equation on water and

steam phase as

dlw
dt

=
1

dsAp

((

Ap (l − lw)K2p −
C2p

C1p

)

dpp
dt

+
1

C2
1p

(

C2p
dpp
dt

− ṁsur − ṁspr

)

+
ṁsur

C1p

)

.(20)

where the surge rate can be represented as

ṁsur =

N
∑

j=1

Vjϑj

dTj

dt
(21)

The index j = 1 to N represents coolant node temperatures

in the following order, reactor lower plenum, coolant node 1

and 2, rector upper plenum, hot-leg, SG inlet plenum, PCL

1 and 2, SG outlet plenum, and cold-leg, respectively. The

intermediate variables are defined as

C1p =
dw
ds

− 1; (22)

C2p = Ap (l − lw)
dw
ds

K2p +AplwK1p; (23)

K1p =
∂dw
∂pp

;K2p =
∂ds
∂pp

;K3p =
∂hw

∂pp
;K4p =

∂νs
∂pp

;(24)

F. Turbine Model

The dynamical model of a turbine consists of the high-

pressure turbine, intermediate-pressure turbine, re-heater, and

low-pressure turbine as [45]

d2Php

dt
+

(

Orv+τip
τhpτip

)

dPhp

dt
+
(

Orv

τhpτip

)

Php =
(

OrvFhp

τhpτip

)

¯̇mso

+
(

(1+κhp)Fhp

τhp

)

d ¯̇mso

dt

d2Pip

dt
+
(

Orvτhp+τip
τhpτip

)

dPip

dt
+

(

Orv

τhpτip

)

Pip =
(

OrvFip

τhpτip

)

¯̇mso

d3Plp

dt
+
(

Orvτhp+τip
τhpτip

+ 1
τlp

)

d2Plp

dt
+
(

Orv(τlp+τhp)+τip
τhpτipτlp

)

dPlp

dt
+

(

Orv

τhpτipτlp

)

Plp = OrvFlp
¯̇mso

(25)

where the steam flow in turbine is ¯̇mso = ṁso/ṁsor, ṁsor is

the rated steam mass flow rate. Php, Pip, and Plp are mechan-

ical power output of high-pressure, intermediate-pressure, and

low-pressure turbine, respectively. Thus, the total mechanical

output of the turbine is computed as

Ptur = Php + Pip + Plp. (26)

The turbine-governor model consists of a turbine speed control

system which produces a rate of change in turbine speed

following the difference in the demand power (Pdem) and

turbine output power (Ptur) [49]. It is given by

dωtur

dt
=

Ptur − Pdem

(2π)
2
JturωturItg

(27)

where ωtur is the turbine speed.

G. Reactivity Model

The reactivity model consists of reactivity feedback to in-

clude effects of variation in fuel and coolant temperatures and

primary coolant system pressure in addition to the reactivity

due to rod movement. The total reactivity (ρt) is given by

ρt = ρrod + αfTf + αcTc1 + αcTc1 + αppp. (28)

H. Sensors

1) Ex-core Detectors: The global neutronic power in a

reactor can be monitored using ex-core detectors and their

associated amplifiers [50]. The ex-core detector produces

a current signal (ilo) proportional to the total power. The

logarithmically amplified current is sensed as

τ1τ2
d2ilo
dt2

+ (τ1 + τ2)
dilo
dt

+ ilo = Klolog10 (κloPn) (29)

2) Resistance Temperature Detector: Resistance tempera-

ture detectors (RTD) are used to measure the coolant temper-

ature at the inlet (Trtd1) and outlet (Trtd2) as

dTrtd1

dt
=

1

τrtd
(−Trtd1 + 2Tc1 − Trxi) (30)

dTrtd2

dt
=

1

τrtd
(−Trtd2 + 2Tc2 − Trxu) (31)

A proportional current signal (irtd) can be obtained from the

sensed RTD signals as

irtd = Krtd

(((Trtd1 + Trtd2)/2)− Trxi0)

(Trxu0 − Trxi0)
+ 4 (32)
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Fig. 1: Block diagram of the LQG/LTR control scheme.

I. Actuators

1) Control Rod: The change in reactivity due to control rod

movement (ρrod) is related to the rod movement speed (vrod)

through the worth of the control rod. The dynamics of control

rod is given by
dρrod
dt

= Gvrod (33)

2) Turbine-Governor Valve: The turbine-governor control

valve dynamics can be described by a second order differential

equation in which the valve coefficient (Ctg) can be adjusted

using the input signal to the valve (utg) as

d2Ctg

dt2
+ 2ζtg̟tg

dCtg

dt
+̟2

tgCtg = ̟2
tgKtgutg (34)

III. PROPOSED CONTROL APPROACH

LQR is an optimal full state-feedback controller which,

under ideal conditions, guarantees an infinite gain margin and

a phase margin of 60 degrees. LQG is a combination of LQR

with Kalman filter estimated states for computing a control law

that is optimal in the presence of white noise measurement and

process noise. To improve the performance and robustness,

either the Kalman filter gain matrix or the regulator gain

matrix can be modified using the LTR approach [35]. The

block diagram of the classical LQG/LTR scheme applied to

the PWR-type nuclear power plant is shown in Fig. 1. LQI

is a variant of LQR with an integrator to ensure zero steady-

state error. It computes the control law using LQR with an

added integral regulation of the output variable. Employing the

concept of LQI, LQG, and LTR, a new modified LQGI/LTR

approach is proposed here. The scheme first designs an LQI-

LQG control scheme and then incorporates the LTR technique.

The proposed scheme inherits the features of LQI, LQG, and

LTR schemes. The block diagram of the proposed LQGI/LTR

scheme applied to the PWR-type nuclear power plant is

depicted in Fig. 2.

A. Linearization

The overall nonlinear system given by (1–34) can be lin-

earized and represented in standard state-space form as

ẋ(t) = Ax(t) +Bu(t),

y(t) = Cx(t) (35)

where A ∈ R
n×n, B ∈ R

n×m, and C ∈ R
l×n are system

matrices. u(t) ∈ R
m, and y(t) ∈ R

l, and x(t) ∈ R
n,

respectively represent control input, system output, and state,

respectively. They are given by,

u(t) =
[

δvrod δutg δQheat δṁspr δṁsur

]T

y(t) =
[

δilo δirtd δps δpp δlw δωtur

]T (36)

and

x(t) =
[

δPn δC1n δC2n δC3n δC4n δC5n δC6n δTf δTc1

δTc2 δTrxu δThot δTsgi δTsgu δTcold δTrxi δTp1 δTp2

δTm1 δTm2 δps δpp δlw δPhp δṖhp δPip δṖip δPlp δṖlp

δP̈lp δωtur δilo δi̇lo δTrtd1 δTrtd2 δρrod δCtg δĊtg

]T
.

where δ represents deviation from the steady state value. It is

to note that the eigenvalues of the linearized system matrices

capture the time constants of the system and thus, they are

taken into account by the controller gain matrices through the

model-based design procedure, as explained in later sections.

B. System Representation and State Augmentation

The linear time invariant system can also be represented as

ẋ(t) = Ax(t) +Bu(t) + Γω(t),

y(t) = Cx(t) + υ(t) (37)

where Γ ∈ R
n×m is disturbance input matrix. ω(t) and

υ(t) are process noise and measurement noise with zero

mean and covariance matrices, E
(

ω(t)ω(t)T
)

= Ξ and

E
(

υ(t)υ(t)T
)

= Θ, respectively. To ensure zero steady-state

error during reference tracking an integral action can be in-

corporated in the feed-forward path using state augmentation.

The LQR controller can then be designed for the augmented

system.

Define an error variable between reference (r(t)) and output

(y(t)) as

ė(t) = r(t)− y(t) (38)

Considering r(t) as constant at steady-state, one can rewrite

the augmented model in terms of error dynamics between the

current and the steady-state value consisting error variable as

an additional state as
[

ẋe(t)
ėe(t)

]

=

[

A 0
−C 0

] [

xe(t)
ee(t)

]

+

[

B
0

]

ue(t)+
[

Γ
0

]

ωe(t) +

[

0
−I

]

υe(t)
(39)

where xe = x (t) − x (∞) and similarly other variables with

subscript e are defined. Define, ξ(t) =

[

xe(t)
ee(t)

]

, one can write,

ξ̇(t) = Āξ(t) + B̄ue(t) + Γ̄ωe(t) + Πυe(t) (40)

where Ā =

[

A 0
−C 0

]

; B̄ =

[

B
0

]

; Γ̄

[

Γ
0

]

; Π =

[

0
−I

]

.

C. Linear Quadratic Gaussian Integrator

The design of an LQGI involves two steps, the first step

is to design a Kalman filter for state estimation and the

second step is to design an optimal state-feedback control for

the augmented system using an LQR. The Kalman filter and



the LQR can be designed independently using the separation

principle.

1) Kalman Filter: The Kalman filter estimation problem is

to find an optimal state estimate x̂(t) such that the following

error covariance is minimized:

J1 = lim
t→∞

E
{

(x− x̂) (x− x̂)
T
}

(41)

The Kalman filtering problem is estimated by computing the

Kalman gain Kf given by

Kf = PfC
TΘ−1 (42)

where Pf is a symmetric positive-semidefinite matrix and can

be computed using the solution of following Algebraic Riccati

Equation (ARE) as

APf + PfA
T + ΓΞΓT − PfC

TΘ−1CPf = 0 (43)

Thus, the estimated states ˙̂x(t) are given by,

˙̂x(t) = Ax̂(t) +Bu(t) +Kf (y(t)− Cx̂(t)) (44)

2) Linear Quadratic Regulator: The estimated states are

then employed to implement optimal state-feedback control for

the augmented system using LQR. The LQR design computes

an optimal control input by minimizing the following cost

function

J2 =

∞
∫

0

(

ξ̂TQξ̂ + uT
e Rue

)

dt (45)

where Q and R are positive-semidefinite and positive-definite

weighing matrices, respectively. The cost function can be

minimized by finding the solution of the following ARE to

calculate optimal regulator feedback gain. The ARE is given

by

ĀTPc + PcĀ+Q− PcB̄R−1B̄TPc = 0 (46)

where Pc is a symmetric positive semidefinite matrix. The

optimal regulator feedback gain is computed as

K̄ =
[

Kc −KI

]

= R−1B̄TPc (47)

The control law for error dynamics is then given by

ue(t) = −R−1B̄TPcξ̂(t) = −R−1B̄TPc

[

x̂e(t)
êe(t)

]

(48)

Thus, the state-feedback control law for the system is given

by,

u(t) = −R−1B̄TPc

[

x̂(t)
ê(t)

]

= −Kcx̂(t) +KI ê(t) (49)

The optimal state-feedback control law is implemented using

the estimated states.

D. Loop Transfer Recovery

Due to the presence of the Kalman filter, the noise covari-

ance matrices, and its associated weights, the performance of

LQG is affected. Often, the dynamics of the Kalman filters

are not faster than the plant dynamics. These will lead to a

reduction in the stability margin and even to instability with a

small disturbance. The idea of LTR design is to use a fictitious

gain coefficient q called as recovery gain, and then gradually

increase q → ∞, such that the final loop-transfer function

approximates to the state-feedback loop transfer function de-

signed by the LQR [35]. The LTR technique modifies the

gains of the return ratio to regain the robustness by an iterative

selection of either the regulator or the Kalman filter [34]. If

the gains of the return ratio are shaped at the output of the

plant by tuning the regulator gains then the technique is called

as the LTR-at-the-output approach. On the other hand, if the

gains of the return ratio are shaped at the input of the plant

by tuning the Kalman filter matrix then it is called as the

LTR-at-the-input approach [35].

1) LTR-at-the-output: In this approach, the gains of the

LQR are shaped so that the resultant filter transfer function

has guaranteed stability margins. The open-loop system with

the LQG return ratio at the output is given by

G(s) = C (sI −A)
−1

BKc (sI −A+BKc +KfC)
−1

Kf(50)

The following procedure is followed [35]:

• First, select a Kalman filter by a suitable choice of the

weighting matrices Γ, Ξ, and Θ such that a satisfactory

return ratio at the output is obtained.

• Select Q = qCTC and R = I and increase recovery gain

q until the ideal return ratio at the output is recovered in

the closed-loop system.

The ideal return ratio at the output is given by

lim
q→∞

Gout(s) = C (sI −A)
−1

Kf (51)

2) LTR-at-the-input: In this approach, the gains of the

Kalman filter matrices are shaped so that the resultant filter

transfer function has guaranteed stability margins. The open-

loop system with the LQG return ratio at the input is given

by

G(s) = Kc (sI −A+BKc +KfC)
−1

KfC(sI −A)−1B(52)

The following procedure is followed [35]:

• First, select the LQR regulator by a suitable choice of the

weighting matrices Q and R such that good performance

and robustness with state-feedback is obtained.

• Select Γ = B, Ξ = qΞ and Θ = I and increase

recovery gain q until the desired state-feedback properties

are recovered in the closed-loop system.

The ideal return ratio at the input is achieved when all the

states are available for measurement and it is given by

lim
q→∞

Ginp(s) = Kc (sI −A)
−1

B (53)

E. Control Performance Assessment

The control performance can be numerically analysed based

on the following factors presented in this paragraph. The

first one is the percentage root mean squared error (PRMSE)

calculated on the basis of the tracking error. The effect of

control action on the input is analysed by computing the total

variation of input (TVI) which is a measure of smoothness of
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Fig. 2: Block diagram of the LQGI/LTR control scheme.

a signal and the L2-norm of input (L2NI) which is a measure

of control energy. These are given by

PRMSE =

√

√

√

√

1

N

N
∑

k=1

(y[k]− r[k])
2
× 100%, (54)

TV I =

N
∑

k=1

|(u [k + 1]− u [k])|, (55)

L2NI =

√

√

√

√

N
∑

k=1

(u[k])
2
. (56)

where N denotes the total number of samples.

IV. RESULTS AND DISCUSSION

In this work, the LTR-at-the-input design approach is con-

sidered in which first the LQR is designed by selecting Q and

R matrices to achieve good performance. Large positive diag-

onal values for Q result in the poles of the closed-loop system

to be further away from the origin and the output, therefore,

tracks the reference rapidly. Conversely, large positive diagonal

values for R result in the poles of the closed-loop system to

be closer to the origin and the output, therefore, tracks the

reference slowly. In the case of LTR, the performance of the

target feedback loop (TFL) is analysed by Nyquist and Bode

plots and they are shown in Figs. 3 and 4, respectively. The

values of Γ,Ξ, and Θ are selected as Γ = B, Ξ = qΞ and

Θ = I . The plots of the loop transfer function matrix for

different values of q are plotted and compared with those of

the TFL as shown in Figs. 3 and 4. It can be seen that as

q → ∞, the loop transfer function approaches the ideal return

ratio given by the TFL. Thus, if the loop transfer function

meets the desired specifications, then the procedure will result

in a compensator that will also meet the specifications. The

better recovery is generally obtained for a large q.

The simulation results were obtained by testing the perfor-

mance of the designed controllers under various conditions.

The controllers are designed after linearizing the nonlinear

PWR system operating at 1 fractional full power (FFP). The

designed linear controller is then tested on the nonlinear PWR-

type nuclear power plant model under parametric variations

and disturbances of the ramp and sinusoidal nature. These are

given by

ω1(t) = 10−5
(

sin(10−3t) + 2 sin(10−2t) + 3 sin(10−1t)
)

(57)

ω2(t) = −10−3 (s(t− 100)− s(t− 700) + s(t− 1000)

−s(t− 1600)) (58)

ω3(t) = −0.5ω2(t) (59)

where the disturbance ω1(t) is in the total reactivity, the

uncertainty ω2(t) is in the feed-water inlet temperature, and

the uncertainty ω3(t) is in the surge flow rate. Here, s(t)
denotes a unit ramp signal. Four different control-loops were

considered in the nuclear power plant: reactor core power

loop, steam generator loop, pressurizer loop, and turbine speed

loop. In each case, the results of the proposed control scheme

are compared with different control techniques such as PID,

LQG, and LQG/LTR. The definitions of different input and

output variables and the values of different tuning parameters

for various loops are given in Table I. The nuclear power

plant model parameters and the steady-state values of different

variables at the operating point are summarized in Table A.1

in the Appendix.

A. Load-Following Mode of operation

The performance of the proposed controller is tested for

the load-following mode of operation of a PWR-type nuclear

power plant. A typical load-following transient is considered

as follows: Initially, for 60 s, the power is maintained at 1

FFP; then, it is changed to 1.2 FFP in 240 s at 5%/min; held

at 1.2 FFP for 460 s; then, it is decreased to its initial value in

240 s and held at 1 FFP for 360 s; then, it is changed to 0.8

FFP in 240 s; held at 0.8 FFP for 360 s; then, it is increased to

its initial value in 240 s and held at 1 FFP for the rest of the

duration. The reactor power can be controlled either through

the ex-core detector current corresponding to measured power

or RTD current corresponding to average coolant temperature.

Here, both configurations are studied.

1) Power Loop: The variation in ex-core detector current

corresponding to demand power is plotted in Fig. 5a. The vari-

ation in the control rod speed signal is shown in Fig. 5b. The

performance of classical approaches, PID, LQG, LQG/LTR

is also plotted. The proposed LQGI/LTR controller tracks the

variation smoothly without any overshoot and provides zero

steady-state error for a constant reference. Other controllers

can track the changes in demand power, but they are unable

to reject the disturbances. Table II numerically compares the

control performance of different approaches. It is found that

the value of PRMSE for the LQGI/LTR approach is lower

than those of the other techniques at least by one order of

magnitude. The values of L2NI and TVI is found to be

comparable among all the approaches in which the LQG/LTR

takes the minimum value. On the other hand, the LQGI/LTR

takes slightly more control efforts with significantly better set-

point performance. Among all of them, the LQGI/LTR gives

better set-point tracking without any peak overshoot, and its

response is free from disturbances.

2) Temperature Loop: The variation in RTD current corre-

sponding to demand power is plotted in Fig. 5c. The variation
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(a) Power loop.
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(b) Temperature loop.
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(c) Steam generator loop.
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(d) Pressurizer pressure loop.
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(e) Pressurizer level loop.
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(f) Turbine speed loop.

Fig. 3: Nyquist plots for different values of recovery gain.

of the control rod speed signal is shown in Fig. 5d. The

proposed LQGI/LTR controller tracks the variation smoothly

without any overshoot with zero steady-state error. On the

contrary, other controllers can track the changes in demand

power, but, they are unable to reject the disturbances. The PID

configuration tracks the variation with 4% overshoot. From

Table II, it is noted that the value of PRMSE for the LQGI/LTR

approaches is lower than those of the other techniques. The

control efforts in terms of L2NI and TVI are comparable for

all the schemes in which the LQG takes the minimum value

however it failed to handle the disturbances and uncertainties.

The proposed technique gives a robust performance with
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(c) Steam generator loop.
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(d) Pressurizer pressure loop.
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(e) Pressurizer level loop.
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(f) Turbine speed loop.

Fig. 4: Bode plots for different values of recovery gain.

approximately the same control efforts.

B. Steam Generator Loop

The performance of the proposed technique is tested for a

set-point change in the steam generator pressure. It is applied

as follows: Initially, for 200 s, the SG pressure is maintained

at a steady-state value of 7.285 MPa; then, it is changed to

7.335 MPa in 300 s; held at 7.335 MPa for 700 s; then, it is

reduced to its initial value in 300 s and held at 7.285 MPa

for the rest of the duration. Fig. 6a shows the performance

of the proposed controller in set-point tracking. It is observed

that the LQGI/LTR controller output can track the variation



TABLE I: Tuning parameters for different control approaches

Configuration PID LQG LTR

Case Input Output Kp Ki Q R q
A.1 vrod ilo 5.105× 10−2 8.996× 10−3 1× 10−3In 5× 104Im 1× 109

A.2 vrod irtd 1.986× 10−3 1.063× 10−5 1× 10−3In 1× 105Im 1× 107

B utg ps 5.404× 10−1 1.185× 10−1 5× 10−2In 1× 102Im 1× 1012

C.1 Qheat pp 1.099× 107 6.343× 106 1× 100In 1× 10−10Im 1× 1017

C.2 ṁspr pp 2.936× 105 1.695× 105 5× 10−3In 1× 10−8Im 1× 1017

C.3 ṁsur lw 2.408× 103 2.615× 103 1× 106In 1× 10−5Im 1× 1013

D utg ωtur 6.472× 102 8.359× 100 1× 100In 1× 10−2Im 1× 1018
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(d) Control rod speed movement.

Fig. 5: Variation of output and input signals during load following mode of operation.

smoothly as envisaged in the presence of uncertainties and can

reject disturbances. The PID, LQG, and LQG/LTR controllers

can track the set-point variation, but, they are unable to reject

the disturbances. The LQG and LQG/LTR approaches give a

steady-state error during tracking. Fig. 6b shows the variation

of the control signal variation to turbine governor valve. It

can be seen that all the scheme spent similar control efforts in

tracking the set-point. Table II shows that the value of PRMSE

for the LQGI/LTR approaches is significantly lower than those

of the other techniques. The control efforts in terms of L2NI

and TVI are comparable for all the schemes in which the

LQG takes the minimum value. The proposed technique gives

a robust set-point tracking without much increment in control

efforts.

C. Pressurizer Loop

The pressurizer control system consists of pressure and

a level controller. The pressure control system controls the

coolant pressure and maintains it within permissible limits.

It is usually achieved by actuating a bank of heaters and by

adjusting the spray flow rate.

1) Pressure Control by Heater: The performance of the

proposed controller in tracking a set-point change in the

pressurizer pressure using the heater system is shown in Fig.
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Fig. 6: Variation of output and input signals during a set-point change in steam generator pressure.
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Fig. 7: Variation of output and input signals during set-point change in pressurizer pressure.

7a. The following set-point variation is applied: Initially, for

200 s, the pressure is maintained at a steady-state value of

15.41 MPa; then, it is changed to 15.49 MPa in 800 s and

held at 15.49 MPa for the rest of the duration. It is observed

that the LQG controller is unable to track the variation in

the presence of uncertainties and disturbances and produces a

large steady-state error. The PID, LQG/LTR, and LQGI/LTR

controllers can track the variation. The LQGI/LTR controller

gives better tracking and can handle system uncertainties and

disturbances as compared to other approaches. Fig. 7b shows

the variation of the rate of heat addition. It can be observed

that the PID scheme gives a sharp overshoot and undershoot in



the control signal, whereas, other schemes give similar control

variation control. Table II shows that the value of PRMSE for

the LQGI/LTR approaches is lower than those of the other

techniques. All the schemes take similar control efforts in

terms of L2NI and TVI in which the LQG takes the minimum

value.

2) Pressure Control by Spray: The performance of the

proposed controller in tracking a set-point change in the

pressurizer pressure using a spray system is shown in Fig. 7c.

The following set-point variation is applied: Initially, for 200

s, the pressure is maintained at a steady-state value of 15.41

MPa; then, it is changed to 15.33 MPa in 800 s and held at

15.33 MPa for rest of the duration. It can be seen that the

LQG controller is unable to track the variation and produces

a large steady-state error. The PID, LQG/LTR, and LQGI/LTR

controllers can track the variations. The LQGI/LTR controller

gives better set-point tracking and can handle system uncer-

tainties and disturbances as compared to other approaches. The

rate of spray flow is shown in Fig. 7d. The control performance

is shown in Table II, which indicates that the value of PRMSE

for the LQGI/LTR approach is significantly lower than those

of the other techniques. All the schemes take similar control

efforts in terms of L2NI and TVI. The LQG/LTR takes the

minimum value of control energy, whereas the LQG gives a

comparably smoother control signal.

3) Level Control: The purpose of a level control system in

the pressurizer is to maintain the water level for the reactor

core coolant system. A set-point change in pressurizer level is

applied as follows: Initially, for 200 s, the pressurizer level

is maintained at a steady-state value of 28.06 m; then, it

is reduced to 26.56 m in 300 s; held at 26.56 for 700 s;

then, it is increased to its initial value in 300 s and held at

28.06 MPa for the rest of the simulation. The performance

of the proposed controller for tracking a set-point change in

the pressurizer level is shown in Fig. 8a. It can be observed

that the LQG controller is unable to track the variation in

the presence of uncertainties and disturbances and produces a

large steady-state error. The PID, LQG/LTR, and LQGI/LTR

controllers can track the set-point variations, but, the PID and

LQG/LTR controllers are unable to reject the disturbances. The

control signal variation to the CVCS system is shown in Fig.

8b. It can be seen that the control effort associated with the

different schemes is similar. The PID controller produces a

sharp overshoot and undershoot. From Table II, it is noted

that the value of PRMSE for the LQGI/LTR technique is

significantly lower than those of the other techniques. All the

schemes take similar control efforts in terms of L2NI and TVI

in which the LQG takes the minimum control efforts and gives

a comparably smoother control signal.

D. Turbine Speed Loop

The turbine speed control system regulates the shaft speed

by controlling the steam flow to the turbine through the turbine

governor valve. The performance of the proposed technique is

tested in regulating the demand power using turbine speed.

The demand power from the generator is changed as follows:

Initially, for 180 s, the demand power is maintained at 1 FFP;

then, it is changed to 0.8 FFP in 120 s at 10%/min; held at

0.8 FFP for 680 s; then, it is increased to 0.9 FFP in 120 s

at 5%/min; and held at 0.9 FFP for 380 s; then, it is changed

to 1 FFP in 120 s held at 1 FFP for the rest of the duration.

The performance of the proposed controller for tracking the

variation in demand power is shown in Fig. 9a. The PID

controller tracks the variation with 3.4% peak overshoot. Other

schemes can track the variation smoothly in which the LQG

controller tracks it very slowly. The control signal variation

to turbine governor valve is shown in Fig. 9b. From Table II,

it is observed that the value of PRMSE for the PID approach

is lower than those of the other techniques. All the schemes

take similar control efforts in terms of L2NI and TVI in

which the LQG takes the minimum control efforts and gives a

comparably smoother control signal. Overall, the LQGI/LTR

controller gives better set-point tracking without any overshoot

and can handle system uncertainties and disturbances.

E. Discussion

Pressurized water-type nuclear power plants are complex

nonlinear systems that exhibit significant uncertainties in their

dynamic response. Various uncertainties and disturbances,

such as a sudden variation in rod position or speed, changes

in valve opening, perturbation in feed-water inlet temperature,

variation in pressurizer heater input or spray flow rate arise

during the operation of a nuclear power plant. Besides, notable

variations in core-neutronic and thermal-hydraulic parameters

occur at different operating power levels in addition to varia-

tions in actuators and sensors signals due to mechanical and

electrical equipment. Robust control techniques can effectively

resist the impact of these adverse factors on the nuclear power

plant and improve their operability and economy. These issues

make the proposed robust-control technique, a timely, mean-

ingful, and forward-looking step for the effective fault-tolerant

control of nuclear power plants. Given the development in

control theory and computer control hardware over the last few

decades, many of the older but still operational PWR plants

are upgrading their conventional control and instrumentation

systems using computer-based automation [51]. In the case

of a new PWR plant, the designs incorporate fully integrated

computer-control systems based on distributed control system

architectures [51]. Verification, validation and testing is an

imperative procedure for life-cycle analysis of safety-critical

real-time systems [52]. In the last decade, the acceptance of

user-friendly software, such as Matlab/Simulink and Dymola,

has increased, which are displacing procedural languages, such

as those used by programmable logic controllers, in the imple-

mentation of real-time control and protection systems. Model-

based design with automatic code generation has also been

employed for rapid prototyping and is increasingly being used

in mass production deployment of software algorithms [53].

In parallel with these advancements, the complexity of both

new and existing nuclear power plants has grown as a result of

increased safety requirements and reliability, and demands for

higher performance in an uncertain environment. The need

for nuclear power plants to operate in load-following mode

has grown due to increasing load fluctuation and the higher
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Fig. 8: Variation of output and input signals during set-point change in pressurizer level.
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Fig. 9: Variation of output and input signals during a demand change in mechanical power.

penetration of intermittent renewable energy in the power grid.

Severe disturbances in frequency and voltage may seriously

affect the availability and operability of a nuclear power plant.

In this regard, the proposed robust control approach is found to

be effective in handling the load-following mode of operation

in the presence of parametric uncertainties and external distur-

bances of the ramp and sinusoidal types. The reactor control

system allows the nuclear power plant to smoothly track

typical load variations of ±5%/min and ±10%/min without

any overshoot or undershoot in the controlled output. From

the simulation results, it has been found that the proposed

approach gives the least set-point tracking error in the presence

of uncertainties and disturbances with similar control efforts

as taken by PID [50], LQG [54], and LQG/LTR [38]. The

proposed robust control approach acts as an output feedback

controller alongside the state-feedback controller and shows

improvement in the system performance and robustness with

guaranteed tracking capabilities.

The nuclear power plant model employed in this work

incorporates major plant dynamics to predict plant behaviour

closely [46]. Due to its simple structure, the proposed control

scheme can be straightforwardly implemented as a state-

feedback control routine running on a digital control system.

Nevertheless, the control technique should be verified (to

check the correctness of hardware and software development

steps) and validated (to assure the required performance and

functionality) on engineering simulators before implementing

it in actual plants following the relevant standards [55]. The

main steps involved in control software verification and val-

idation (V&V) includes verification of system requirements

specification, computer system specification, software design,

code, computer system integration, integrated computer system

test, validation and commissioning test, system handover and

acceptance, use and maintenance [55]. In the last few decades,

due to the popularity and availability of open systems for hard-

ware and software, the design of control and instrumentation

by vendors follows international standards [51]. This makes

possible the interoperability between disparate computing plat-

forms and facilitates the deployment of new control software

in different nuclear power plants. The proposed approach is

likely to be well suited to other types of reactors as well with

some modifications such as the definitions of input and output



vectors and suitable tuning of controller parameters.

V. CONCLUSIONS

Nuclear power plants are complex nonlinear systems that

exhibit significant uncertainties in their dynamic behaviour.

Thus, for their safe, stable, and efficient operation, it is

necessary to design robust control techniques. In this paper, a

new hybrid control strategy has been proposed by integrating

the linear-quadratic integrator (LQI), linear-quadratic Gaussian

(LQG), and loop transfer recovery (LTR) approaches for the

control of a pressurized water reactor (PWR). The LQG

control first designs the Kalman filter for state estimation

and then employs the estimated states to enable a state-

feedback control using the LQR design. The control law is

then integrated with the LQI design to guarantee set-point

tracking. Finally, the LTR technique ensures robustness in

the presence of uncertainties. The overall control architec-

ture thus yields a robust set-point tracking performance in

an uncertain environment with zero steady-state error. The

control performance of the proposed LQGI/LTR technique has

been compared with the PID, LQG, and LQG/LTR control

approaches. The effectiveness of all the control techniques

has been validated using simulations on different subsections

of the nonlinear PWR-type nuclear power plant model in the

presence of parametric uncertainties and disturbances. Control

strategies for the control of reactor power, coolant temperature,

steam generator pressure, turbine speed, pressurizer pressure,

and level have been designed and tested. For each loop, the

control performances have been compared quantitatively using

various numerical measures. The proposed controller has been

found to work satisfactorily in the presence of disturbances and

uncertainties with better set-point tracking over PID, LQG, and

LQG/LTR controllers.
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APPENDIX

The parameters listed in Table A.1 correspond to a typical

Westinghouse-type PWR. The parameters have been collected

from the available literature on PWR-type plants [45], [47]–

[49], Westinghouse documentation [56], and steam tables [57].

NOMENCLATURE

Ap Cross-sectional area of pressurizer (m2)
Ci Delayed neutron precursor concentration

(per unit)
Ctg Turbine governor valve coefficient

G Reactivity worth (∆K/K)
H Rate of rise of temperature (0Cs−1)
I Moment of inertia (kg.m2)
J Conversion factor

K Gain

P Power (per unit)

TABLE II: Performance comparison of different control ap-

proaches

Case Technique PRMSE TVI L2NI

A.1

PID 2.207× 10−1 4.200× 10−2 2.278× 100

LQG 3.793× 10−1 2.460× 10−2 2.229× 100

LQG/LTR 1.723× 100 2.210× 10−2 2.077× 100

LQGI/LTR 1.410× 10−2 4.260× 10−2 2.234× 100

A.2

PID 6.697× 101 2.940× 10−2 2.795× 100

LQG 1.067× 102 2.570× 10−2 2.302× 100

LQG/LTR 7.299× 101 2.960× 10−2 2.359× 100

LQGI/LTR 5.908× 101 6.040× 10−2 2.451× 100

B

PID 1.257× 10−1 2.940× 10−1 2.443× 101

LQG 8.070× 10−1 5.297× 10−2 2.141× 101

LQG/LTR 2.723× 10−1 1.689× 10−1 2.331× 101

LQGI/LTR 8.916× 10−3 2.690× 10−1 2.449× 101

C.1

PID 6.324× 10−4 4.119× 103 1.134× 106

LQG 2.559× 10−1 2.540× 103 1.120× 106

LQG/LTR 5.654× 10−3 2.759× 103 1.158× 106

LQGI/LTR 3.407× 10−4 2.761× 103 1.158× 106

C.2

PID 6.321× 10−3 1.094× 102 3.080× 104

LQG 2.556× 10−1 6.789× 101 3.024× 104

LQG/LTR 2.050× 10−2 7.279× 101 2.967× 104

LQGI/LTR 3.388× 10−4 7.332× 101 2.972× 104

C.3

PID 9.274× 10−3 4.727× 101 5.742× 103

LQG 1.574× 101 2.983× 101 5.596× 103

LQG/LTR 2.734× 10−1 3.163× 101 5.861× 103

LQGI/LTR 8.066× 10−4 3.159× 101 5.851× 103

D

PID 8.635× 10−1 1.036× 100 3.946× 102

LQG 4.658× 100 8.154× 10−1 3.775× 102

LQG/LTR 2.324× 100 8.286× 10−1 3.873× 102

LQGI/LTR 2.163× 100 8.364× 10−1 3.890× 102

Qheat Rate of heat addition (kW/s)
S Effective heat transfer area (m2)
T Average temperature (0C)
U Heat transfer coefficient (W/m2.0C)
V Volume (m3)
cp Specific heat (J/kg.0C)
d Density (kg/m3)
h Enthalpy (J/kg)
i Current (mA)
l Pressurizer length (m)
m Mass (kg)
ṁ Mass flow rate (kg/s)
p Pressure (MPa)
vrod Rod speed (m/s)
Λ Neutron generation time (s)

α Coefficient of reactivity (0C−1)
β Fraction of delayed neutrons

κ Constant

λ Decay constant (s−1)
ρ Reactivity (∆K/K)
ζ Damping ratio

τ Time constant (s)
ν Specific volume (m3/kg)
ωtur Turbine speed (rad/s)
̟ Natural frequency of oscillation (rad/s)
Subscripts



TABLE A.1: Typical Parameters of a Westinghouse-type 1.2 GWe PWR Plant

λ1(s
−1) λ2(s

−1) λ3(s
−1) λ4(s

−1) λ5(s
−1) λ6(s

−1)
1.2437× 10−2 3.05× 10−2 1.1141× 10−1 3.013× 10−1 1.12866 3.0130

β1 β2 β3 β4 β5 β6

2.15× 10−4 1.424× 10−3 1.274× 10−3 2.568× 10−3 7.48× 10−4 2.73× 10−4

Λ(s) Hf (
0Cs−1) Hc(

0Cs−1) τf (s) τc(s) τr(s)
3× 10−5 71.8725 1.1254 4.376 10.893 0.703
τrxu(s) τrxi(s) τhot(s) τcold(s) τsgu(s) τsgi(s)
2.517 2.145 0.234 1.310 0.726 0.659
τp1(s) τp2(s) τpm1(s) τpm2(s) τmp1(s) τmp2(s)
1.2815 1.2815 0.5826 0.5826 0.3519 0.1676
τms1(s) τms2(s) Ums1Sms1(W

0C−1) Ums2Sms2(W
0C−1) cpfw(J/kg.

0C) Ctg

0.3519 0.1676 1.7295× 108 3.6312× 108 5.4791× 103 2.0481
∂Tsat

∂ps
(0C/MPa) hss(J/kg) Ks(J/MPa) ms(kg) mw(kg) dw(kg/m

3)

9.47 2.7656× 106 8.1016× 107 2.0518× 103 1.8167× 104 595.6684
ds(kg/m

3) Vw(m
3) Ap(m

2) l(m) G(∆K/K) ṁsor(kg/s)
100.9506 30.4988 3.566 14.2524 14.5× 10−3 2.1642× 103

hspr(J/kg) hw(J/kg) hw̄(J/kg) νw(m
3/kg) νs(m

3/kg) Jp
1.336× 106 1.6266× 106 9.7209× 105 1.7× 10−3 9.9× 10−3 5.4027
V1ϑ1(kg/

0C) V2ϑ2(kg/
0C) V3ϑ3(kg/

0C) V4ϑ4(kg/
0C) V5ϑ5(kg/

0C) V6ϑ6(kg/
0C)

0.5991 0.1814 0.1814 1.3164 0.2752 2.776
V7ϑ7 (kg/0C) V8ϑ8(kg/

0C) V9ϑ9(kg/
0C) V10ϑ10(kg/

0C) K1p(kg/m
3.MPa) K2p(kg/m

3.MPa)
0.6022 0.6022 0.2776 0.1927 −8.152× 10−3 4.708× 10−3

K3p(J/m
3.MPa) K4p(m

3/kg.MPa) Fhp Fip Flp Orv

−1.118× 10−4 4.708× 10−3 0.33 0 0.67 1.0
τhp(s) τip(s) τlp(s) κhp Jtur Itg(kg.m

2)
10.0 0.4 1.0 0.8 5.4040 1.99642× 105

αf (∆K/K/0C) αc(∆K/K/0C) αp(∆K/K/MPa) τ1(s) τ2(s) Klo(mA)
−2.16× 10−5 −1.8× 10−4 1.5664× 10−4 5× 10−8 2× 10−3 1.9569

κlo τrtd(s) Krtd(mA) Ktg(mA−1) ζtg ̟tg(rad/s)
1.1067× 1010 8.2 10.667 6.25 0.4933 14.6253
P (GWe) Tf0(

0C) Tc10(
0C) Tc20(

0C) Trxu0(
0C) Thot0(

0C)
1.2 626.66 312.13 327.30 327.30 327.30

Tsgi0(
0C) Tsgu0(

0C) Tcold0(
0C) Trxi0(

0C) Tp10(
0C) Tp20(

0C)
327.30 296.96 296.96 296.96 306.75 296.96

Tm10(
0C) Tm20(

0C) Ts0(
0C) ps0(MPa) pp0(MPa) lw0(m)

297.41 292.51 288.06 7.28 15.41 28.06
Trtd10(

0C) Trtd20(
0C) Tfw(

0C) ilo0(mA) irtd0(mA) ωtur0(rad/s)
327.30 327.30 232.20 19.65 14.66 360

c1, c2 Coolant at node 1 and 2

dem Demand

f Fuel

fw Feed-water

hot, cold Hot-leg and cold-leg

hp, ip, lp, High pressure, intermediate pressure, and

low pressure

i ith group of delayed neutron precursor

lo Logarithmic amplifier

m1, m2 MTL 1 and MTL 2

mp1, mp2 Transfer from MTL 1 to PCL 1 and MTL

2 to PCL 2

ms1, ms2 Transfer from MTL 1 and 2 to SCL

n Normalized values

p Pressurizer

p1, p2 PCL 1 and PCL 2

pm1, pm2 Transfer from PCL 1 to MTL 1 and PCL 2

to MTL 2

rod Regulating rod

rxi, rxu Reactor lower plenum and reactor upper

plenum

s,ss Steam and steam in secondary

sg, sgi, sgu Steam generator, steam generator inlet, and

steam generator outlet

spr, sur Spray and surge

rtd1, rtd2 RTD 1 and 2

tg Turbine-Governor

tur Turbine

w,ws Water and water in secondary
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