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Localization of Mixed Far-field and Near-field

Incoherently Distributed Sources Using

Two-stage RARE Estimator
Ye Tian, Member, IEEE, Xinyu Gao, Wei Liu, Senior Member, IEEE, Hua Chen, Member, IEEE,

Gang Wang, Senior Member, IEEE, and Yunbai Qin

Abstract—In this paper, a mixed source localization method
utilizing a two-stage rank-reduction (RARE) estimator is inves-
tigated. Different from the existing methods, the proposed one is
built on the incoherently distributed (ID) source model, which is
more appropriate for multipath and fast time-varying channels.
Firstly, a general array manifold (GAM) model is established,
where nominal DOAs and nominal ranges are extracted from
the initial array manifold. By exploiting the shift invariance
property of the far-field (FF) GAM and combining virtual source
enumeration result, nominal FF DOA estimation is achieved
by a one-dimensional (1-D) RARE spectral search. Secondly,
the oblique projection operation is adopted to separate near-
field (NF) sources, and the nominal DOA and range parameters
of NF sources are subsequently obtained by jointly utilizing
the manifold separation technique (MST) and another two 1-
D spectral searches. With the estimated nominal DOA and
range parameters, the angular spread and range spread are then
successfully estimated. Moreover, the Cramér-Rao bound (CRB)
for the considered case is also derived. Simulation results are
presented to validate the effectiveness of the proposed method.

Index Terms—Incoherently distributed (ID) sources, far-field,
near-field, general array manifold, rank-reduction estimator.

I. INTRODUCTION

SOURCE localization using antenna array is one of impor-

tant issues in signal processing, and it has been widely

applied in civilian and military fields, such as wireless com-

munications, seismic exploration, radar, sonar, aerospace and

electronic surveillance [1]-[3]. According to the aperture size

of antenna array and the location of the detected target (DT),

source localization is mainly divided into two types: far-field

(FF) source localization and near-field (NF) source localiza-

tion. For FF sources, the signal wavefront is only characterized

by direction of arrival (DOA) information. In contrast, when a

source is located closely enough to the array, it is classified as

an NF one, and the wavefront must be characterized by both
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the DOA and range information [4]. So far, a large number of

localization methods for pure FF and pure NF sources have

been proposed, such as the subspace based methods [5]-[7],

the sparse reconstruction based methods [8]-[10] and the deep

learning based methods [11], [12].

However, in some practical systems (such as massive

multiple-input multiple-output (MIMO) systems) equipped

with large-scale antenna arrays, the array aperture is normally

much larger than the traditional case. As a result, the distance

between DT and antenna array is likely to be shorter than the

Rayleigh distance [13], and the received signals by the antenna

array may be considered as a mixture of FF and NF sources

[14]. In this case, the performance of the methods developed

for pure FF/NF sources could degrade substantially. Recently,

several methods were presented to address the mixed FF and

NF source localization problem. In [15], a two-stage multiple

signal classification (TSMUSIC) method was proposed by

constructing two special fourth-order cumulant (FOC) matrices

and conducting two one-dimensional (1-D) spectral searches.

Based on the TSMUSIC method, the oblique projection based

MUSIC (OPMUISC) method employing the second-order

statistics (SOS) was developed [16], with a much reduced

computational complexity. By exploiting the eigenstructure

differences between FF and NF covariance matrices, the spatial

differencing based method was introduced in [17], which can

provide an improved classification and localization accuracy.

A few other source localization methods for mixed FF and NF

sources were proposed in [18]-[22], which are also based on

either FOC or SOS.

All the mixed source localization methods mentioned above

are based on the point source model, assuming that the source

signal propagates along a single straight path to the array.

However, in practice, multipath transmission always exists

and cannot be ignored in most cases. Therefore, a scattered

or distributed source model is more appropriate [23]. In

general, the distributed sources can be further categorized

into coherently distributed (CD, i.e., the signal components

arriving from different paths of the same source are coherent)

and incoherently distributed (ID, i.e., the signal components

arriving from different paths of the same source are not

coherent) sources, which correspond to slowly time-varying

channels and rapidly time-varying channels, respectively [24].

For a rapidly time-varying channel, the channel coherency time

is supposed to be much smaller than the observation period,

while for a slowly time-varying channel, the situation is just
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the opposite. Many methods have been proposed for the local-

ization of distributed sources; examples include the dimension

reduction MUSIC algorithm for maximal noncircularity rated

signals (DRNC-MUSIC) [25], the estimating signal parameters

via rotational invariance technique (ESPRIT) [26] or unitary

ESPRIT [27], and the perturbed sparse reconstruction based

method [28] for CD sources, or the dispersed signal pa-

rameter estimator (DISPARE) [29] employing the asymptotic

orthogonality property between the quasi-signal and noise

subspaces, the ESPRIT [30], [31], the Beamspace [32], the

covariance matching estimation techniques (COMET) [33] and

the low-rank matrix recovery [34] based methods exploiting

the low-rank property of the joint angular-frequency distribu-

tion matrix for ID sources. These methods are developed for

pure FF distributed sources. Recently, Chaaya [35] and Yang

[36] considered the NF CD and NF ID source localization

problem, and exploited the MUSIC criterion and low-rank

matrix recovery technique for DOA and range estimation,

respectively. They further revealed that the closer the sources

are to the array, the more scattered they seem to be. These two

approaches are good attempts for localization of NF distributed

sources. However, to our best knowledge, there are no reports

for source localization under the coexistence of FF and NF

distributed sources yet.

To fill this gap, a mixed FF and NF source localization

method utilizing a two-stage RARE estimator is proposed in

this paper, where the ID source model with generalized array

manifold (GAM) is considered. Such a model can be obtained

by applying the first-order approximation of Taylor expansion

and has been proved in [37] that it is a good alternative to

the accurate mathematical ID model employed in wireless

channels with small local scattering. At the first stage, nominal

DOA estimation of FF sources is performed by constructing

a 1-D FF RARE spectral function employing the property of

generalized shift invariance, which is formed by dividing the

whole linear array into two subarrays, and it always holds

for FF ID sources; at the second stage, the oblique projection

operator is applied to eliminate the component of FF sources

and simultaneously obtain nominal DOA and range (usually

mean the assumed center DOA and range for a distributed

source) information of NF ID sources using another two 1-

D spectral functions, where the oblique projection operator

provides a suitable way to integrate prior knowledge into

subspace-based methods [38], and for our solution, it aims to

cancel the influence of estimated FF parameters on subsequent

estimation of the unknown NF parameters; finally, with the aid

of estimated nominal DOA and range parameters, angular and

range spreads (defined as the standard deviation of angular

and range distributions around the nominal DOA and range)

are estimated.

The main contributions of the paper can be summarized into

the following three aspects:

• It is the first time to address the mixed FF and NF

source localization problem considering the ID source

model. By jointly exploiting the shift invariance of FF

GAM, the oblique projection and the manifold separation

technique (MST, a technique for separating an array

manifold matrix into two parts, one of which contains

Fig. 1. The adopted uniform linear array structure.

information for only one parameter of interest, such as

DOA), the proposed method can perform localization

and source types classification effectively without multi-

dimensional spectral search and parameters pairing.

• It is verified that the Akaike’s information criterion (AIC)

combined with the output of 1-D RARE spectral function

can be used to achieve mixed FF and NF distributed

source enumeration effectively, and its suitability in d-

ifferent signal-to-noise ratio (SNR), different number of

antennas and snapshots is analyzed.

• An analysis of the proposed method in terms of required

number of antennas, estimation accuracy and computa-

tional complexity is provided. Moreover, an approximate

Cramér-Rao bound (CRB) for the considered scenario is

derived, which provides a suitable reference for perfor-

mance assessment of the proposed method.

The rest of this paper is organized as follows. In Section

II, the system model with associated assumptions is given.

In Section III, the proposed method is presented in detail. In

Section IV, performance analysis about the proposed method

is provided, followed by the approximate CRB for the mixed

FF and NF ID sources. Numerical simulations are given in

Section V, and conclusions are drawn in Section VI.

Notations: Lowercase (uppercase) boldface symbols repre-

sent vectors (matrices). The superscripts (·)∗, (·)T , (·)H , (·)−1,

(·)† and (·)1/2 denote the conjugate, transpose, conjugate

transpose, inverse, pseudo-inverse and the square root oper-

ations, respectively. E[·], diag{·}, det[·] and vec(·) stand for

statistical expectation, diagonalization, determinant and vec-

torization, respectively. ⊗ represents the Kronecker product;

and ⊙ the Hadamard-Schur product. IM is an M×M identity

matrix, and δ(·) the Kronecker delta function.

II. SYSTEM MODEL

Consider K uncorrelated narrowband ID sources containing

K1 FF sources and K −K1 NF sources impinging on an M -

element uniform linear array (ULA), as depicted in Fig. 1,

where M is even. The distance d between adjacent elements

is a quarter to the wavelength λ and all the impinging signals

are in the same frequency band. Due to scattering, the received
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signal y(t) ∈ C
M×1 at the array is given by

y(t) =

K1
∑

k=1

sk(t)

Nk
∑

i=1

γk,i(t)a(θk,i(t)) +

K
∑

k=K1+1

sk(t)·

Nk
∑

i=1

γk,i(t)a(θk,i(t), rk,i(t)) + n(t), (1)

where sk(t) and Nk are the complex-valued signal and the

number of multipaths/scatters of the kth ID source, respective-

ly. n(t) ∈ C
M×1 is the complex-valued additive noise. γk,i(t),

θk,i(t) and rk,i(t) are the complex-valued path gain, the real-

valued DOA, and the real-valued range of the ith path from the

kth source, respectively, which satisfy −π/2 ≤ θk,i(t) < π/2
and λ/2π < rk,i(t) < 2D2/λ (i.e., the NF source is located

at the Fresnel region [4], [15]), where D = (M − 1)d is the

array aperture. Taking the center of the array as the reference

point, the array steering vectors a(θk,i(t)) of the FF ID source

and a(θk,i(t), rk,i(t)) of the NF ID source are given by

a(θk,i(t)) = [ej
1−M

2 wk,i(t), . . . , ej
M−1

2 wk,i(t)]T , (2)

a(θk,i(t), rk,i(t)) = [ej
1−M

2 wk,i(t)+j(
1−M

2 )
2
ϕk,i(t),

. . . , ej
M−1

2 wk,i(t)+j(
M−1

2 )
2
ϕk,i(t)]T , (3)

with

wk,i(t) = −2πd sin(θk,i(t))/λ, (4)

ϕk,i(t) = πd2cos2(θk,i(t))/rk,i(t)/λ. (5)

According to the scattering model [33], the DOA and range

can be expressed as

θk,i(t) = θk + θ̃k,i(t), rk,i(t) = rk + r̃k,i(t), (6)

where θk and rk are the nominal DOA and nominal range for

the kth source, and they are the mean values of θk,i(t) and

rk,i(t), respectively. θ̃k,i(t) and r̃k,i(t) are the corresponding

random angular and range deviations with zero-mean and

standard deviations σθk and σrk , which are defined as angular

and range spreads, respectively.

In this paper, we make the following assumptions:

• The path gains γk,i(t) are temporally independent and

identically distributed (i.i.d.) complex-valued zero-mean

random variables with covariance

E{γk,i(t)γ∗k̃,̃i(t̃)} =
σ2
γk

Nk
δ(k − k̃)δ(i− ĩ)δ(t− t̃). (7)

• The angular deviations θ̃k,i(t) and range deviations

r̃k,i(t) are temporally i.i.d. real-valued Gaussian random

variables, and their corresponding covariances are

E{θ̃k,i(t)θ̃k̃,̃i(t̃)} = σ2
θk
δ(k − k̃)δ(i− ĩ)δ(t− t̃), (8)

E{r̃k,i(t)r̃k̃,̃i(t̃)} = σ2
rk
δ(k − k̃)δ(i− ĩ)δ(t− t̃). (9)

• The incoming source signals are statistically independent,

zero-mean complex random processes. The noise is zero-

mean, complex circular Gaussian, and spatially uniformly

white, with covariance matrix E[n(t)nH(t)] = σ2
nIM .

• The source signals, angular deviations, range deviations

and path gains are uncorrelated with each other.

• The angular spread σθk and range spread σrk are rather

small and the number of multipaths Nk of each signal is

large.

• To avoid phase ambiguities, the number of ID sources

should satisfy K ≤ (M − 1)/2 and K −K1 ≤M/6.

Remark 1: As in [29]-[33], the DTs are located in a

small angle scattering environment (i.e., the angular spreads

{σθk}Kk=1 are rather small). Under the condition of general

spherical scattering, it can be found that there is a relationship

between the angular and range deviations, i.e., max{r̃k,i(t)} =
rk · tan(max{θ̃k,i(t)}), which implies that the assumption on

small angular and range spreads is reasonable.

Under small angular and range spreads, we obtain the gener-

al array steering vectors of a(θk,i(t)) and a(θk,i(t), rk,i(t)) by

exploiting the first-order Taylor expansion around the nominal

DOA θk and nominal range rk, which are written as

a(θk,i(t)) ≈ a(θk) + d(θk) · θ̃k,i(t), k = 1, . . . ,K1, (10)

a(θk,i(t), rk,i(t)) ≈ a(θk, rk) + dθ(θk, rk) · θ̃k,i(t)
+ dr(θk, rk) · r̃k,i(t), k = K1 + 1, . . . ,K, (11)

respectively, where d(θk) = ∂a(θk)/∂θk, dθ(θk, rk) =
∂a(θk, rk)/∂θk and dr(θk, rk) = ∂a(θk, rk)/∂rk.

Subsequently, the received signal in (1) can be approximate-

ly expressed as

y(t) ≈
K1
∑

k=1

(a(θk)vk0(t) + d(θk)vk1(t))

+

K
∑

k=K1+1

(a(θk, rk)vk0(t) + dθ(θk, rk)vk1(t)

+ dr(θk, rk)vk2(t)) + n(t), (12)

where

vk0(t) = sk(t)

Nk
∑

i=1

γk,i(t), (13)

vk1(t) = sk(t)

Nk
∑

i=1

γk,i(t)θ̃k,i(t), (14)

vk2(t) = sk(t)

Nk
∑

i=1

γk,i(t)r̃k,i(t). (15)

As a result, the received signal with GAM in case of mixed

FF and NF ID sources is written as

y(t) ≈ AF (θ)VF (t) +AN (θ, r)VN (t) + n(t)

= ĀV̄(t) + n(t), (16)

where Ā = [AF (θ),AN (θ, r)] is defined as the GAM,

V̄(t) = [VF (t),VN (t)]T , and

AF (θ) = [a(θ1), d(θ1), . . . ,a(θK1), d(θK1)], (17)
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AN (θ, r) = [a(θK1+1, rK1+1),dθ(θK1+1, rK1+1),

dr(θK1+1, rK1+1), . . . , a(θK , rK),

dθ(θK , rK),dr(θK , rK)], (18)

VF (t) = [v10(t), v11(t), . . . , vK10(t), vK11(t)]
T
, (19)

VN (t) = [v(K1+1)0(t), v(K1+1)1(t), v(K1+1)2(t),

. . . , vK0(t), vK1(t), vK2(t)]
T . (20)

According to (16) and the properties of θ̃k,i(t), r̃k,i(t),
γk,i(t) and sk(t), the array covariance matrix can be expressed

as

R = E
{

y(t)yH(t)
}

= ĀΛĀH + σ2
nIM

= AF (θ)ΛFA
H
F (θ) +AN (θ, r)ΛNAH

N (θ, r) + σ2
nIM ,

(21)

where Λ = E(V̄HV̄) = diag {ΛF ,ΛN} with

ΛF = diag{ρ1, ρ1σ2
θ1 , . . . , ρK1 , ρK1σ

2
θK1

}, (22)

ΛN = diag{ρK1+1, ρK1+1σ
2
θK1+1

, ρK1+1σ
2
rK1+1

,

. . . , ρK , ρKσ
2
θK , ρKσ

2
rK}, (23)

ρk = Pkσ
2
γk

and Pk is the power of the kth source signal.

III. THE PROPOSED METHOD

A. Source Enumeration of Virtual Sources

The proposed solution belongs to the subspace framework.

Therefore, both the number of FF and that of NF ID sources

are required to be estimated, since they are essential for

distinguishing signal and noise subspaces. It is observed from

(16)-(20) that y(t) can be regarded as containing 3K − K1

sources under the ID source model, which is different from

that of point and CD source model. Since the number of these

sources is larger than that of actual sources K, we name

them as virtual sources here. So far, there are no reports for

source enumeration of ID sources. Fortunately, through our

analysis and extensive numerical simulations, it is found that

AIC can be exploited for this task under certain conditions.

The objective function of AIC is given by

ˆ̄K = argmin
K̄

2L(M − K̄) log





1
M−K̄

∑M
i=K̄+1 λ̂i

∏M
i=K̄+1 λ̂

1
M−K̄

i



+ vK̄ ,

(24)

where vK̄ = 2[K̄(2M − K̄) + 1], K̄ is the assumed number

of virtual sources, and its corresponding covariance matrix is

denoted as R(K̄), whose eigenvalues λ̂1, . . . , λ̂M are in de-

scending order. The following proposition shows the suitability

of the AIC for source enumeration of the considered scenario.

Proposition 1: For the virtual source enumeration of mixed

FF and NF ID sources, the AIC is effective, provided that the

following inequality holds

10SNR/10 · σ2
γ,α · σ2

θ,r >
1√
ML

, (25)

where SNR = 10log10(Pk/σ
2
n), σ

2
γ,α and σ2

θ,r represent the

minimum value of {σ2
γk
αk|k = 1, . . . ,K} and {σ2

θk
, σ2
rk
|k =

1, . . . ,K}, respectively, and αk the eigenvalues of 1
M ĀĀH .

Proof : See Appendix A.

Remark 2: It can be seen from Proposition 1 that the virtual

source enumeration performance is proportional to SNR, M ,

L, σ2
γ,α and σ2

θ,r. Since small angular and range spreads are

assumed, (24) will yield accurate source enumeration result,

and ˆ̄K = 3K −K1, in case of relatively large SNR, M and

L (also see the simulation result for further verification).

B. Nominal DOA Estimation of FF Sources

Based on the result of virtual source enumeration and the

principle of shift invariance of GAM of FF ID sources, nomi-

nal DOA estimation of FF ID sources is derived. Specifically,

we divide the array into two subarrays with the same number

of sensors, subarray1 contains the first M − 1 sensors, while

subarray2 contains the last M − 1 sensors. Let Ā1 and Ā2

denote the GAMs of subarray1 and subarray2, respective-

ly, Ān = [Ān(θ), Ān(θ, r)], Ān(θk) = [ān(θk), d̄n(θk)],
Ān(θk, rk) = [ān(θk, rk), d̄θn(θk, rk), d̄rn(θk, rk)], n = 1, 2.

{ā1(θk), d̄1(θk)} and {ā2(θk), d̄2(θk)} represent the general

steering vectors of FF ID sources related to subarray1 and

subarray2, respectively. Then, the following shift invariance

property holds

ā2(θk) = Φk1ā1(θk), d̄2(θk) = Φk2d̄1(θk), (26)

where

Φk1 = diag{ejωk , . . . , ejωk}, (27)

Φk2 = diag{3−M

1−M
ejωk , . . . ,

M − 1

M − 3
ejωk}, (28)

with ωk = −2πd sin(θk)/λ, Φk1,Φk2 ∈ C
(M−1)×(M−1).

Performing eigenvalue decomposition (EVD) yields

R = UsΣsU
H
s +UnΣnU

H
n , (29)

where Σs and Σn are diagonal matrices comprising the

largest 3K − K1 and remaining smallest eigenvalues of R,

respectively. Us and Un are M × (3K − K1)-dimensional

signal subspace and M × (M − 3K +K1)-dimensional noise

subspace, respectively. Then, Us can be partitioned as

Us =

[

Us1

the last row

]

=

[

the first row
Us2

]

, (30)

which satisfies Us = ĀT, Us1 = Ā1T and Us2 = Ā2T,

where T is an invertible (3K−K1)×(3K−K1)-dimensional

matrix.

Define D(θ) as

D(θ) = Us2 −Ψ(θ)Us1

= (Ā2 −Ψ(θ)Ā1)T = Q(θ)T. (31)

where

Ψ(θ) = diag{ejω, . . . , ejω} ∈ C
(M−1)×(M−1), (32)

Q(θ) = [qf1(θ),qdf1(θ), . . . ,qnK
(θ, r),

qdnK
(θ, r),qdrK (θ, r)], (33)
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qfk(θ) = (Φk1 −Ψ(θ))ā1(θk), k = 1, . . . ,K1, (34)

qdfk(θ) = (Φk2 −Ψ(θ))d̄1(θk), k = 1, . . . ,K1, (35)

qnk
(θ, r) = ā2(θk, rk)−Ψ(θ)ā1(θk, rk),

k = K1 + 1, . . . ,K, (36)

qdnk
(θ, r) = d̄θ2(θk, rk)−Ψ(θ)d̄θ1(θk, rk),

k = K1 + 1, . . . ,K, (37)

qdrk(θ, r) = d̄r2(θk, rk)−Ψ(θ)d̄r1(θk, rk),

k = K1 + 1, . . . ,K. (38)

It can be found that qfk(θ) will become zeros when θ = θk
k = 1, . . . ,K1, which implies that if an ID source is FF, D(θ)
is rank deficient and the determinant of DH(θ)D(θ) is zero.

Consequently, we can obtain the nominal DOA estimation of

FF ID sources from the following 1-D RARE spectral function

ηF (θ̂) = {det[DH(θ)D(θ)]}−1. (39)

According to the subspace theory and the numerical simula-

tion results, (39) will produce K1 sources, which corresponds

to the FF ID sources. With K1 and ˆ̄K, the number of NF ID

sources is calculated by K2 =
ˆ̄K−2K1

3 .

Remark 3: In some practical systems, such as cellular com-

munication systems, prior knowledge about the total number

of DTs K could be obtained through DTs registration to base

station (BS), and thus K1, K2 can be obtained easily via

K1 = 3K − ˆ̄K and K2 = ˆ̄K − 2K. In addition, in a special

case of ˆ̄K, such as ˆ̄K = 2, 3, 5, 7, we can obtain the number

of FF and NF sources without other auxiliary information. For

example, if ˆ̄K = 5, then both K1 and K2 can only be equal

to 1; if ˆ̄K = 7, then K1 and K2 can only be equal to 2 and

1, respectively.

C. Nominal DOA and Range Estimation of NF ID Sources

The oblique projection (OP) technique is an efficient way

to distinguish mixed FF and NF sources. Let EAFAN
be an

oblique projection matrix, which is idempotent and has the

following property [16]:

EAFAN
AF (θ) = 0,EAFAN

AN (θ, r) = AN (θ, r). (40)

By applying such a matrix on y(t), we then have

z(t) = (IM −EAFAN
)y(t)

= AN (θ, r)VN (t) + (IM −EAFAN
)n(t). (41)

It can be seen that z(t) only contains the information of

NF ID sources, which provides a direct and effective path for

subsequent realization of NF ID source localization. With the

estimated nominal DOAs of FF ID sources, the GAM of FF

ID sources can be reconstructed as

AF (θ̂) = [a(θ̂1),d(θ̂1), . . . , a(θ̂K1),d(θ̂K1)]. (42)

Subsequently, EAFAN
is estimated by [38]

EAFAN
= AF (θ̂)(A

H
F (θ̂)R†AF (θ̂))

−1AH
F (θ̂)R†. (43)

Define Rz = E{z(t)zH(t)} as the covariance matrix of

z(t), whose EVD is expressed as

Rz = Es∆sE
H
s +En∆nE

H
n , (44)

where Es and En are M × 3(K − K1)-dimensional signal

subspace and M × (M − 3K + 3K1)-dimensional noise

subspace, which correspond to 3(K−K1) largest eigenvalues

and the remaining small eigenvalues, respectively.

To achieve localization of NF ID sources efficiently, we

rewrite the array steering vector a(θk, rk) as

a(θk, rk) = B(θk)g(θk, rk), (45)

where g(θk, rk) = [ej(
M−1

2 )
2
ϕk , . . . , ej(

1
2 )

2ϕk ]T , and

B(θk) =























ej
1−M

2 ωk · · · 0
...

. . .
...

0 · · · e−j
1
2ωk

0 · · · ej
1
2ωk

... . .
. ...

ej
M−1

2 ωk · · · 0























. (46)

Subsequently, it can be derived that

dθ(θk, rk) = h(θk, rk)⊙B(θk)g(θk, rk), (47)

dr(θk, rk) = f(θk, rk)⊙B(θk)g(θk, rk), (48)

where

h(θk, rk) = [j
1−M

2
ϖk − j(

1−M

2
)2ψk, . . . ,

j
M − 1

2
ϖk − j(

M − 1

2
)2ψk]

T , (49)

f(θk, rk) = [−j(1−M

2
)2ϕk/rk, . . . ,−j(

M − 1

2
)2ϕk/rk]

T ,

(50)

with ϖk = −2πd cos θk/λ, ψk = πd2 sin 2θk/rk/λ.

According to the subspace theory, the following orthogo-

nality properties hold

aH(θk, rk)EnE
H
n a(θk, rk)

= gH(θk, rk)P(θk)g(θk, rk) = 0, (51)

aH(θk, rk)EnE
H
n dθ(θk, rk)

= gH(θk, rk)P(θk)g(θk, rk)⊙ h(θk, rk) = 0, (52)

aH(θk, rk)EnE
H
n dr(θk, rk)

= gH(θk, rk)P(θk)g(θk, rk)⊙ f(θk, rk) = 0, (53)

dHθ (θk, rk)EnE
H
n dθ(θk, rk) = hH(θk, rk)⊙

gH(θk, rk)P(θk)g(θk, rk)⊙ h(θk, rk) = 0, (54)

dHθ (θk, rk)EnE
H
n dr(θk, rk) = hH(θk, rk)⊙

gH(θk, rk)P(θk)g(θk, rk)⊙ f(θk, rk) = 0, (55)
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Algorithm 1: Localization for Mixed FF and NF ID Sources

1: Calculate the sampled covariance matrix R̂ and achieve source
enumeration of virtual sources via (24).

2: Perform EVD on R̂ to obtain the signal subspace Ûs, and then

divide it into Ûs1 and Ûs2.
3: Construct D(θ) according to (31), and further estimate nominal

DOA and the number of FF ID sources from (39).

4: Reconstruct AF (θ̂) and calculate OP matrix EAFAN
.

5: Form z(t) and R̂z utilizing EAFAN
and y(t).

6: Perform EVD on R̂z to find the noise subspace matrix Ên.
7: Conduct two 1-D spectral searches as shown in (57) and (58) to

obtain nominal DOA and nominal range estimation of NF ID
sources, respectively.

8: Reconstruct Λ̂ based on (59), and then determine σ̂θk
and σ̂rk

through (60)-(62).

dHr (θk, rk)EnE
H
n dr(θk, rk) = fH(θk, rk)⊙

gH(θk, rk)P(θk)g(θk, rk)⊙ f(θk, rk) = 0, (56)

where P(θk) = BH(θk)EnE
H
n B(θk).

Eqs. (51)-(56) indicate that P(θk) is singular if and only

if θ = θk, k = K1 + 1, . . . ,K. Therefore, the nominal DOA

{θ̄K1+1, . . . , θ̄K} of NF ID sources can be found by finding

K −K1 peaks of the following RARE spectral function

ηN (θ̄) = {det[P(θ)]}−1. (57)

With the estimated nominal DOAs of NF ID sources, the

corresponding range estimation [r̄]KK1+1 can be obtained by

r̄k = min
r

[aH(θ̄, r)EnE
H
n a(θ̄, r)]−1. (58)

Remark 4: With application of the oblique projection tech-

nique, the proposed method is suitable for the special case

where some of NF ID sources have the same nominal DOA

as the FF ID sources.

D. Angular and Range Spreads Estimation

Since all nominal DOA and nominal range parameters have

been estimated, Λ can be calculated by

Λ̂ = ˆ̄A
†
(R̂− σ̂2

nIM )( ˆ̄A
H
)†, (59)

where ˆ̄A = [AF (θ̂),AN (θ̄, r̄)] is the estimation of GAM. σ̂2
n

is obtained by the average of the (M − 3K + K1) smallest

eigenvalues of R̂. According to the relationship of Λ, the

angular spread and range spread can be estimated via

σ̂θk =

√

[Λ̂]2k,2k

[Λ̂]2k−1,2k−1

, k = 1, 2, . . . ,K1, (60)

σ̂θk =

√

[Λ̂]3k−K1−1,3k−K1−1

[Λ̂]3k−K1−2,3k−K1−2

, k = K1 + 1, . . . ,K, (61)

σ̂rk =

√

√

√

√

[Λ̂]3k−K1,3k−K1

[Λ̂]3k−K1−2,3k−K1−2

, k = K1 + 1, . . . ,K. (62)

The main steps of the proposed method are given in Algo-

rithm 1, where χ̂ is the estimation result of χ with L snapshots,

for example, R is estimated by R̂ =
∑L
t=1 y(t)y

H(t)/L.

IV. PERFORMANCE ANALYSIS AND CRAMÉR-RAO BOUND

A. Performance Analysis

In this subsection, the performance of the proposed method

is discussed and analyzed from the following three aspects,

i.e., number of required antennas, estimation accuracy in

different scenarios and computational complexity.

1) Number of Required Antennas: The nominal DOA of

both FF and NF ID sources are estimated based on the

RARE principle. For the FF ID estimator, it can be obtained

that rank(DH(θ)D(θ)) = min{3K − K1,M − 1}. There-

fore, the sufficient conditions for the FF ID estimator are

3K − K1 ≤ M − 1 and K1 ≤ K, which directly yields

K1 ≤ K ≤ (M − 1)/2, while for the NF ID estimator,

the maximum rank of P(θ) is min{M/2,M − 3K2}, where

K2 = K −K1. If M/2 > M − 3K2, then P(θ) is naturally

rank-deficient, and the NF estimator fails. Hence, we have

M/2 ≤ M − 3K2 or equivalently, K2 ≤ M/6. That is, the

proposed method can localize K2 ≤M/6 NF ID sources and

M/2−K2 − 1 FF ID sources simultaneously using a ULA

of M antennas, where K2 is equal to the largest integer that

satisfies the inequality condition, and M is even.

2) Estimation Accuracy: Compared with the point source

model, the ID source model is rather complex, and there are

more parameters that can affect the estimation accuracy of the

related methods, including signal-to-noise ratio (SNR)/signal-

to-interference-plus-noise ratio (SINR), the number of snap-

shots L, the number of antennas M , the angular spread σθk
and the range spread σrk . In general, the estimation accuracy

increases as SINR, M and L increase. For the proposed

method, the nominal DOA estimator of FF ID sources as

shown in (39) can be considered as an implementation of

a 1-D RARE estimator in the presence of σθk and NF ID

interferences, and therefore, its corresponding SINR may not

be very large even if SNR is large, which implies that it is

difficult for the FF estimator to get close to the related Cramér-

Rao bound (CRB). In fact, such a scenario has arised in various

localization methods of ID sources (see [30]-[32] for details).

In addition, it is obvious that the SINR decreases as σθk and

σrk increase, and hence the estimator’s performance could

degrade substantially with the increase of σθk and σrk . The

nominal DOA and nominal range estimators of NF ID sources

formulated by (57) and (58) can be considered as another

two 1-D estimators in the presence of residual item of FF ID

sources; as a result, it is difficult to reach their corresponding

CRBs due to influence of the FF ID estimator. Nevertheless,

since we have assumed that σθk and σrk are rather small,

the proposed method can provide a good source classification

and localization result, which will be verified by numerical

simulations later.

3) Computational Complexity: Regarding the computation-

al complexity, we consider the major part, including co-

variance matrix construction, EVD and 1-D spectral search.

The proposed method constructs two M × M -dimensional

covariance matrices and implements their EVDs. In addi-

tion, the proposed method requires 1-D spectral search three

times. Therefore, the resulting multiplications required by the

proposed method are roughly in the order of O(2M2L +
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Fig. 2. Probabilities of correct detection/enumeration versus SNR, M and
L for one FF and one NF ID sources with {θ1 = 10◦, σθ1

= 2◦}, {θ2 =
30◦, σθ2

= 1◦, r2 = 2λ, σr2 = r2 · tan(σθ2
)}.

3
2M

3 +M2G1 +M2G2), which is similar with that of the

OPMUSIC method for point source model [16], where G1

and G2 are the search sizes for estimating nominal DOA and

range, respectively.

B. Approximate Cramér-Rao Bound

In order to assess the performance of the proposed

method, the Cramér-Rao bound for the considered mixed ID

sources is derived. Define the unknown parameters vector

as ξ = [µT ,νT ]T , where µ = [θT , rT ,σθ
T ,σr

T ]T =
[θ1, . . . , θK , rK1+1, . . . , rK , σθ1 , . . . , σθK , σrK1+1

, . . . , σrK ]T

are the parameters of interest, and ν = [ρ1, . . . , ρK , σ
2
n]
T are

the remaining parameters.

Define

(R−T/2 ⊗R−1/2)

[

∂r

∂µT
∂r

∂νT

]

def

= [W V], (63)

and then, the approximate CRB concerning the parameters of

interest is given by

CRB(µ) =
1

L

[

WHΠ⊥
VW

]−1
, (64)

where Π⊥
V = I−V(VHV)−1VH . Detailed derivation of (64)

is provided in Appendix B.

V. SIMULATIONS AND RESULTS

In this section, the performance of the proposed method

is evaluated and compared with the TSMUSIC method [15]

and the OPMUSIC method [16]. Additionally, the approxi-

mate CRB of the proposed estimator is also calculated for

performance assessment. Note that the required number of

antennas M of the proposed method is even, whereas that M̄
of the TSMUSIC method and the OPMUSIC method is odd,

hence we set M̄ =M + 1 for comparison in the simulations.

All the impinging signals are of equal power and BPSK

modulated, and the average received SNR from the kth DT

is defined as 10log10(PK/σ
2
n). For the adopted M -element

ULA, the Fresnel region is 0.159λ < r < 0.125(M − 1)2λ.

The path gain variances are fixed at σ2
rk

= 1 and the

Fig. 3. Spatial spectrums of the proposed method for three FF ID sources
and two NF ID sources, SNR=10 dB, M = 40, L = 200: (a) and (b) for
scenario 1; (c) and (d) for scenario 2.

number of multipaths is Nk = 50 except for the seventh

simulation, k = 1, . . . ,K. The results are measured by the

root mean square error (RMSE) from the average results of

500 independent Monte-Carlo trials, defined as

RMSE =

√

√

√

√

1

500K

K
∑

k=1

500
∑

c=1

(β̂k,c − βk)2, (65)

where β̂k,c is the estimate of βk in the cth trial.

In the first simulation, we examine empirical probabilities

of correct detection of the number of ID sources with different

SNRs, M and L. One FF and one NF ID sources with their

parameters {θ1 = 10◦, σθ1 = 2◦}, {θ2 = 30◦, σθ2 = 1◦, r2 =
2λ, σr2 = r2 · tan(σθ2)} are considered. It can be seen from

Fig. 2 that the performance of source enumeration improves as

SNR, M and L increase, which is consistent with Proposition

1. In particular, when SNR≥ 5 dB, M ≥ 40, L ≥ 100
or SNR≥ 0 dB, M ≥ 50, L ≥ 200, the proposed method

can achieve source enumeration almost exactly. For simplicity

and also for better performance comparison, the number of

sources is supposed to be correctly estimated in the subsequent

simulations.

In the second simulation, five ID sources are considered to

impinge on the adopted ULA with 40 antennas and two differ-

ent scenarios are considered. Scenario 1: three FF ID sources

with parameters {θ1 = −50◦, σθ1 = 1◦}, {θ2 = −30◦, σθ2 =
1◦}, {θ3 = 10◦, σθ3 = 1◦} and two NF ID sources with

parameters {θ4 = 30◦, σθ4 = 1◦, r4 = 2λ, σr4 = 0.0349λ},

{θ5 = 50◦, σθ5 = 1◦, r5 = 3λ, σr5 = 0.0524λ}, where all the

DOAs are distinct. Scenario 2: the condition is the same as in

scenario 1, except that an FF ID source has the same DOA

as the NF one (i.e., θ = 10◦). Figs. 3(a) and 3(b) show the

spatial spectrums of scenario 1, where SNR and the number

of snapshots L are fixed at 10 dB and 200, respectively.

The search steps along DOA and range regions are set to 1◦

and λ/30, respectively. We can see that the proposed method
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Fig. 4. RMSEs of multi-parameter estimates versus number of BS antennas
for one FF and one NF ID sources with {θ1 = 10◦, σθ1

= 2◦}, {θ2 =
30◦, σθ2

= 1◦, r2 = 2λ, σr2 = r2 · tan(σθ2
)}, SNR=10 dB, L = 200.

(a), (b), (c), and (d) correspond to the estimation of nominal DOA, nominal
range, angular spread and range spread, respectively.

Fig. 5. RMSEs of multi-parameter estimates versus average received SNR
for one FF and one NF ID sources with {θ1 = 10◦, σθ1

= 2◦}, {θ2 =
30◦, σθ2

= 1◦, r2 = 2λ, σr2 = r2 · tan(σθ2
)}, M=40, L = 200. (a), (b),

(c), and (d) correspond to the estimation of nominal DOA, nominal range,
angular spread and range spread, respectively.

provides a good source localization result and can distinguish

mixed FF and NF ID sources effectively. Figs. 3(c) and 3(d)

further shows the spatial spectrums of scenario 2, and it can

be clearly observed that the proposed method still works when

FF and NF sources have the same DOA.

In the third simulation, we evaluate the performance of the

proposed method for different number of antennas M . One

FF and one NF ID sources with same parameters as in the

first simulation are considered, SNR=10 dB and L = 200.

The search steps along DOA and range regions are set to 0.1◦

and λ/600, respectively. The RMSEs of estimated parameters

Fig. 6. RMSEs of multi-parameter estimates versus number of snapshots
for one FF and one NF ID sources with {θ1 = 10◦, σθ1

= 2◦}, {θ2 =
30◦, σθ2

= 1◦, r2 = 2λ, σr2 = r2 · tan(σθ2
)}, SNR=10 dB, M = 40.

(a), (b), (c), and (d) correspond to the estimation of nominal DOA, nominal
range, angular spread and range spread, respectively.

Fig. 7. RMSEs of nominal DOA and nominal range estimates versus angular
spread for one FF and one NF ID sources with {θ1 = 10◦}, {θ2 = 30◦, r2 =
2λ}, σθ1

= σθ2
, σr2 = r2 · tan(σθ2

), M = 40, L = 200, SNR=10 dB.
(a) and (b) correspond to the estimation of nominal DOA and nominal range,
respectively.

versus M are plotted in Fig. 4. It can be observed that the

RMSEs for nominal DOA and nominal range estimations by

the proposed method decrease as M increases. In contrast, the

performance of FF nominal DOA estimation of the compared

methods degrades with the increase of M due to influence

of angular spread, and such an influence increases as M
increases for FF nominal DOA estimation. As a result, the FF

estimator of both the TSMUSIC method and the OPMUSIC

method cannot find the correct signal and noise subspaces

under the ID source model. Different from the FF estimator,

due to employment of the oblique projection technique and the

usage of only part of the covariance matrix, the influence of

angular spread on the performance of the NF estimator of the

OPMUSIC method is reduced, and hence the NF estimator of

the OPMUSIC method performs better than the FF estimator.

In addition, since the TSMUSIC method does not apply the

oblique projection technique, and the working mechanism of

its NF estimator is also different from that of the OPMUSIC,

the performance of its NF estimator deteriorates with the
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Fig. 8. RMSEs of multi-parameter estimates versus number of scatters for one
FF and one NF ID sources with {θ1 = 10◦, σθ1

= 2◦}, {θ2 = 30◦, σθ2
=

1◦, r2 = 2λ, σr2 = r2 · tan(σθ2
)}, SNR=10 dB, M = 40, L = 200. (a),

(b), (c), and (d) correspond to the estimation of nominal DOA, nominal range,
angular spread and range spread, respectively.

increase of M . On the other hand, it can also be seen that there

are clear gaps between the RMSEs of the proposed method

and the related CRBs, which is consistent with the analysis in

Section IV.

In the fourth simulation, we examine the performance of

the proposed method with respect to the average received

SNR. M and L are fixed at 40 and 200, respectively. The

location information of DTs/ID sources and the search steps

along DOA and range regions are the same as those in the

third simulation. Figs. 5(a)-5(d) show the RMSEs of different

parameter estimates at different SNRs. It can be seen that the

RMSEs decrease as SNR increases for the proposed method.

In terms of specific metrics, the proposed method outperforms

the compared methods when SNR > 0 dB for nominal DOA

estimation of the FF ID source; while for other parameters,

the proposed method provides a leading performance in the

whole SNR region. Moreover, due to the fact that the angular

spread of FF ID source is larger than that of NF one, there is

a larger gap between the RMSE of nominal DOA estimation

of FF ID sources and the CRB, compared with that of other

parameters. In addition, it can be found that because of the

inconsistent estimation of nominal DOA and nominal range,

the gap between spread parameters (including angular spread

and range spread) and their corresponding CRBs becomes

large as SNR increases.

In the fifth simulation, the performance of the proposed

method is studied for different numbers of snapshots. The

simulation result is shown in Fig. 6, where SNR=10 dB, M=40

and the number of snapshots varies from 100 to 600 with a

step of 100. From the simulation result, it can be seen that the

RMSEs of all parameters of the proposed method decrease

monotonically with the number of snapshots, and again, the

proposed method outperforms the compared ones.

In the sixth simulation, the effect of angular spread on the

Fig. 9. RMSEs of nominal DOA and nominal range estimates versus average
received SNR for two pure NF ID sources with {θ1 = 10◦, σθ1

= 2◦, r1 =
2λ}, {θ2 = 30◦, σθ2

= 1◦, r2 = 3λ}, σri = ri · tan(σθi
), i = 1, 2,

M = 40 and L = 200. (a) and (b) correspond to the estimation of nominal
DOA and nominal range, respectively.

performance of nominal DOA and nominal range estimations

is examined. The configuration of nominal locations of two

ID sources are the same as the third to the fifth simulations,

and the angular spreads σθ1 = σθ2 are changed from 0.5◦ to

3◦, and σr2 = r2 · tan(σθ2). The RMSE curves are shown

in Fig. 7 with M = 40, L = 200 and SNR=10 dB. As

can be seen in Fig. 7, the performance of all the considered

methods is affected by the angular spread. The difference

is that the performance of the proposed method gets worse

slightly, while that of the TSMUSIC and OPMUSIC methods

degrades rapidly with the increase of angular spread. Notice

that the σr2 increases monotonically with σθ2 , and hence it

can be deduced that their performance will also degrade with

the increase of range spread.

In the seventh simulation, the effect of the number of

scatters (i.e., the number of multipaths) on the performance

is investigated and the RMSE curves are illustrated in Fig. 8.

The configuration of nominal locations of two ID sources is

again the same as the third to the fifth simulations, except that

the number of scatters Nk is varied from 20 to 60, M = 40,

L = 200 and SNR=10 dB. It can be seen that the RMSEs

of the proposed method are almost invariant with Nk, which

effectively validates the robustness of the proposed method in

a multipath environment.

In the last simulation, two pure NF ID sources with their

parameters {θ1 = 10◦, σθ1 = 2◦, r1 = 2λ}, {θ2 = 30◦, σθ2 =
1◦, r2 = 3λ}, and σri = ri · tan(σθi), i = 1, 2, are considered,

M = 40, L = 200, and SNR varies from -5 dB to 20 dB.

The RMSEs for nominal DOA and nominal range estimations

are shown in Fig. 9, from which we can see that the proposed

method is also suitable for localization of pure NF ID sources.

In comparison with the TSMUSIC and OPMUSIC methods,

the proposed one can provide improved nominal DOA and

nominal range estimation. Moreover, it is necessary to point

out here that the proposed method also works for the scenario

of pure FF ID sources. When all sources are FF ID ones,

the proposed method will reduce to the 1-D RARE estimator

proposed in [37]. Since the performance of the 1-D RARE

estimator has been fully discussed, this part of the simulation

is omitted here.



IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS, VOL. X, NO. X, MARCH 2022 10

VI. CONCLUSION

In this paper, a two-stage RARE based mixed FF and NF

ID source localization method has been proposed under the

general array manifold model with small angular and range

spreads. Firstly, it is verified that AIC combined with DOA

estimation results of FF ID sources can achieve source enumer-

ation of real FF and NF sources under a certain condition, and

then the shift invariance of FF GAM, the oblique projection

and multiple 1-D spectral searches are jointly utilized for

localization of mixed FF and NF ID sources. The proposed

method can provide an improved localization and source types

classification result with reasonable computational complexity.

Through performance analysis, approximate CRB derivation

as well as numerical simulations, the effectiveness of the

proposed method has been demonstrated effectively. As part

of our future research, the localization problem of mixed FF

and NF distributed sources under an exact spatial propagation

geometry will be studied.

APPENDIX A

PROOF OF PROPOSITION 1

Define αk and vk as the eigenvalue and eigenvector of
1
M ākā

H
k , respectively, where āk denotes the kth column of

Ā, k ∈ [1, 3K −K1]. Then, we have

P̄kākā
H
k =MP̄kαkvkv

H
k , (66)

which indicates that the eigenvalues of signal components are

proportional to the signal power.

According to the general asymptotic theory or the asymptot-

ic behaviour of the sample eigenvalues under the condition of

M,L → ∞, and c = M/L ∈ (0,∞), the separable condition

of the minimum eigenvalue λmin of signal components and

the eigenvalue of noise components should satisfy [39], [40]

λmin > σ2
n

√
c. (67)

When λmin ≤ σ2
n

√
c, the existing information theory criterion

based source enumeration methods (including the AIC, the

Bayesian Information Criterion (BIC), etc.) cannot detect all

incident signals [41], [42].

Following (67) and further considering the fact that

ĀΛĀ =
3K−K1
∑

k=1

Λ(k, k)ākā
H
k , it can be derived that

M ·min{αk ·Λ(k, k)|k = 1, . . . , 3K −K1} > σ2
n

√
c. (68)

Notice that small angular and range spreads are assumed in

this paper, (68) can be relaxed as

M ·min{Pkσ2
γk
αk|k = 1, . . . ,K}

·min{σ2
θk
, σ2
rk
|k = 1, . . . ,K} > σ2

n

√
c. (69)

Defining SNR=10log10(Pk/σ
2
n), σ

2
γ,α = min{σ2

γk
αk|k =

1, . . . ,K} and σ2
θ,r = min{σ2

θk
, σ2
rk
|k = 1, . . . ,K}, we have

10SNR/10 · σ2
γ,α · σ2

θ,r >
1√
ML

. (70)

It can be seen from (24) that distinguishing eigenvalues of

signal and noise components plays a fundamental role for

the effectiveness of the AIC. That is, the AIC can achieve

virtual source enumeration effectively, provided that at least

(70) holds. This ends the proof for Proposition 1.

APPENDIX B

DERIVATION OF THE APPROXIMATE CRB

For convenience, we reformulate the approximated array

covariance matrix R as [43]

R ≈
K1
∑

k=1

ρkRsf (θk, σθk)

+
K
∑

k=K1+1

ρkRsn(θk, rk, σθk , σrk) + σ2
nIM , (71)

where

Rsf (θk, σθk) = a(θk)a
H(θk)⊙GF (θk, σθk), (72)

Rsn(θk, rk, σθk , σrK ) = a(θk, rk)a
H(θk, rk)

⊙GN (θk, rk, σθk , σrk), (73)

GF (θk, σθk) and GN (θk, rk, σθk , σrk) are matrices, whose

(p̄, q̄)th elements are given by

[GF (θk, σθk)]p̄,q̄ = exp

{

− ((p− q)ϖkσθk)
2

2

}

, (74)

[GN (θk, rk, σθk , σrk)]p̄,q̄

= exp

{

−
((q − p)ϖk + (p2 − q2)ψk)

2
σ2
θk

2

− ((p2 − q2)ϕk/rk)
2
σ2
rk

2

}

, (75)

respectively, where p̄ = p+M/2 + 1/2, q̄ = q+M/2 + 1/2,

and p, q ∈ [ 1−M2 , M−1
2 ]. Note that both angular and range

distributions are considered to be Gaussian. GF (θk, σθk) has

been given in literature, while the detailed derivation of

GN (θk, rk, σθk , σrk) is given in Appendix C.

The CRB of ξ can be calculated by

CRB(ξ) =
1

L

[

(

∂r

∂ξT

)H

(R−T ⊗R−1)
∂r

∂ξT

]−1

, (76)

where L is the number of snapshots,

r = vec(R) = rf + rn + σ2
nvec(IM ), (77)

and

rf =

K1
∑

k=1

[ρka
∗(θk)⊗ a(θk)]⊙ vec(GF (θk, σθk)), (78)

rn =
K
∑

k=K1+1

[ρka
∗(θk, rk)⊗ a(θk, rk)]

⊙ vec(GN (θk, rk, σθk , σrk)). (79)
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After partitioning, we have

(R−T/2 ⊗R−1/2)

[

∂r

∂µT
∂r

∂νT

]

def

= [W V], (80)

with the mth column of W and V expressed as

[W(:,m)]K1
m=1 = F

∂rf
∂θk

, k = 1, . . . ,K1,

[W(:,m)]Km=K1+1 = F
∂rn
∂θk

, k = K1 + 1, . . . ,K,

[W(:,m)]2K−K1

m=K+1 = F
∂rn
∂rk

, k = K1 + 1, . . . ,K,

[W(:,m)]2Km=2K−K1+1 = F
∂rf
∂σk

, k = 1, . . . ,K1,

[W(:,m)]3K−K1

m=2K+1 = F
∂rn
∂σk

, k = K1 + 1, . . . ,K,

[W(:,m)]4K−2K1

m=3K−K1+1 = F
∂rn
∂εk

, k = K1 + 1, . . . ,K,

[V(:,m)]Km=1 = Fvec(IM ),

[V(:,m)]2Km=K+1 = vec(R−1).

respectively, where F = R−T/2 ⊗R−1/2.

Then, we can rewrite (76) as

CRB−1(ξ) = L

[

WHW WHV

VHW VHV

]

. (81)

As a result, the CRB concerning the parameters of interest

is given by

CRB(µ) =
1

L

[

WHΠ⊥
VW

]−1
, (82)

where Π⊥
V = I−V(VHV)−1VH .

APPENDIX C

DERIVATION OF GN (θk, rk, σθk , σrk)

Under the condition of large Nk, and small angular and

range spreads, the NF ID source covariance matrix can be

described as

Rsn =

∫ ∫

a(θk + θ̃, rk + r̃)aH(θk + θ̃, rk + r̃)

· pk(θ; θk, σθk)pk(r; rk, σrk)dθ̃dr̃, (83)

where pk(θ; θk, σθk) and pk(r; rk, σrk) denote the angular

and range auto-correlation kernels of the kth NF sources,

respectively.

The first-order Taylor approximations of

sin(θk + θ̃) ≈ sin θk + θ̃ cos θk (84)

and

π

λ(rk + r̃)
cos2(θk + θ̃) ≈ π

λrk
cos2θk

− θ̃
π

λrk
sin 2θk − r̃

π

λr2k
cos2θk (85)

reveal that the (p̄, q̄)th element of Rsn can be written as

[Rsn]p̄,q̄ =
∫ ∫

e
−j 2πd

λ
(p−q) sin(θk+θ̃)+j πd2

λ(rk+r̃)
(p2−q2)cos2(θk+θ̃)

· pk(θ; θk, σθk)pk(r; rk, σrk)dθ̃dr̃

≈ e
−j 2πd

λ
(p−q) sin(θk)+j πd2

λrk
(p2−q2)cos2θk

·
∫

ej[(p−q)ϖk−(p2−q2)ψk]θ̃pk(θ; θk, σθk)dθ̃

·
∫

e−j(p
2−q2)ϕk r̃/rkpk(r; rk, σrk)dr̃, (86)

where p̄ = p+M/2 + 1/2, q̄ = q+M/2 + 1/2, and p, q ∈
[ 1−M2 , M−1

2 ].

Notice that the angular and range spreads are assumed to

be Gaussian distributed, and hence [Rsn]p̄,q̄ can be rewritten

as

[Rsn]p̄,q̄ = [Ā(θk, rk)]p̄,q̄ · [GNθ]p̄,q̄ · [GNr]p̄,q̄

= [Ā(θk, rk)]p̄,q̄ · [GN (θk, rk, σθk , σrk)]p̄,q̄, (87)

where

Ā(θk, rk) = a(θk, rk)a
H(θk, rk), (88)

[GNθ]p̄,q̄ =

∫

ej[(p−q)ϖk−(p2−q2)ψk]θ̃
1√

2πσθk
e

−θ̃2

2σ2
θk dθ̃,

(89)

[GNr]p̄,q̄ =

∫

e−j(p
2−q2)ϕk r̃/rk

1√
2πσrk

e
−r̃2

2σ2
rk dr̃. (90)

For a Gaussian function f(t) = 1√
2πσ

e−
t2

2σ2 = be−at
2

, the

following transformation holds

F (ς) =

∫

f(t)e−jςtdt =

∫

be−at
2

e−jςtdt

= b

∫

e−(at2+jςt)dt = b

∫

e−a(t+
jς
2a )2− ς2

4a dt

= be−
ς2

4a

∫

e
−(

√
at+ jς

2
√

a
)2
dt

u=
√
at+ jς

2
√

a

==========
b√
a
e−

ς2

4a

∫

e−u
2

du = b

√

π

a
e−

ς2

4a

= e
−ς2σ2

2 , (91)

which directly yields

[GNθ]p̄,q̄ = exp

{

−
((q − p)ϖk + (p2 − q2)ψk)

2
σ2
θk

2

}

,

(92)

[GNr]p̄,q̄ = exp

{

− ((p2 − q2)ϕk/rk)
2
σ2
rk

2

}

. (93)

Finally, it can be derived that the expression of

GN (θk, rk, σk, εk) is given by Eq. (75).
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