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Abstract

Deep neural models, in particular Transformer-based pre-trained language models, require a significant amount of data to train.

This need for data tends to lead to problems when dealing with idiomatic multiword expressions (MWEs), which are inherently

less frequent in natural text. As such, this work explores sample efficient methods of idiomaticity detection. In particular we

study the impact of Pattern Exploit Training (PET), a few-shot method of classification, and BERTRAM, an efficient method

of creating contextual embeddings, on the task of idiomaticity detection. In addition, to further explore generalisability, we

focus on the identification of MWEs not present in the training data. Our experiments show that while these methods improve

performance on English, they are much less effective on Portuguese and Galician, leading to an overall performance about on

par with vanilla mBERT. Regardless, we believe sample efficient methods for both identifying and representing potentially

idiomatic MWEs are very encouraging and hold significant potential for future exploration.
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1. Introduction and Motivation

The handling of idiomaticity is an important part of

natural language processing, due to the ubiquity of id-

iomatic multiword expressions (MWEs) in natural lan-

guage (Sag et al., 2002). As such, it is an area where

the performance of state-of-the-art Transformer-based

models has been investigated (Yu and Ettinger, 2020;

Garcia et al., 2021b; Nandakumar et al., 2019), with

the general finding being that, through pre-training

alone, these models have limited abilities at handling

idiomaticity. However, these models are extremely

effective at transfer learning through fine-tuning, and

thus are able to perform much better on supervised id-

iomatic tasks (Fakharian and Cook, 2021; Kurfalı and

Östling, 2020), where significant amounts of labelled

data is provided.

Unfortunately, individual MWEs tend to occur infre-

quently in natural text, making it harder to train mod-

els to capture the idiomatic meaning due to the lack

of available training data. As such it is important to

be able to find methods of identifying potentially id-

iomatic MWEs using relatively less data. To address

this question we focus on sample efficient methods for

the task, taking two perspectives. The first is an evalu-

ation of a few-shot method on the task of zero-shot id-

iomaticity detection. In particular we evaluate Pattern

Exploit Training (PET) (Schick and Schütze, 2021a),

which has been shown to be an effective few-shot

method on other tasks (Schick and Schütze, 2021b).

The second is an evaluation of the effectiveness of

better representations of MWEs, created using a sam-

ple efficient strategy, namely BERTRAM (Schick and

Schütze, 2020). Both of these are explored in the

zero-shot context, where training data does not include

MWEs present in the test data. So as to ensure re-

producibility and to enable others to build upon this

work, we make the programme code and models pub-

licly available1.

1.1. Research Questions and Contributions

Given the need for sample efficient methods when deal-

ing with idiomaticity, this work is aimed at exploring

the following questions:

• How effective are few-show methods on the

task of zero-shot idiomaticity detection? In

particular we evaluate Pattern Exploit Training

(PET) (Schick and Schütze, 2021a), which has

been shown to be an effective few-shot method on

other tasks (Schick and Schütze, 2021b).

• Given that prior work has shown pre-trained lan-

guage models do not adequately capture multi-

word expressions, in particular those which are

idiomatic, how effective is improving their rep-

resentations on the task of detecting idiomatic-

ity? In particular, we use BERTRAM (Schick and

Schütze, 2020) as a sample efficient strategy for

creating representations of MWEs.

From our experiments, we find that both BERTRAM

and PET are able to outperform mBERT (Devlin et al.,

2019) significantly on the English portion of the test

1https://github.com/drsphelps/idiom-bertram-pet
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data, which is a promising result. However, both of

these models perform worse overall due to their sig-

nificantly lower performance on Portuguese. We ex-

plore potential reasons for this poor performance on

non-English languages: for PET our patterns are all

in English and a multilingual model is used instead

of a language specific one. However, an error analy-

sis (Section 5.1) suggests that these are not the reasons

for the lower performance on non-English languages.

In BERTRAM, however, a monolingual model is used

for each language which might have contributed to the

drop in performance. We believe that these results

point to the need for further exploration in languages

other than English.

Additionally, our exploration using BERTRAM is, to

the best of our knowledge, the first work to explore the

relation between the representation and detection of id-

iomaticity.

The rest of this paper is structured as follows. We begin

in Section 2 by presenting a quick overview of work

related to MWE identification, before presenting more

details of the methods we make use of in this work. We

then provide an overview of the data and task we use

for our evaluation in Section 3, before presenting the

methods in Section 4. We then present our results and

a discussion of what these results imply in Section 5,

before concluding in Section 6.

2. Related Work

Despite idiomaticity detection being a problem that

has been widely explored (Constant et al., 2017),

the impact of better MWE representations, especially

within contextualised models, has not been well stud-

ied. To this end we use BERT for Attentive Mimicking

(BERTRAM) (Schick and Schütze, 2020), which has

been shown to perform well on idiom representation

tasks (Phelps, 2022), to evaluate the effect idiom rep-

resentations have on detection. Additionally, we apply

a few-shot learning technique Pattern Exploit Training

(PET) (Schick and Schütze, 2021a), to assess whether

the relatively new paradigm of few-shot learning can

be applied to this task successfully.

2.1. PET

PET (Schick and Schütze, 2021a; Schick and Schütze,

2021b) is a semi-supervised training method that im-

proves performance in few-shot settings by integrating

task descriptions into examples.

A Pattern is used to map each example into a cloze-

style question with masked out tokens, for example ‘X.

It was [MASK]’, where X is the input example, could

be used for a sentiment classification task. A Verbaliser

maps the task classes into outputs from the masked lan-

guage model (MLM), for example positive/negative la-

bels map to the words ‘good’/‘bad’ in the MLM’s vo-

cabulary (label tokens), and is combined with the pat-

tern to form a Pattern Verbaliser Pair (PVP). The prob-

ability of each class is then calculated using softmax

over the logits for each label token.

For each PVP, an MLM can be fine-tuned on the small

amount of labelled data. Knowledge is distilled from

multiple PVPs by combining the predictions on the un-

labelled data and using it as a larger labelled dataset

to train another classifier. This allows for multiple

patterns and verbalisers to be used without having to

choose the best performer for each task, which may

also change depending on the data split.

2.1.1. iPET

iPET (Schick and Schütze, 2021a) is a variation where

each PVP’s model is trained iteratively using a gradu-

ally increasing training set made up of labelled exam-

ples from another model’s predictions in the previous

iteration. Despite using the same PVPs and MLMs,

iPET has been shown to improve the performance on a

number of tasks (Schick and Schütze, 2021b).

2.2. BERTRAM

BERTRAM (Schick and Schütze, 2020) is a model for

creating embeddings for new tokens within an existing

embedding space, from a small number of contexts. To

create an embedding for a token with a number con-

texts, a form embedding is first created using embed-

dings trained for each of the n-grams in the token. This

form embedding is then passed as an input, alongside

the embeddings for words in the context, into a BERT

model. An attention layer is then applied over the con-

textualised embedding output from BERT for each con-

text to create the final embedding for the token.

The model is trained using embeddings for common

words as ‘gold standard’ embeddings, with the distance

from the embedding created by the model and the ‘gold

standard’ embedding being used as the loss function.

3. Dataset and Task Description

In evaluating the models presented in this work we use

the Task 2 of SemEval 2022: Multilingual Idiomatic-

ity Detection and Sentence Embedding (Tayyar Mad-

abushi et al., 2022). This task aims at stimulating the

development and evaluation of improved methods for

handling potentially idiomatic MWEs in natural lan-

guage. While there exist datasets for evaluating mod-

els’ ability to identify idiomaticity (Haagsma et al.,

2020; Korkontzelos et al., 2013; Cook et al., 2008;

Cordeiro et al., 2019; Garcia et al., 2021b; Shwartz and

Dagan, 2019), these are often not particularly suited to

investigating a) the transfer learning capabilities across

different data set-ups b) the performance of pre-trained

contextualised models.

The task consists of two subtasks: Subtask A, which

is focused on the detection of idiomaticity, and Sub-

task B, which is focused on the representation of id-

iomaticity. In this work we are interested in the task

of idiomaticity classification, since we wish to investi-

gate how our models can identify idiomaticity in text

without having to generate semantic similarity scores.

As such, we restrict our attention to Subtask A. We

also want to see how our models perform when MWEs
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Pattern Number Pattern Literal Token Idiom Token

P1 X: literal phrase

P2 ( ) X literal phrase

P3 X. [IDIOM] is literal. actually not

P4 X. , [IDIOM] is literal. yes no

P5 X. [IDIOM] is [IDIOM]2 actually not

Table 1: Pattern Verbaliser Pairs used in the task. X represents the example sentence, [IDIOM] is the idiom found

in the example, and [IDIOM]2 represents the nth component word of the idiom

in the test data are disjoint from those in the training

data, as we argue this means the models cannot so eas-

ily leverage statistical information garnered from the

training data, but must instead have some ‘knowledge’

of idiomaticity in general. As such, we also restrict

our attention to the zero-shot setting of the SemEval

task. The dataset consists of three languages: English,

Portuguese and Galician. In the training data there

are 3,327 entries in English, and 1,164 entries in Por-

tuguese. There is no Galician training (or development)

data in the zero-shot setting, to test the ability of mod-

els at cross-lingual transfer. In the test set, there are 916

English, 713 Portuguese, and 713 Galician examples,

and macro F1 score is used as an evaluation metric.

It should be noted that the dataset provided by Tay-

yar Madabushi et al. (2022) consists of four data splits:

The training set, two development sets and the test set.

Of the two development sets, the first - called the ‘dev’

split - includes gold labels and the second - called the

‘eval’ split - does not include gold labels but requires

submission to the competition website. We report our

results on the ‘eval’ set to maintain consistency with

the SemEval task.

4. Methods

In this section we detail our use of PET, iPET and

BERTRAM for the task of idiomaticity detection.

4.1. PET and iPET

During our experiments with PET and it’s variants, we

define and test 5 Pattern Verbaliser Pairs, shown in ta-

ble 2. P1 and P2 are generic prompts which do not

give the model much more information about the ex-

ample, whereas P3, P4, and P5 include the whole idiom

within the prompt. We hypothesise that this will allow

the model to understand which part of the example it

should be focusing on. Each of the patterns we de-

fine is in English, even when the example sentence and

idiom are in Portuguese or Galician — we will inves-

tigate the effect that this has on the final performance

across the languages, as we hypothesise this may not

have an impact given our use of a multilingual model.

For each PVP, we train a classification model using

mBERT as the MLM. Furthermore, we train a stan-

dard PET model using all of the patterns. An iPET

model is also trained, however to evaluate how using

only generic prompts affects the results, we only train

our iPET model using PVPs P1 and P2, for 2 iterations.

Each of the model setups is trained 3 times using differ-

ent random seeds, and the final distilled model is then

used to produce the presented results.

Additionally, we investigate how the number of la-

belled examples affects the achieved performance for

each of the model setups discussed. We train the mod-

els using 10, 100, and 1000 labelled examples sepa-

rately, with the examples chosen randomly across En-

glish and Portuguese, but with the split of idiomatic

and literal uses being kept at 50/50. The PET and iPET

models then have access to 3,000 unlabelled examples

to use within their training tasks.

We evaluate each model setup and labelled example

set size combination on the eval set, before choosing

the best-performing combination for each PET variant

to evaluate on the test set. The results from the eval

set can be seen in Table 2. Here we see that PET-all

trained on 1000 labelled examples performs best over-

all, beating the individual pattern models, a result also

seen in the original paper (Schick and Schütze, 2021a).

The lack of example specific prompts causes iPET to

perform poorly when compared to the individual task

specific patterns, and when compared to the best PET-

all model. The highest scoring PET model (PET-all)

and our iPET model are evaluated on the test dataset in

Section 5.

4.2. BERTRAM

To evaluate the effect that improved idiom represen-

tations have on this idiom detection task, we use the

same BERTRAM setup as presented in Phelps (2022),

that was shown to give greatly improved performance

over the baseline system for Subtask B, the task of rep-

resenting idiomaticity. We use the same BERTRAM

models: the English model presented in the original

BERTRAM paper (Schick and Schütze, 2020), and the

Portuguese and Galician models that were trained for

Subtask B from data in the CC100 corpus. Unlike the

English BERTRAM model, Phelps (2022) does not use

one token approximation when training the Portuguese

and Galician models. Embeddings for each of the id-

ioms in the task datasets were generated with the appro-

priate BERTRAM model using 150 examples scraped

from the CC100 dataset. 150 examples were chosen

as this was shown to have the highest performance on

Subtask B. It should be noted that the BERTRAM mod-

els were used to create representations of MWEs in the

test set. While this does not require labelled data asso-



108

Model EN PT Overall

mBERT (Tayyar Madabushi et al., 2021) 0.7420 0.5519 0.6871

PET-all (10 labelled) 0.4365 0.2901 0.4267

PET-all (100 labelled) 0.5908 0.5718 0.5888

PET-all (1000 labelled) 0.7820 0.5619 0.7164

PET-P1 (1000 labelled) 0.6386 0.5507 0.6278

PET-P2 (1000 labelled) 0.6905 0.5495 0.6607

PET-P3 (1000 labelled) 0.7493 0.5474 0.6981

PET-P4 (1000 labelled) 0.7441 0.5315 0.6860

PET-P5 (1000 labelled) 0.7551 0.5680 0.7032

iPET (1000 labelled) [P1 & P2] 0.6701 0.5648 0.6522

Table 2: The F1 Score (Macro) on the eval set, broken down into each language, for each of the models. Highest

score for each language (or overall) shown in bold.

Model EN PT GL Overall

mBERT (Tayyar Madabushi et al., 2022) 0.7070 0.6803 0.5065 0.6540

BERTRAM 0.7769 0.5017 0.4994 0.6455

PET-all (10 labelled) 0.5197 0.2634 0.2090 0.4128

PET-all (100 labelled) 0.6777 0.5014 0.4902 0.5694

PET-all (1000 labelled) 0.7281 0.6253 0.5110 0.6446

iPET (1000 labelled) [P1 & P2] 0.6604 0.5676 0.4735 0.5879

Table 3: The F1 Score (Macro) on the test set, broken down into each language, for each of the models. Highest

score for each language (or overall) shown in bold.

ciated with MWEs (thus remaining a zero-shot task), it

does require knowledge of which phrases need to have

explicit representations created.

As we have separate BERTRAM models for each lan-

guage that are trained to mimic embeddings from single

language BERT models, we split the system and data

into English, Portuguese and Galician. The English

model uses BERT base (Devlin et al., 2019), and is

trained on the 3,327 English training examples found in

the training set. The Portuguese model uses BERTim-

bau (Souza et al., 2020), and Galician uses BERTinho

(Vilares et al., 2021), and as there is no Galician train-

ing data available, both are trained on the 1,164 Por-

tuguese examples. Each model has the MWEs from

the relevant language added to its embedding matrix.

5. Results and Discussion

Table 3 presents the results of our best PET-based mod-

els alongside our BERTRAM-based model on the test

set, as well as the mBERT system presented in (Tay-

yar Madabushi et al., 2022), for comparison. For each

model we present the F1 macro score on the test set for

each language, as well as the overall F1 macro score.

An increase in performance over mBERT by our

BERTRAM model is seen for the English split, with

the score on the Galician split not seeing a significant

change. The overall score for BERTRAM is brought

down by a much lower score on the Portuguese data,

however, meaning no overall increase in performance

is seen. A similar picture is seen for the PET-all (1000

examples) model, with a higher F1 score in both En-

glish and Galician, and a lower score in Portuguese,

leading to an overall lower F1 score across the entire

test dataset. As found on the example data, the iPET

model which was only trained on the non-example spe-

cific prompts (P1 and P2) performs very poorly.

The significant boost from using BERTRAM on En-

glish seems to indicate that the improved representa-

tions also lead to better classification, despite the lack-

lustre performance on Galician and Portuguese. We

believe that this drop in performance is either because

one-token approximation was not used in creating the

non-English BERTRAM models, or because mBERT,

trained on all three languages simultaneously, is trained

on more data than each of our monolingual models.

This lack of training data does not affect our English

model as there is a more training data in English than

in Portuguese and none at all in Galician. We perform

a language specific error analysis to explore the causes

of this drop in performance (Section 5.1).

It is interesting to note that pre-trained language mod-

els can identify idiomaticity in a zero-shot and sample

efficient context even when prior work has shown that

they do not encode idiomaticity very well (Garcia et al.,

2021a). We believe that this implies that, while these

models do not encode idiomaticity, they encode enough

related information to be able to infer idiomaticity from

relatively little data.

Unsurprisingly, ‘highlighting’ the phrase that is poten-

tially idiomatic by adding the phrase to the pattern,

as in patterns P3, P4 and P5 (see Table 2), signifi-

cantly improves a model’s ability to identify idiomatic-
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Language Pattern Literal Token Idiom Token

EN X. , [IDIOM] is literal. yes no

PT X. , [IDIOM] é literal. sim não

GL X. , [IDIOM] é literal. si non

Table 4: The translations of P4 into Portuguese and Galician

Model Prompt Language EN PT GL Overall

mBERT (Tayyar Madabushi et al., 2022) N/A 0.7070 0.6803 0.5065 0.6540

PET-P4 (1000 labelled) EN 0.7161 0.6373 0.5365 0.6581

PET-P4 (1000 labelled) PT 0.6994 0.6260 0.4964 0.6283

PET-P4 (1000 labelled) GL 0.7040 0.5997 0.5154 0.6279

Table 5: The F1 Score (Macro) on the test set, broken down into each language, for PET using prompts in each of

the task languages.

ity, which is consistent with results presented by Tay-

yar Madabushi et al. (2021).

Research Questions The results presented herein

suggest that few-shot learning methods are indeed ef-

fective on the task of idiomaticity detection despite the

lower accuracy on Portuguese and Galician. Similarly,

our results support the conclusion that improved MWE

representations does have an impact on improved de-

tection.

5.1. Error Analysis

The effectiveness of PET on the English split of the

task suggests that pre-trained language models can ef-

fectively identify idiomatic MWEs in a sample efficient

manner. However, the overall drop in performance

on the task can be attributed to lower performance on

non-English languages when compared to the results

achieved by Tayyar Madabushi et al. (2021).

One possibility for the decrease in performance is the

use of English prompts across all the languages. This

leads to the inputs for English examples being mono-

lingual and the inputs for non-English examples to be

multilingual, which may cause confusion in the output

logits for the verbalizer tokens from which PET draws

it’s predictions.

To investigate this further we translate one of our pat-

terns, P4, into both Portuguese and Galician and evalu-

ate the performance on the entire test split. P4 was cho-

sen as it was one of the better performing patterns for

English in our initial experiments (Table 2), and was

easily translated into the two languages. The transla-

tions can be seen in table 4.

As shown in table 5, the use of Portuguese and Galician

prompts does not increase the performance in the re-

spective language. For Portuguese the model with Por-

tuguese prompts achieves 0.6260 F1 score compare to

0.6373 for that with English prompts. Galician shows

similar results, with 0.5154 F1 score for the model with

prompts in Galician and 0.5365 for that in English.

Additionally, we use multilingual BERT which was

trained on a lot more English training data than Por-

tuguese or Galician language. To investigate the im-

pact of this on our results, we extract only the Por-

tuguese section of the training and test data and com-

pare the performance of multilingual BERT with Por-

tuguese BERT (Souza et al., 2020). Surprisingly, we

find that the there isn’t a significant difference between

the performance of multilingual BERT and Portuguese

BERT, with overall F1 (macro) scores of 0.4541 and

0.4621, respectively.

6. Conclusions and Future work

This work presented our exploration of sample efficient

methods for idiomaticity detection, crucial given the in-

frequent occurrence of specific MWEs in natural lan-

guage text. Our experiments show that these methods

are extremely promising and have great potential.

In future work, we intend to raucously evaluate and find

solutions to the problem of lower performance on non-

English test splits. We also intend to explore other vari-

ations of BERTRAM (e.g. one-token approximation)

in bridging the performance gap between English and

the other languages.

As noted earlier, we show that pre-trained language

models can identify idiomaticity in a zero-shot and

sample efficient context even when prior work has

shown that they do not encode idiomaticity very well.

As such, an important avenue of future exploration is

the generalisation of these methods to develop models

capable of identifying the notion of idiomaticity, much

like humans are able to grasp that certain phrases are

clearly non-compositional.
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