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ABSTRACT

Room-scale Virtual Reality (VR) presents sound designers with new challenges to tell stories with
audio in games with player-driven narratives. These challenges arise from the player moving in and
interacting with the virtual environment. The paper performs a small scoping review of VR/non-VR
games and associated literature to identify issues and solutions to the placement of speech-based
audio using practice-based research methods. The review leads to the proposition of design guidelines
and strategies for their implementation. The paper advocates that each instance of speech-based audio
should be short, interactive, and complemented by non-speech audio. Furthermore, each instance’s
spatial, interactive, visual, aural, and narrative representation should be considered in combination.
The paper also suggests that 3D-binaural audio informed by physics can aid storytelling and make
virtual environments player-responsive.

Keywords Storytelling · Guidelines · 3D binaural audio · Sound design · Room-scale VR

This work is licensed under a Creative Commons ªAttribution 4.0 Internationalº license.

1 Introduction

Room-scale Virtual Reality creates new opportunities and challenges for the sound designer to tell stories with audio.
This medium gives the player control over the virtual environment’s camera that correlates to their head movement
and position in space [1]. Therefore, they are free to move and look around [2]. However, the medium’s affordance in
movement implies interactivity to the user which the storyteller needs to account for [3].

One solution to such interactive player-driven storytelling can be found in environmental narrative games ("walking
simulators") [4]. They are often unpopulated, high-fidelity virtual environments and contain traces of human activity
[5]. They tell stories through speech-based audio, written artefacts and features of the environments (ªenvironmental
storytellingº) [5]. They task the player to explore the environment and interpret the presented artefacts, allowing them to
pace and interact with the story [6]. However, creating audio that supports and drives this form of interactive storytelling
in VR requires new working methodologies [7].

This paper proposes design guidelines and strategies for implementing an audio-focused approach to speech-based
audio and environmental storytelling in environmental narrative games presented in room-scale VR. It uses practice-
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based research methods, mainly analysing player-generated screencasts of relevant VR/non-VR games, corresponding
literature, and issues encountered in developing the authors’ prototype experience. This paper uses the prototype to
reflect on the feasibility of the proposed design guidelines. The prototype also serves as their example implementation.

This paper is organised as follows: Section 2 conducts a scoping review with its results culminating in design guidelines.
Section 3 presents the implementation of these guidelines based on the authors’ prototype room-scale VR experience
and highlights found approaches. Section 4 discusses the advantages and disadvantages of these approaches. Section 5
concludes the paper.

2 Embedding Narrator(s)

The authors conducted a scoping review to establish design guidelines for embedding narrators in environmental
narrative games. The information sources included two VR and five non-VR games, a literature review, personal
experience from playing some of these games, and the authors’ VR experiments. The analysed games are Half-Life:
Alyx [8], The Under Presents [9], Dear Esther [10], Tacoma [11], Firewatch [12], What Remains of Edith Finch [13],
and Everybody’s Gone to the Rapture [14]. They were mainly analysed via screencasts found on Youtube.com [15].
Several screencasts of the same game have been viewed where necessary to identify variations in player interactions. A
preliminary analysis focused on the spatial, interactive, and representative features of speech-based audio, revealing the
following issues.

2.1 Diegetic or non-diegetic narrator

The narrator’s voice can be aurally and visually embedded within (diegetic) or external (non-diegetic) to the game
world, affecting the player’s perception of the voice and its narrative content [16]. The type of diegesis can also directly
influence the player’s interpretation of the trustworthiness of the transmitted information [16]. Half-Life: Alyx shows
that an experience can switch between diegetic and non-diegetic representations of the same narrator depending on the
game’s situation and context [17, see 03:48, 13:32, 18:15]. In this instance, the narrator’s acoustic features match the
type of presentation: in an avatar-like presentation, its voice is co-located at a specific point within the player’s space,
whereas in a headset-like presentation, the voice has a limited frequency range (≈600-3500 Hz), is unresponsive to the
player’s head movement and has its own acoustic space. While the experience does not explicitly say this narrator’s
voice emanates from a headset, it evokes this association through context, gameplay, the voice’s audio fidelity and
its acoustic spatial behaviour [17, 03:48, 13:26, 19:41]. This example shows how acoustic features and the spatial
behaviour of speech-based audio can perform functions of storytelling.

2.2 Interdependent factors

Sound designers need to consider several interdependent factors in deciding on the narrator’s diegesis, such as player
posture, the duration of the speech-based audio, ªthe desired look and feel, scenarios and project objectivesª [18]. For
example, if speech-based audio were embodied at a location in the game world using 3D audio, the player would have
to remain at or near its location to hear it. This placement could become problematic for long texts and standing player
postures, as the player could wish to sit to reduce fatigue [19]. If a diegetic voice were to also move in space, the player
would have to follow it to hear it. If a voice’s audio were non-diegetic, the player could continue performing their
activities while listening to it passively for longer, as seen in [20]. This placement could ask the player to diverge their
attention between their current activities and their listening (ªsplit-attention effectº), potentially affecting information
transfer negatively [21]. Firewatch addresses these issues by attaching diegetic voices to the player’s avatar and a
hand-held walkie-talkie, allowing them to have ªlongº conversations while exploring the environment.

2.3 Duration

The scoping review suggested that the player’s attention may diverge for speech-based audio longer than approximately
25 s. The screencasts show that players can engage in random activities, as seen in [22, 04:00-05:07], [17, 04:13, 19:15]
or [23, 10’58], or leave the narration prematurely [23, 17:05]. As described above, the specific problematic duration
depends on the game’s context/level of interactivity. Longer speech-based audio can be implemented by explicitly
integrating or interweaving player interaction [23, 08:04], [17, 08:04-12:54], [24, 00:13-01:30].

2.4 Speech intelligibility

Sound designers must consider the complexities of achieving speech intelligibility in VR. Speech intelligibility depends
on a variety of factors, such as "the properties of the interfering signal(s), the number of signals, the spatial configuration
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of the sources, and the acoustic environment" [25]. These factors may change unpredictably in player-driven/non-linear
games [26, chap.2], requiring context-specific, dynamic audio mixing techniques [26, chap.8]. Dry voice-overs may
seem beneficial as they could minimise signal fluctuations caused by distance attenuation, head-rotation, and masking
effects caused by reverberation. However, they impair the player’s ability to aurally localise them in the game world [23,
02:43]. Visual means could aid speech intelligibility, such as subtitles [24], synchronous lip movement of the voice’s
avatar [27], or the avatar’s body language [28]. These methods can be observed in the screencasts [29, 06:58] and [17,
03:30]. However, they may not be available due to project constraints/budgets. Additionally, interactive controls could
give players agency over the voice’s playback, enabling repetition of misunderstood sections [29, 12:33].

2.5 Triggers

Sound designers need to consider the mechanism that allows players to initiate / trigger speech-based audio, affecting
representation and interactivity. This mechanism can be implemented via visible objects the player needs to ªtouchº
[24, 00:53], ensuring that the narration is player-driven. Invisible and inaudible triggers tied to a specific position that
the player needs to cross can be used similarly [20, 02:20]. However, they may be difficult for the player to find/identify.
Therefore, the authors recommend visible or audible diegetic landmarks, as they can attract/guide the player’s attention,
as seen in [22, 01:32].

2.6 Design guidelines

Following the discussion of the review, the authors propose the following generalised design guidelines for speech-based
audio in environmental narrative games presented in room-scale VR:

1. The text of speech-based audio must be separable into a collection of easily understood speech recordings,
each lasting less than ≈25 s, to aid player agency and reduce cognitive load. Longer texts should explicitly
incorporate interactivity.

2. Diegetic audio/visual landmarks or objects should mark locations containing speech-based audio to the player
to aid agency and guidance.

3. The player should be able to control/initiate the playback of the speech-based audio to aid their agency.

4. The speech-based audio should be intelligible enough without the support of facial or body animations or
subtitles to reduce project complexity if necessary.

5. The effect of the spatial aspect of diegetic/non-diegetic speech should be considered regarding interactivity,
the game’s scenario, and sound localisation.

6. Several means of storytelling should be used concurrently to contextualise and complement speech-based
audio following the definition of environmental narrative games.

3 Prototype Implementation

To validate the design guidelines, the authors implemented them in a prototype room-scale VR experience called Planet
Xerilia. It is documented in a screencast highlighting this paper’s issues [30].

3.1 Project-specific additional design guidelines

Project-specific design guidelines were added to minimise project scope and implement an audio-focused approach to
environmental storytelling:

7. As an audio-focused implementation of design guideline 6, audio should provide narrative, emotive detail to
support the spoken narration, reduce visual complexity, and shift the player’s focus towards the audio.

8. Audio should be formatted exclusively in diegetic, 3D-binaural audio to enable room-scale player exploration.
This approach specifies guideline 5.

9. Audio can be physics informed to add narrative detail, e.g., based on the motion of objects in space using a
physics system and their spatialisation via 3D-binaural audio, addressing guideline 7.

10. The experience should run standalone on the Meta Quest 2 [31] to facilitate deployment.
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3.2 Platform

The prototype is built using Unity [32], FMOD [33] and Google Resonance Audio [34] and contains 3D-binaural audio
exclusively. This approach addresses design guidelines 8 and 10. The authors replaced Unity’s audio engine with the
audio middleware FMOD for ease of use, which runs as a plugin within Unity. Resonance Audio ran as a spatialisation
plugin in FMOD and was chosen for its ease of use and efficiency [35]. The proposed approaches could be implemented
on other platforms using alternative tools, but this paper limits the discussion to the authors’ development platform.

3.3 Navigable Audio

A predominately object-based rendering approach [36] was chosen to enable room-scale exploration of audio (guideline
8) [37]. Monaural sound sources are transformed into sound-fields, taking player position and rotation, the sound
source’s directivity and interaction with the acoustic environment into account [36]. The sound-fields are then
transformed and rotated according to the player’s head rotation into a binaural representation for the player’s left and
right ears [36]. Distance attenuation curves imprint the player position’s effect onto the spatialised sound. These
curves describe the decrease in a sound’s signal level over distance toward the player. They can be constrained via
minimum and maximum attenuation settings and affect the impression of realism [38, chap.6]. These curves are critical
in how large and loud an object sonically appears to the player [7, chap.5]. These curves can be supplemented with
distance-based equalisation to imitate or exaggerate changes in a sound’s spectrum over distance, such as to model
the high-frequency attenuation of a sound source over time/distance due to air absorption [38, chap.16]. Sound-field
rendering [36] was used for diffuse, surrounding ambiences, which were equally attenuated by distance attenuation
curves.

3.4 General narrative approach

Planet Xerilia tells its story through eight acoustic environments and a collection of short speech recordings, addressing
design guidelines 1 and 7. The story focuses on two scientists trying to save their civilisation before and after a
devastating meteor impact. The writer, Helene Vitting, framed the text as brief diary entries made by the story’s
narrators. This approach facilitated the subdivision of the text into short speech recordings that can be grouped by
topic and distributed spatially and diegetically. Each topic is associated with an area made up of (interactive) objects
(ªpropsº). Several areas make up an environment, and the environment mirrors the narrator’s descriptions and emotional
state in a symbolic way via audio-driven environmental storytelling.

3.5 Embedded narrators: monoliths

The narrators are embedded audio-visually in the game world through monoliths (object in the bottom right in Figure
1), complying to design guideline 2/3/5. They feature distinct lighting and colour, making them stand out from their
surroundings. They house a single, audio-only speech recording from one of the narrators that the player can trigger
at will. An activation and termination sound frames the playback to sonically affirm the player’s interaction and the
recordings’ end. The screencast shows an example interaction at 0:12.

3.5.1 Storytelling through audio effects processing and sound materials

The monolith’s physical appearance is augmented sonically through exaggerated audio processing and the connotation
of sound materials. This strategy can be seen as an example of audio providing narrative detail of a prop, implementing
design guideline 7. The monolith emits an oscillating hum, reminiscent of a humming loudspeaker. The hum is based
on two slightly saturated sine waves tuned to 52 and 156 Hz. The sine waves occupy minimal spectral space to minimise
them masking surrounding sounds or the narrators. The activation/termination sound is based on a short noise burst and
a blip-like square wave. The latter is sourced from a pushed button of a humidity meter. The speech recordings are
first band-limited to 370-4000 Hz, then tube-saturated, resampled to 7060 kHz, quantised to 6 bits, ring-modulated
(20% depth at 4500 Hz), compressed, and again band-limited to 500-14000 Hz. This audio processing manifests itself
through clearly audible artefacts and thus shifts awareness to the recording medium, aiming to evoke the impression of
an old, digital recording device.

3.5.2 Intelligibility

To maximise the intelligibility of the speech recordings (design guideline 4), the authors implemented a combination
of techniques capitalising on 3D audio as recommended in [39]. This approach is audible in the screencast at 0:45.
The recordings remain immobile in space, are distanced from loud environmental sounds wherever possible, and
radiate evenly in all directions. The shape of the distance attenuation curve associated with the speech source remains
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Figure 1: Example screenshot depicting two monoliths (front bottom right, back left) and two three-armed rotors
(centre). The two rotors represent this area’s non-interactive main props.

constant between 0 and 2 m, falls quickly after 2 m and becomes inaudible by 7 m. This shape removes distance
attenuation below 2 m. It allows the player to listen to the speech recording at a comfortable distance, reduces signal
level fluctuations caused by player movement, and lessens the masking effects of reverberation. The quick fall-off
makes distance attenuation audible and limits aural overlap with other speech sources. A further dip in the frequency
spectrum of an environment’s louder sounds around 1.5-3 kHz, as recommended in [26, chap.4], clears spectral space
for the speech’s consonants. The reverb’s level and decay time are adjusted to balance speech intelligibility with the
space’s dimensions and narrative connotation.

3.5.3 Interactivity and agency

Several strategies aim to enable the player’s agency regarding the monoliths, addressing design guidelines 1-3. The
speech recordings are between 4 and 22 s. They are actively triggered by the player via a point-and-click action or a
collision with the player’s virtual hands, giving them control over if, when, and how often a recording is heard. The
recording’s short audible range allows the player to withdraw quickly, providing an intuitive way of ªstoppingº the
playback. The monolith’s distinct visuals form attraction points so that the player can consciously seek or avoid them.
Their hum is kept subtle to facilitate avoidance; otherwise, the player could feel forced to trigger the speech playback to
stop the noise.

3.6 Audio-based environmental storytelling

Audio-driven environmental storytelling is implemented in Planet Xerilia through the connotation of sounds, applied
audio processing, movement in space and reverberation using features of 3D-binaural audio and the game engine’s
physics system, addressing design guidelines 7-9.

3.6.1 Distance-attenuation curves and audio processing

The environment around the monoliths harnesses distance attenuation curves, audio processing, and the sounds’ motion
in space to allude to the narrator’s feelings symbolically. For example, in the screencast at 2:08 and within the context
of Figure 1, the monolith’s narrator implicitly expresses the stress caused by guiding their people to survive while their
situation deteriorates. Two vertically stacked oversized rotors, which slowly rotate in opposite directions, form this
area’s main props. Each of the three blades per rotor features engine-like sounds, and is based on processed versions
of a close-up recording of a dehumidifier’s compressor. The processing aims to enhance the source recordings’ loud,
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aggressive, oscillating, and electronic character for emotional impact. Combined with the rotor’s motion and customised
distance attenuation curve, the sounds form wave-like gestures that repeatedly engulf and encroach the player from
their left and right. This aural behaviour aims to create the sensation of tension and dissonance.

3.6.2 The physics system creates complex, narrative sound gestures

Planet Xerilia harnesses Unity’s physics system and 3D-binaural audio to create complex, interactive sound gestures
for environmental storytelling purposes. For example, in the screencast at 3’20, large white cuboids (ªcrystalsº) move
chaotically toward the player from the sky. Invisible forces or the player push the crystals to move in random directions.
Invisible springs constrain and force the crystals to bounce between the player and the environment. Each force/push
action is mapped to a muffled, rocket-like sound with its pitch and frequency response affected by the Doppler effect,
the associated velocity, and player distance. Collision sounds of rocks, gravel, and a resampled, saturated synthesised
kickdrum sonify the crystal’s collision. The crystal’s impact velocity is mapped to parameters of the gravel and rock
sounds. Their sounds suggest the materiality of the floor and the crystals. The authors exaggerated the strength of the
Doppler effect (by 500%) and the impact collisions to over-accentuate the crystal’s velocity and force, making it appear
larger than life and (potentially) threatening.

3.6.3 Reverberation

The combination of mapping impact velocities to sound and physics-informed reverberation can also be used for
environmental storytelling. Resonance Audio’s reverberation effect aims to reproduce the reverb tail of a simulated
environment ªin a manner consistent with a corresponding real-world environmentº [40] by taking a room’s surface
materials and overall dimension into account. The resultant reverb tail can be adjusted via correction factors (brightness,
size, gain, reflectivity, time) [41]. In the screencast at 0:31, impact collisions from water droplets continuously excite
the area’s reverberation. The surface materials of the room’s reverb simulation are set to brick-like on all sides and
created in combination with the room size (30 by 31.375 by 5 m) and a reverb time-scale factor of 0.86 an estimated
decay time of 7.45 s at 500 Hz (T30 measurement). The authors matched the surface materials implied by the water
droplets’ collision with the surface materials used in the reverberation to avoid causing aural contradictions. The water
droplets and the reverb tails together aim to evoke the impression of a cavernous, stone-like, wet space.

4 Discussion

This paper has presented some of the sound design strategies used to implement the proposed design guidelines for
audio-driven storytelling in Planet Xerilia. The implementation revealed the advantages and disadvantages of these
strategies.

4.1 Physics informed sounds tell stories

Game data mapped to sound, such as an object’s sounding motion, can support narrative, responsive, audio-driven
environments. This approach can also be considered a form of (interactive) sonification [42]. For example, depending
on the settings, the physics system approximates the object’s motion in line with the player’s expectations based on
their previous experiences (ªintuitive physicsº) [43]. Sound can support this expectation through plausible aural cues
which allow the player to deduce the object’s physical properties [44], such as mass, material, speed, and distance, and
thus predict possible interaction outcomes [43], as shown in the screencast at 01:31-01:48. These aural cues provide
narrative detail to the objects seen. However, they should conform to the player’s expectations [45] that are shaped by
(media) experiences [46] and can be tuned for emotional impact or intelligibility, as seen in this paper’s exaggerated
application of the Doppler effect or customisation of distance attenuation curves. Garner describes this strategy as
skewing aural realism towards something that is emotionally more evocative [47, chaps.1.4.4].

4.2 Agency enables stories

Enabling interactivity through physics-informed interaction, such as collisions or binaural audio, allows the player to
directly experience aspects of a story through performing motions and (inter-) actions that cause objects and environ-
ments to respond, as seen in the screencast at 03:30-03:35. Their response in sound and motion also acknowledges
the player’s presence in the environment, reinforcing believability [48]. Fostering player agency and environmental
storytelling makes the designer a story enabler: to enable the player ªto engage with and perceive their own unique
version of the storyº [49].
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4.3 Challenges

The physics-informed, diegetic, audio-focused approach to storytelling also presents challenges. For example, mapping
data such as collision velocities to sound requires a large pool of sound files, as each velocity requires material-dependent
mappings [50]. Planet Xerilia groups these velocities into 4 to 5 levels and blends transitions between them to reduce
complexity. It also limits velocity-to-sound mapping to the story’s essential objects. Procedural audio synthesising
sound effects in real-time based on algorithms [51] may solve these limitations.

Finding matching mappings between the physical properties of objects heard and seen proved challenging. The sound
designers needed time to identify and address a plethora of underlying issues that potentially could cause contradictions
perceived between, for instance, an object’s aural and visual distance towards the player or the motion/energy implied
by sounds and their visual representation.

4.4 Aural limitations of diegetic narration

The combination of diegetic implementation of speech without a humanoid avatar, lack of subtitles, and Resonance
Audio’s architecture restrict the use of audio processing and sound placement to ensure intelligibility. The lack of a
user-accessible audio mix bus system in Resonance Audio [33, chap.15] requires sound designers to rely on alternative
methods to ensure speech intelligibility. Subtitles or an avatar’s body language could have eased the problem but
were unavailable due to project constraints. Instead, the authors used audio-only solutions, such as positioning the
speech-based audio away from loud sound sources, freeing spectral space via equalisation, and reducing the signal level
of reverberation. The reverb’s lack of directionality [52] also required mitigating strategies to avoid obscuring sound
localisation.

5 Summary

The paper has proposed design guidelines and strategies for their implementation for embedding speech-based audio
and environmental storytelling in room-scale VR narrative environmental games. These guidelines were deduced from
a scoping review, adapted, and tested via the development of an audio-focused implementation of a room-scale VR
environmental narrative game. The guidelines proved helpful in guiding the development process. In addition, the
authors showed that a physics-informed, 3D-binaural audio approach to environmental storytelling could be beneficial
to player involvement but adds additional challenges.

Future work would investigate the narrative effectiveness of the design guideline’s implementation in Planet Xerilia in
a small user study.
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