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Moral disengagement mechanisms in interactions of human 1 

drivers with autonomous vehicles: Validation of a new scale and 2 

relevance with personality, driving style and attitudes. 3 

 4 

Abstract 5 

 6 
The introduction of autonomous vehicles (AVs) in the road transportation systems raises 7 
questions with respect to their interactions with human drivers’, especially during the early 8 
stages. Issues such as unfamiliarity or false assumptions regarding the timid and safe behaviour 9 
of AVs could potentially result in undesirable human driver behaviours, for instance “testing” 10 
AVs or being aggressive towards them. Among other factors, morality has been determined as 11 
a source of aggressive driving behaviour. Following previous approaches on moral 12 
disengagement, the current paper argues that moral standards during interactions of human 13 
drivers with AVs could potentially blur, leading to the disengagement of self-regulation 14 
mechanisms of moral behaviour. The study investigates the impact of moral disengagement on 15 
the intention of human drivers to be aggressive towards AVs. To that end, an online survey 16 
was conducted including a newly developed survey of moral disengagement, adapted to the 17 
context of AVs. Moreover, measures of personality, driving style, attitudes towards sharing the 18 
road with AVs and perceived threats were collected. A confirmatory factor analysis provided 19 
support for the concept of moral disengagement in the context of AVs. Moreover, relationships 20 
between personality, driving style and attitudes towards sharing the road with AVs were found, 21 
via a structural equation modelling approach (SEM). The results could have implications in the 22 
future driver training and education programmes, as it might be necessary to not only focus on 23 
driving skills but also on the development of procedural skills that will improve the 24 
understanding of AVs’ capabilities and ensure safer interactions. Efforts on improving attitudes 25 
towards AVs may also be necessary for improving human driver behaviour. 26 
 27 
Keywords: Moral disengagement; Aggressive driving; Autonomous vehicles; Personality; 28 
Attitudes 29 
  30 
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1 Introduction 1 
 2 
In the prospect of the deployment of autonomous vehicles (AVs), significant changes are 3 
expected in the future transportation systems. AVs have the potential to considerably improve 4 
road safety by minimising human error, reducing congestion and the need for parking spaces, 5 
allowing for the development of new mobility services, while they could also provide more 6 
environmentally friendly solutions (Fagnant & Kockelman, 2015). However, transportation 7 
systems that heavily or exclusively rely on fully autonomous vehicles are still a distant 8 
scenario. The introduction of AVs on the roads is anticipated to be a gradual process. During 9 
the early stages of fully autonomous vehicles, it is likely that they will be interacting with other 10 
vehicles of lower automation levels or even fully human driven vehicles. 11 
 12 
The interaction of human drivers with fully autonomous vehicles is of particular interest as 13 
there is some level of uncertainty in predicting how the former will behave when encountering 14 
the latter, especially given that vehicles of Level 4 or 5 could potentially operate on the roads 15 
without any passengers on board. Also, fully autonomous vehicles are expected to have timid 16 
behaviour and comply with traffic rules and even have additional safety features to minimise 17 
the potential occurrence of dangerous situations or crashes. Manufacturers in the automotive 18 
industry are already aware or expect that human drivers could potentially try to take advantage 19 
of or “bully” fully automated vehicles. Volvo (Connor, 2016) announced that they are planning 20 
to leave their initial fleet of AVs unmarked to avoid competitive of “combative” behaviour of 21 
human drivers. In the same direction, the CEO of Mercedes-Benz USA has reported that unless 22 
AVs are programmed to be more aggressive, human drivers are going to bully them (Mitchell, 23 
2016). Timid behaviour of fully autonomous vehicles is also an issue that has raised concerns 24 
in terms of slowing down traffic (Brooks, 2017). Moreover, AVs may not be following the 25 
“unwritten” traffic rules and may be subject to bullying behaviour from both pedestrians and 26 
human drivers. A series of experts has already raised the issue of increased jaywalking 27 
tendency when pedestrians are encountering AVs, since the former will always expect these 28 
vehicles to stop for them (Tabone et al., 2021), while similar concerns have been also reported 29 
by Ackermann et al. (2019). 30 
 31 
Since automation is still at its infancy, the issue of aggressive behaviour against AVs still lacks 32 
validation, given that extensive empirical evidence is not yet available. Parkin et al. (2018) 33 
reported a series of worth noting interactions of AVs with other human road users including 34 
drivers, pedestrians, and cyclists. The authors suggested that the AVs reaction in handling 35 
antagonistic or aggressive behaviour of human drivers, are crucial issues to be investigated in 36 
the future research. However, an important question is whether this type of human behaviour 37 
consists a major problem. In a video analysis investigating interactions between AVs and other 38 
road users, Madigan et al. (2019) found only a few incidents of road users “testing” the 39 
behaviour of AVs. Nevertheless, the rate of occurrence would result in one incident every 40 
approximately 5 hours, which is still a concerning value especially considering that during the 41 
early stages, the novelty of these vehicles might highly trigger curiosity. Moore et al. (2020) 42 
conducted a Wizard-of-Oz trial and reported a small number of vehicle “testing” cases by 43 
pedestrians, verbal abuse and one case of “testing” by a driver. Within an effort to rationalise 44 
human behaviour, the authors concluded that curiosity could be a significant driving factor. 45 
Moreover, human road users could be assertive in an effort to show dominance, as the presence 46 
of AVs may raise uncertainty regarding the status of the former while sharing the road. Mirnig 47 
et al. (2020) tested a sample of six drivers interacting with a shuttle on a test-track but they did 48 
not report any events of risky human driving behaviour. However, the results of that study may 49 
have been affected by the low sample size, the lower speeds and controlled conditions due to 50 
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safety issues. In a simulator study conducted by TRL (2017), participants accepted smaller 1 
gaps in a crossing scenario with a higher proportion of AVs, while when AVs were more 2 
recognisable more false starts were also observed. Further qualitative analysis indicated that 3 
some of the participants felt greater confidence when interacting with an AV, because they 4 
assumed it would react quicker, and it was programmed to avoid crashes, hence they could 5 
accept shorter gaps. Even though this type of behaviour may not be the norm, it is still likely 6 
to occur in the future. Liu et al. (2020) conducted a questionnaire survey investigating intention 7 
to “bully” autonomous and conventional vehicles. Results indicated a higher tendency (despite 8 
the low scores overall) to be aggressive towards AVs while differences across countries were 9 
also found. In the same direction, Lee et al. (2021) reported that interactions with AVs can 10 
elicit higher levels of aggression in human drivers, compared to the same events taking place 11 
with other conventional vehicles. These findings were supported in a study conducted by 12 
Trende et al. (2019) who concluded that in motorway merging situations, time pressure 13 
increased gap-acceptance in interactions with AVs. 14 
 15 
As there is still uncertainty around the behaviour of human drivers in their encounters with 16 
AVs of higher levels of automation, it is necessary to further investigate these interactions. 17 
With reference to previous research that has suggested a higher tendency of drivers to be more 18 
aggressive towards AVs, compared to other human drivers (Liu et al., 2020), it might be 19 
reasonable to assume that characteristics related to current driving behaviour patterns can also 20 
persist in behaviour towards AVs. Aggressive and risky driving behaviour have been linked to 21 
several individual characteristics such as personality, socio-demographics, attitudes towards 22 
driving, contextual, and environmental factors. In addition to the aforementioned variables, the 23 
concepts of morality and moral disengagement have been also incorporated in the research of 24 
aggressive driving behaviour (Cleary et al., 2016; Swann et al., 2017) and traffic safety (Otto 25 
et al., 2021). In particular, among other factors, moral disengagement has been found to have 26 
the highest impact on driving aggression, in the context of conventional driving (Swann et al., 27 
2017). Moral disengagement refers at situations that an individual is disengaged from the moral 28 
self-regulation process and behaves inconsistently with the internal moral standards that 29 
obstruct commitment of wrong behavioural actions (Bandura, 2002). The concept of moral 30 
disengagement has been extensively used in research related to bullying behaviour (Thornberg 31 
& Jungert, 2013, 2014). AVs are also expected to bring changes in the road networks. Human 32 
drivers may be uncertain regarding the performance of the technology, in terms of driving 33 
behaviour. These issues may cause confusion in negotiations with AVs. Moreover, AVs still 34 
need to “prove” their efficiency, reliability and safety. Uncertainty regarding these aspects can 35 
raise scepticism and mistrust which may also extend to the behaviour of human drivers towards 36 
these vehicles via moral disengagement. 37 
 38 
The potential of aggressive behaviour towards AVs could have significant negative safety 39 
implications hence, it is important to acquire a greater level of understanding about its 40 
determinants. Given that moral disengagement has been identified as a significant factor of 41 
aggressive driving behaviour, its relevance to AVs also needs to be investigated, as it could 42 
also persist during these interactions. Moreover, factors related to aggressive driving behaviour 43 
in the context of conventional vehicles such as personality (Akbari et al., 2019) or driving style 44 
(Taubman-Ben-Ari & Skvirsky, 2016) could still be important. Finally, uncertainty about the 45 
presence of AVs on the road could also affect human drivers’ behaviour towards the latter and 46 
might need to be taken into account. The latter may be also related to the perceived risks of 47 
AVs. Considering the relevance of moral disengagement with bully or aggressive behaviour, 48 
the aim of the current paper is twofold, namely, (a) Develop and validate a moral 49 
disengagement scale, particularly in the context of human drivers and AVs interactions and (b), 50 
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investigate the relevance of the new moral disengagement scale with drivers’ individual traits 1 
related to aggressive driving behaviour and attitudes towards AVs. 2 
 3 
The remainder of the paper is organised as follows. Section 2 provides the theoretical 4 
background of the study with a focus on morality, moral disengagement, and factors related to 5 
aggressive driving behaviour. Section 3 presents the questionnaire scales used and an overview 6 
of the analyses. This is followed by Section 4, which presents the results. This section is further 7 
divided in the descriptive statistics, bivariate analysis, validation of the moral disengagement 8 
scale and its relationship with individuals’ attributes using a structural equation model (SEM) 9 
approach. The paper concludes, with a discussion section of the main findings, implications, 10 
limitations of the study and future research directions.  11 
 12 
 13 

2 Theoretical background 14 
 15 
2.1 Moral behaviour and relevance to the driving behaviour context 16 
 17 
Moral or ethical behaviour is predominantly regarded as behaviour consistent with generally 18 
accepted moral norms of behaviour (Reynolds & Ceranic, 2007). Moral norms are related to 19 
aspects of abuse, rights and justice (Sachdeva et al., 2011) and represent the perceived moral 20 
rules that would justify the performance (or not) of a specific action (Ajzen, 1991). In the 21 
context of driving, moral norms have been primarily considered in traffic safety research, that 22 
has applied the Theory of Planned Behaviour (TPB; Ajzen, 1991) to investigate among others, 23 
aggressive manoeuvres (Parker et al., 1995), speeding behaviour (Chorlton et al., 2012; Conner 24 
et al., 2007; Elliott & Thomson, 2010), phone use while driving (Benson et al., 2015; Gauld et 25 
al., 2017; Kim, 2018) or drink and drive behaviour (Moan & Rise, 2011). The role of moral 26 
norms is important as they guide moral reasoning and moral judgement behind ethical 27 
behaviour (Campbell & Kumar, 2012). The process of moral judgement is activated when an 28 
individual faces an issue of ethical nature (Rest, 1986). One of the most widely adopted 29 
approaches to investigate moral judgement has been Kohlberg’s cognitive moral development 30 
theory (Kohlberg, 1969). Kohlberg analysed the reasoning of males, from middle school to 31 
young adulthood, during interviews about choices in hypothetical moral dilemmas, and 32 
concluded that moral reasoning was being developed over time. 33 
 34 
Page et al. (2013) suggested that aspects from the research on moral judgement and reasoning 35 
could potentially provide insights about individual differences in driving behaviour and road 36 
safety research. Concepts revolving around morality, although under investigated, can be still 37 
found in traffic-related literature. Bianchi and Summala (2002) further built on Kohlberg’s 38 
cognitive moral development theory to investigate the impact of moral judgement on 39 
aggressive driving behaviour but no significant relationships were found. The authors 40 
concluded that their outcomes were probably affected by the small variance of moral judgement 41 
in the sample. In a more recent study, Bailey et al. (2016) used the concepts of moral values 42 
and moral reasoning to investigate their impact on emotions and reported differences between 43 
moral judgement and emotions of anger provoked by the behaviour of others. Also, groups 44 
related to lower moral values were more likely to support aggressive driving behaviours. 45 
Comparable findings were also reported by Du et al. (2018) where a similar approach was used 46 
to investigate the impact of ethical position on perceived responsibility about the behaviour of 47 
other drivers, anger provoked, and ultimately aggressive driving. Veldscholten (2015) 48 
concluded that norm-complying driving behaviour is more related to the safety of the whole 49 
traffic system rather than egocentric motives of punishment avoidance. In the same study, 50 
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drivers’ who supported arguments that justified antisocial behaviour based on concepts 1 
cognitive distortion only represented a small proportion of the sample. Finally, lower levels of 2 
moral reasoning were related to a higher number of accidents, higher driving speed, and higher 3 
extent of space-taking behaviour. More recently, van den Berg et al. (2020) used concepts from 4 
the Moral Foundation Theory (MFT) (Graham et al., 2013), however they authors reported that 5 
moral values may not be the main cause of aggressive driving behaviour. 6 
 7 
2.2 Moral disengagement and driving behaviour 8 
 9 
The concept of moral disengagement (MD) was introduced as a type of moral reasoning within 10 
Bandura’s social cognitive theory of moral agency (Bandura, 1986; Bandura, 1990). Bandura 11 
(1986, 1990) focused on the issue of moral reasoning to unfold how overall well-behaved 12 
people may conduct bad actions. In the course of their life, people develop standards of right 13 
or wrong that direct their moral conduct. This self-regulatory process enables people to act in 14 
ways compliant with their moral standards. Bandura (2002) argued that self-regulation of 15 
behaviour is not influenced solely by moral reasoning, but the latter is also linked to moral 16 
behaviour via a series of self-regulation mechanisms. The author also debated that self-17 
regulation does not develop a constant control system, but there are many psychological and 18 
social mechanisms via which self-sanctions can be disengaged. To that end, among individuals 19 
sharing the same moral standards, different activation or disengagement of these mechanisms 20 
can result in different types of negative actions. 21 
 22 
The notion of moral disengagement is linked to aggressive behaviour in various areas and has 23 
been also incorporated in studies related to bullying. Acts of harassment or bullying are related 24 
to the dissuasive exercise of moral agency (Thornberg & Jungert, 2014) which is defined as an 25 
individual's ability to make moral judgements based on some notion of right and wrong and to 26 
be held accountable for these actions (Taylor, 2009). However, as reported previously, people 27 
may selectively disengage from moral agency and humane acts, and instead execute harmful 28 
acts towards others; a process else known as moral disengagement. Examples that have 29 
investigated the effect of moral disengagement on bullying behaviour extend from school 30 
bullying (Georgiou et al., 2020; Gini et al., 2014; Thornberg & Jungert, 2014) and 31 
cyberbullying (Cuadrado-Gordillo & Fernandez-Antelo, 2019; Hwang et al., 2020; Luo & 32 
Bussey, 2019) to bullying in prisons (South & Wood, 2006) and unethical behaviour in 33 
interactions at the workplace (Newman et al., 2019; Ogunfowora et al., 2021).  34 
 35 
Moral disengagement is composed by a set of psychological mechanisms via which the moral 36 
standards of a person are biased. Bandura (2014) suggested that the mechanisms of moral 37 
disengagement are part of four behavioural loci and each locus follows the next one in a 38 
sequential process. Most studies, however, consider moral disengagement as a single construct 39 
(Lee et al., 2014). The structure of moral disengagement mechanisms along with their 40 
definitions are presented in Table 1. 41 
 42 
More recently, the concept of moral disengagement was incorporated in the research of 43 
aggressive driving behaviour (Cleary et al., 2016; Swann et al., 2017) and traffic safety (Otto 44 
et al., 2021). Swann et al. (2017) adopted this approach in the context of aggressive driving 45 
behaviour by developing the Driving Moral Disengagement Scale. The authors concluded that 46 
moral disengagement could be a better predictor of aggressive driving behaviour, compared to 47 
driving anger. Sutton (2010) presented analyses focusing on the impact of video games on 48 
aggressive driving behaviour, also accounting for the impact of moral disengagement. The 49 
latter had a positive and significant correlation with self-reported driving errors and violations.  50 
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 1 
Table 1 Structure of moral disengagement mechanisms 2 

Psychological mechanism - 

Locus 

MD 

Mechanism 
Description 

Cognitive reconstructing of 
harmful behaviour (CR) – 

Behavioural locus 

Moral 
justification 

When a person is reframing an act as it is to be for the 
greater good 

Euphemistic 
labelling 

When a person is labelling an act in a way to be 
presented as less harmful 

Advantageous 
comparison 

When a person is comparing an act with more harmful 
acts to justify its appropriateness 

Obscuring or minimising one’s 
role in causing harm (OM) – 

Agency locus 

Displacement of 
responsibility 

When a person is mentally shifting responsibility of a 
harmful act to someone else 

Diffusion of 
responsibility 

When a person is allocating the responsibility of an act 
across a group 

Disregarding or distorting the 
impact of harmful behaviour 

(DC) – Outcome locus 

Distortion of 
consequences 

When a person is justifying an act in a sense that its 
consequences are not harmful 

Blaming and dehumanising the 
victim (BD) – Victim locus 

Attribution of 
blame 

When a person is alleging that it is someone’s own fault 
for experiencing harmful actions by others 

Dehumanisation When someone is removing human qualities from the 
victim and instead treating the latter as animal or object 

Adapted from (Lee et al., 2014; Newman et al., 2019) 3 
 4 
Among the concepts presented in Table 1, there is a number of references in traffic behaviour 5 
literature related to the concept of dehumanisation. Turner et al. (1975) controlled for the 6 
dehumanisation condition in a naturalistic study by using a curtain to hide the driver of a vehicle 7 
that was used to obstruct participants and intended to induce aggressive responses. 8 
Dehumanisation was linked to higher aggression and lack of understanding of the other driver’s 9 
behaviour. Delbosc et al. (2019) reported that drivers tend to be more aggressive towards 10 
cyclists, when perceived dehumanisation about the latter increases. Referring to the context of 11 
aggressive driving, Dula et al. (2011) reported that prejudice expressed in the form of negative 12 
attitudes towards the members of a group could lead to dehumanisation, while anonymity could 13 
also be another reason for easier dehumanising while driving (Denny, 2000). Michael (2020) 14 
suggested that dehumanisation of others, and consequently road rage, could be a repercussion 15 
of perceived power one gets when using a car. Lennon and Watson (2011) conducted a series 16 
of interviews and concluded that aggressive driving behaviour could be a form of expressing 17 
disapproval to specific behaviours of other drivers and an attempt to correct them, else referred 18 
by the authors as “teaching them a lesson”. This behavioural pattern shares similarities to the 19 
concept of moral justification where harmful acts are perceived to be “for the greater good”. 20 
Similar to the concept of dehumanisation, the notions of perceived anthropomorphism and 21 
human-likeness have been used as indicators of trust towards the performance of AVs (Waytz 22 
et al., 2014; Young & Monroe, 2019). 23 
 24 
2.3 The role of personality and driving style 25 
 26 
2.3.1 The impact of personality on aggressive driving 27 
 28 
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The impact of personality (and personality traits) on aggressive driving behaviour has been 1 
extensively examined by several research studies. The importance of personality has been 2 
already acknowledged in the past, as efforts to investigate the correlation between sensation-3 
seeking (else excitement-seeking) and aggressive driving can be found since the 70s (Jonah, 4 
1997). The Big Five Factor Model (FFM) of personality traits (Goldberg, 1990, 1993) or facets 5 
(more specific aspects of broader personality traits) of it, are commonly used concepts. The 6 
FFM consists of the extraversion, agreeableness, openness, conscientiousness, and neuroticism 7 
factors. Several researchers have used these factors to investigate their connection to aggressive 8 
driving behaviour. Jovanović et al. (2011) found that neuroticism and conscientiousness had a 9 
positive impact on driving-related anger while agreeableness had a negative impact on both 10 
driving anger and aggressive driving. Dahlen et al. (2012) found that agreeableness and driving 11 
anger - derived from the Driving Anger Scale (DAS) developed by Deffenbacher et al. (1994) 12 
- were linked to increased aggressive driving. The latter was further related to higher crash 13 
involvement and more tickets for traffic violations. Also, Riendeau et al. (2018) reported that 14 
the extraversion and neuroticism traits were positively related to unsafe overall performance in 15 
a driving simulator setting while conscientiousness was linked to lower risky behaviour only 16 
among middle-aged drivers. Moreover, sensation-seeking [using the scale by Zuckerman 17 
(1994)] was positively related to increased risky behaviour among younger drivers. Chraif et 18 
al. (2016) mentioned that emotional stability1, agreeableness, and conscientiousness had a 19 
negative association with aggressive driving. Taubman-Ben-Ari and Yehiel (2012) related 20 
different personality traits with different driving styles. Some significant correlations regarded 21 
the negative association of conscientiousness with the reckless, anxious and angry driving 22 
styles while a positive correlation was found with the careful driving style. Similar correlation 23 
patterns were also observed regarding agreeableness and the aforementioned driving styles 24 
(except for the anxious style, which yielded an insignificant result). Finally neuroticism was 25 
positively correlated to the anxious driving style and openness was positively related to the 26 
careful style. 27 
 28 
Except for the main five factors of the FFM, researchers have also considered the impact of 29 
their facets on driving behaviour. Oltedal and Rundmo (2006) found that aggression and 30 
excitement-seeking were positively related to risky driving and accident involvement while 31 
anxiety had a negative association to risky driving. The authors also included in their study the 32 
traits of normlessness (a measure of an individual’s lack of respect for and obedience of norms) 33 
and irritability – derived from the DAS – reporting that both were positively related to risky 34 
driving and accident involvement as well. Ge et al. (2014) also used FFM facets and concluded 35 
in similar results with respect to the positive impact of anger and excitement-seeking on 36 
aggressive driving and drunk driving, while a negative effect of altruism on these was found. 37 
Machin and Sankey (2008) reported that excitement-seeking was positively related to accident 38 
involvement and speeding but negatively related to self-reported aversion to risk taking. The 39 
opposite results were found with respect to altruism. Shen et al. (2018) reported that in their 40 
models, altruism was positively related to prosocial driving behaviour while on the other hand, 41 
sensation-seeking was negatively related to prosocial behaviour. Their results were reversed 42 
when aggressive driving behaviour was investigated as the dependent variable. In a similar 43 
direction, Yang et al. (2013) developed regression models concluding that anger, sensation-44 
seeking and normlessness positively contributed to violations, while altruism had an opposite 45 
effect. The authors also reported similar outcomes with respect to accident involvement, except 46 
for sensation-seeking which did not have a significant impact. Finally, focusing specifically on 47 
young drivers, Ulleberg and Rundmo (2003) found relationships between personality, risky 48 

                                                 
1 Emotional stability is considered as the opposite of neuroticism. 
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driving and attitudes towards driving risk and safety. In particular, significant negative 1 
correlation occurred between altruism and anxiety with risk taking behaviour while on the other 2 
hand significant positive correlations were observed between normlessness, sensation-seeking 3 
and aggressiveness with risk taking behaviour. It is worth mentioning that similar types of 4 
correlation were also observed between the examined personality facets and attitudes towards 5 
traffic safety. The interested reader is referred to the meta-analysis of Akbari et al. (2019) for 6 
a more comprehensive review about the relation of personality to aggressive driving behaviour. 7 
 8 
The role of personality has been also investigated in the context of AVs. Kraus et al. (2020) 9 
found a negative relationship between neuroticism and affinity to technology while 10 
extraversion, agreeableness and self-esteem were positively related to interpersonal trust, 11 
which in turn had a positive correlation with trust in AVs. Similarly, Charness et al. (2018) 12 
reported a positive correlation between conscientiousness and concerns for AVs. Additionally, 13 
they reported a negative relation of conscientiousness and a positive relation of emotional 14 
stability and openness with the eagerness to adopt. These results indicate that, apart from 15 
conventional driving behaviour, personality traits can be a predictor of attitudes towards AVs.  16 
 17 
2.3.2 The impact of personality on moral disengagement 18 
 19 
In relevance to the context of the present study, the effect of personality traits has been also 20 
considered on moral disengagement. Kuilman et al. (2019) developed a latent variable 21 
framework to investigate the effect of moral disengagement on moral reasoning of nurse 22 
practitioners and physician assistants. The authors considered two higher-order meta traits of 23 
personality based on the FFM. Both traits α (agreeableness, conscientiousness, emotional 24 
stability) and β (extraversion and openness) were negatively related to moral disengagement. 25 
Zhou et al. (2018) concluded in some similar results regarding cyberbullying. In particular, the 26 
authors reported negative correlations between extraversion, agreeableness and 27 
conscientiousness with mechanisms of moral disengagement, while a positive correlation 28 
occurred with respect to neuroticism. No significant correlations were found between openness 29 
and mechanisms of moral disengagement. Saidon et al. (2010) mentioned a negative 30 
association of conscientiousness and extraversion with moral disengagement while Rengifo 31 
and Laham (2022) reported a negative impact of openness, agreeableness and honesty. Wang 32 
et al. (2016) found that moral disengagement is negatively correlated with moral reasoning and 33 
positively related with Machiavellianism, which is a component of the Dark Triad of 34 
personality factors (together with narcissism and psychopathy). Jones et al. (2017) reported 35 
that narcissism is positively correlated with moral disengagement and both significantly affect 36 
antisocial behaviour in sports. Finally, Kapoor et al. (2021) reported a mediating effect of moral 37 
disengagement on the narcissism and psychopathy traits, regarding the intention to exaggerate 38 
on online reviews. 39 
 40 
2.3.3 Hypotheses development regarding the effect of personality 41 
 42 
With reference to existing studies investigating aggressive driving behaviour, the FFM facets 43 
of anxiety, excitement-seeking and altruism were included in the present study. Moreover, the 44 
trait of normlessness was also considered. Although neuroticism (and hence anxiety as one of 45 
its facets) has been linked to increase in moral disengagement, anxiety per se is related to less 46 
risky or aggressive driving. Given that interactions with AVs might introduce novel aspects in 47 
traffic negotiations it might be expected that people with increased anxiety might be less prone 48 
to exploiting the behaviour of AVs due to moral disengagement. Excitement-seeking (part of 49 
extraversion) has been linked to riskier driving behaviour. However, extraversion has been also 50 
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linked to higher trust towards AV technologies and reduced moral disengagement. Hence, it 1 
could be expected to observe a negative relation of excitement-seeking with moral 2 
disengagement towards AVs. Finally, based on literature related to risky and aggressive 3 
driving, a negative relationship is expected between altruism and moral disengagement while 4 
the opposite is anticipated regarding normlessness. Following the aforementioned statements, 5 
the following hypotheses were developed: 6 
 7 
H1a: Anxiety is expected to have a negative association with moral disengagement 8 
H1b: Excitement-seeking is expected to have a negative association with moral disengagement 9 
H1c: Altruism is expected to have a negative association with moral disengagement 10 
H1d: Normlessness is expected to have a positive association with moral disengagement 11 
 12 
2.3.4 Driving style and hypotheses development 13 
 14 
Except for the role of personality on driving related outcomes (such as violations, risky 15 
behaviour and others), self-reported scales have been also used as indicators or predictors of 16 
aggressive driving behaviour and driving styles. The Multi-dimensional Driving Style 17 
Inventory or MDSI (Taubman-Ben-Ari et al., 2004) has been widely used to identify how 18 
driving style is related to behaviour. van Huysduynen et al. (2018) concluded that responses in 19 
the MDSI were consistent with observed behaviour in a driving simulator experiment. Long 20 
and Ruosong (2019) positively related traffic violations and crashes with risky and angry 21 
driving styles and negatively with the careful driving style. A similar conclusion was reported 22 
by Taubman-Ben-Ari and Skvirsky (2016) as they found that involvement in severe crashes 23 
was positively correlated with the angry driving style and negatively related to patient and 24 
careful driving styles, while some similar findings were reported by Holman and Havârneanu 25 
(2015). Padilla et al. (2018) used the MDSI and found significant relationships regarding traffic 26 
offences. The relevance of specific driving styles with risky behaviour raises the question on 27 
how these would apply in interactions of human drivers with AVs. The occurrence of moral 28 
disengagement could lead to aggressive human behaviour or involvement in risky situations. 29 
Hence, on top of personality, driving style could also be investigated with respect to its impact. 30 
As reported later in Section 3.2.3, only some of the driving styles were included in the present 31 
analysis. Based on the selected driving styles, the following research hypotheses were 32 
developed: 33 
 34 
H2a: Angry driving style is expected to have a positive association with moral disengagement 35 
H2b: Anxious driving style is expected to have a negative association with moral 36 
disengagement 37 
H2c: Careful driving style is expected to have a negative association with moral disengagement 38 
H2d: High-velocity driving style is expected to have a positive association with moral 39 
disengagement 40 
H2e: Patient driving style is expected to have a negative association with moral disengagement 41 
H2f: Risky driving style is expected to have a positive association with moral disengagement 42 
 43 
2.4 Attitudes towards AVs, perceived risks and threats 44 
 45 
2.4.1 Attitudes towards sharing the road 46 
 47 
Research investigating the general acceptance and intention to use AVs has highlighted the 48 
complexity of the issue. Except for factors such as travel cost or time, the technology introduces 49 
a series of new elements to be considered, such as attitudes towards the technology, social 50 
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norms, trust or perceived risks (Jing et al., 2020). Although the effect of the aforementioned 1 
aspects has been primarily investigated with respect to general acceptance, it has been 2 
suggested that issues such as attitude towards AVs could also form the behaviour of human 3 
drivers while interacting with these vehicles in the future (Strömberg et al., 2021). Attitude 4 
mainly refers to the propensity of an individual to favour or not a particular entity and have 5 
been highlighted as one of the most important determinants of AVs acceptance (Jing et al., 6 
2020). Attitudes towards AVs are usually investigated from a generic point of view; researchers 7 
are interested in understanding the general opinion of the public. However, other studies have 8 
focused on regulatory preferences when sharing the road with AVs. Nair and Bhat (2021) 9 
developed models to examine preferences regarding separate infrastructure for AVs, restricted 10 
presence in certain locations or mandatory presence of a driver inside the vehicle at all times. 11 
Similarly, Rahman et al. (2021) conducted a qualitative study to investigate preferences of 12 
vulnerable road users when sharing the road with AVs. Preferences towards regulation may 13 
reflect attitudes of the general public about sharing the road with AVs. Given that factors 14 
related to general acceptance could also influence behaviour towards AVs, attitudes (towards 15 
sharing the road) could have a significant role. 16 
 17 
2.4.2 Perceived risks and threat 18 
 19 
Perceived risks in the context of AVs are in close relation to both attitudes and acceptance. 20 
Perceived risks can take several forms however, the most commonly considered are related to 21 
system malfunctions, data privacy, cybersecurity and legal liability (Golbabaei et al., 2020). 22 
Additional types of risks regarding AVs may refer to societal implications such as job losses 23 
(Pettigrew et al., 2018) while others have highlighted detrimental effects on public health due 24 
to higher use on AVs (Alonso Raposo et al., 2018; Hoadley, 2018). Wang et al. (2020) 25 
approached acceptance of AVs from a more ontological perspective and argued that on top of 26 
the typically examined risks, the use of technology could also be hindered by the perceived 27 
threat on the human drivers’ role; adoption of the AV technology would not only replace the 28 
human driver but also minimise the psychological attachment to the driving experience. This 29 
type of threat, that is challenging one’s role, is part of the theory of identity threat.  30 
 31 
The concept of threat is very common in bullying behaviour literature. Relevant studies have 32 
highlighted that perceived threat of an out-group entity towards the group identity can lead to 33 
aggressive behaviour (Gini, 2007). Examples of this behaviour have been reported in the 34 
context of school bullying (Gini, 2006; Kuldas et al., 2021; Ojala & Nesdale, 2004) but also in 35 
human-robot interactions (Keijsers & Bartneck, 2018; Keijsers et al., 2021). Perceived threat 36 
has been also linked to the notion of dehumanisation, particularly in the context of immigrants 37 
(Louis et al., 2013; Pavetich & Stathi, 2021; Viki et al., 2013). Perceived threat is taking two 38 
main forms in the framework of bullying, aggressive behaviour and dehumanisation. Realistic 39 
threat is related to the physical and economic well-being of the group. Identity threats refers to 40 
perceived threat to the group's cultural values. The role of perceived threat has been also 41 
considered in technology-related research, mainly in the area of robot acceptance. For instance, 42 
Złotowski et al. (2017) reported that participants exposed to the idea of autonomous robots 43 
perceived higher threat (both realistic and identity) while they expressed more negative 44 
attitudes, compared to those exposed to the idea of non-autonomous robots. In the same 45 
direction, Yogeeswaran et al. (2016) examined the influence of background information about 46 
robots on perceived realistic and identity threat, concluding that the former can affect human 47 
attitude. Huang et al. (2021) investigated the intention to use hotel service robots and found 48 
that realistic and identity threat increased the negative attitude towards the robots, while the 49 
latter negatively influenced intention to use. In the context of AVs, realistic threat (as reported 50 
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in human-robot interactions literature) is comparable to perceived risks (i.e. safety, security 1 
and societal) that most studies have examined, whereas identity threat is yet under investigated. 2 
 3 
In relation to the issue of perceived threat, there is some evidence in the AV literature, which 4 
highlights that perceived risk stemming from AVs could affect attitudes towards them. Jing et 5 
al. (2021) reported a negative impact of perceived risk on attitudes, channelled via perceived 6 
usefulness. Solbraa Bay (2016) also presented a variation of the Technology Acceptance Model 7 
and found a significant impact of perceived risk on attitudes about AVs. Moreover, Yuen et al. 8 
(2021) considered an indirect effect of perceived threat on attitudes towards AVs via trust. Nair 9 
and Bhat (2021) reported that decrease in perceived safety of drivers when sharing the roads 10 
with AVs, had a positive impact on supporting regulations that minimised interactions with 11 
them. Considering the impact of perceived threat from the domain of bullying, and the 12 
relevance of the latter to moral disengagement and aggressive behaviour, it could be expected 13 
that negative attitudes towards AVs could considerably affect moral disengagement in the 14 
context of AVs particularly. 15 
 16 
2.4.3 Hypotheses development regarding attitudes and perceived threat 17 
 18 
Following the idea that higher levels of AV acceptance might lead to more favourable opinion 19 
of human drivers to share the road and less aggressive behaviour during interactions, it is 20 
expected that positive attitudes could be negatively related to moral disengagement. Moreover, 21 
considering previous literature on the impact of perceived risk and threat on attitudes (in AV 22 
and robot-related literature), it is anticipated that increased perceived threat will be positively 23 
associated to attitudes against sharing the road. Therefore, the following research hypotheses 24 
are formed: 25 
 26 
H3a: Perceived threat is expected to have a positive relationship with attitudes against sharing 27 
the road with AVs. 28 
H3b: Attitudes against sharing the road with AVs are expected to have a positive relation to 29 
moral disengagement. 30 
 31 
 32 

3 Method 33 
 34 
3.1 Participants 35 
 36 
The data were collected as part of a broader online survey that focused on the interactions of 37 
human drivers with AVs. The survey was developed using the Online surveys (Jisc) platform 38 
and took approximately 30 mins to complete. Respondents were required to be above 18 years 39 
old and hold a driving licence to participate. Respondents provided their consent prior 40 
participation while they were also informed that participation was voluntary and data were 41 
anonymous. Two participants were excluded from the analysis as they failed in at least two out 42 
of three attention check questions. Moreover, another participant was excluded due to invalid 43 
age response (below 18). In total, data from 424 participants were considered as valid for the 44 
analysis, as participants who failed to pass specific attention check questions were removed. 45 
The sample had a good balance in terms of gender; female participants were 215, male 201, 46 
while the remaining did not wish to state their gender. The average age of the sample was 47 
approximately 26.8 years old with a standard deviation of 8.3 years. Respondents were also 48 
asked to rate on a 1-10 scale their level of experience (1:Very inexperienced, 10: Very 49 
experienced) with advanced driver-assistance systems (ADAS) and their overall opinion about 50 
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ADAS (1:Very negative, 10: Very positive). In the latter, a “No opinion” option was also 1 
included. The average value of experience with ADAS was 4.28 (approximately 26% replied 2 
“Very inexperienced”). Overall, for those who expressed an opinion about ADAS, the average 3 
value was 4.72, while approximately 42% selected the “No opinion” option. It should be 4 
mentioned that questions related to sociodemographic characteristics were not mandatory to be 5 
replied. Some aggregated values regarding participants demographic characteristics are 6 
presented in Table 2. 7 
 8 

Table 2 Sociodemographic characteristics of the sample 9 
Variable Category Frequency Percentage 

Gender 
Female 215 52% 
Male 201 39% 

    

Age 

<25 211 51% 
25–34 152 37% 
35–44 33 8% 
45–54 11 3% 
>54 7 2% 

    

Driving frequency 

Everyday 136 32% 
4-6 days a week 110 26% 
2-3 days a week 86 20% 

About once a week 41 10% 
Less often 51 12% 

 10 
3.2 Measures 11 
 12 
3.2.1 The AV moral disengagement scale 13 
 14 
Moral disengagement was measured using the AV moral disengagement scale (AVMDS), a 15 
scale developed by the authors, following the example of the Driving Moral Disengagement 16 
Scale (DMDS) presented by Swann et al. (2017) to adapt the concept of moral disengagement 17 
in the driving behaviour context. Each item was developed to fall within one of the eight 18 
mechanisms of moral disengagement, as they have been defined in Table 1. In particular, the 19 
scale items presented situations relevant to aggressive driving including aggressive, risky and 20 
competitive behaviour or traffic violations during interactions with AVs. The general 21 
framework of the aforementioned behaviours mainly revolved around taking advantage of the 22 
safe behaviour of unoccupied (without any passengers on board) AVs. Each item included 23 
some type of justification, which was related to one of the eight mechanisms of moral 24 
disengagement. As an example, the mechanism of moral justification refers to reframing an 25 
action, as it is to be for the greater good. In the context of school bullying, Thornberg and 26 
Jungert (2014) used the item “It’s okay to hurt a person a couple of times a week if you do that 27 
in order to help your friends”. Swann et al. (2017) adapted moral justification in the context of 28 
driving behaviour as “It’s alright to deliberately hold someone up by going slow if it’s for their 29 
own good”. In the present study, an example item to represent moral justification was “It is fine 30 
to behave aggressively towards AVs to highlight potential problems in their behaviour”. In a 31 
different example, advantageous comparison refers at comparing an action with more harmful 32 
actions to justify it. Following the same studies, Thornberg and Jungert (2014) used the item 33 
“Teasing a person now and then every week is not so bad if you compare it to hitting and 34 
kicking a person every day”, while Swann et al. (2017) used “Speeding a little over the limit is 35 
not too serious compared to those that speed a lot over the limit”. In the present study, an 36 
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example item for advantageous comparison was “It is not a big problem to behave aggressively 1 
towards AVs, thinking that other people behave aggressively towards human drivers”. The 2 
various components of moral disengagement were implemented (including example items) as 3 
follows: 4 
 5 

 Moral justification: Reframing an act as it is to be for the greater good – 6 
understanding/highlighting the deficiencies in the behaviour of AVs so they can be 7 
improved (example item: “It is fine to behave aggressively towards AVs to highlight 8 
potential problems in their behaviour”) 9 

 Euphemistic labelling: Reasoning an act as part of the process or curiosity to understand 10 
the behaviour of AVs (example item: “It would be fine to behave aggressively towards 11 
AVs out of curiosity to observe their behaviour”) 12 

 Advantageous comparison: Comparing an act with more harmful acts to justify its 13 
appropriateness (example item: “It is not a big problem to behave aggressively towards 14 
AVs, thinking that other people behave aggressively towards human drivers”) 15 

 Displacement of responsibility: Mentally shifting responsibility of a harmful act to 16 
someone/something else (example item: “Drivers cannot be blamed for driving 17 
competitively against AVs, if their friend pressured them into it”) 18 

 Diffusion of responsibility: Allocating the responsibility of an act across a group – what 19 
other drivers generally do (example item: “It is ok to behave aggressively towards AVs, 20 
if the other drivers are doing the same as well”) 21 

 Distortion of consequences: Justifying an act in a sense that its consequences are not 22 
harmful – interaction with the AV is not dangerous (example item: “It is fine to take 23 
risks when encountering an AV, as it is a machine supposed to always behave safely”) 24 

 Attribution of blame: Alleging that it is someone’s own fault for experiencing harmful 25 
actions by others – It is own fault of the AV (example item: “If human drivers take 26 
advantage of the overly cautions behaviour of AVs, it is probably because there is 27 
something wrong with it”) 28 

 Dehumanisation: Divesting human qualities from the AV and instead treating the latter 29 
as object – An AV is not a real human driver (example item: “There is no problem if 30 
human drivers behave aggressively towards an AV, as it is a machine that cannot 31 
react”) 32 

 33 
The scale included 24 items in total. All items were applied using a 6-point Likert scale 34 
(Strongly disagree – Strongly agree). The full item list is appended in Table A.1. 35 
 36 
3.2.2 Attitudes towards AVs, perceived risks and threats  37 
 38 
Attitudes towards the presence of AVs (or sharing the road with them) were also included in 39 
the survey, to investigate the potential impact of opinions regarding this issue on moral 40 
disengagement. Items of that scale were developed based on reported regulations and 41 
preferences regarding the common presence of AVs with human drivers (Nair & Bhat, 2021) 42 
or vulnerable road users (Rahman et al., 2021). Examples of such preferences refer to separate 43 
infrastructure for AVs or restricting their presence in specific areas. The statements were 44 
developed so that respondents would express their opposition towards AVs on the roads in 45 
specific circumstances (hence attitudes against sharing the road). The full list of items is 46 
presented in Table A.2 of the Appendix. All items were applied using a 6-point Likert scale 47 
(Strongly disagree – Strongly agree). 48 
 49 
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Section 2.4.2 examined the relevance of perceived risk on attitudes and acceptance of AVs. 1 
Literature on aggressive (or bullying) behaviour, including human-robot interactions, has 2 
adopted the term of threat and investigated its impact on attitudes or acceptance. Perceived 3 
threat is commonly decomposed into realistic and identity threat. In the framework of human-4 
robot interactions, realistic threat has been approximated via direct risks or robots as their 5 
impact on job security or human well-being. These aspects have been also considered as 6 
potential societal risks in the context of AVs, together with other safety and security risks. 7 
Identity threat has been captured via statements related to threats deriving from robots 8 
regarding the uniqueness and essence of humanity (Huang et al., 2021; Złotowski et al., 2017). 9 
The latter type of threat has received little consideration in the context of AVs (Wang et al., 10 
2020). 11 
 12 
The term of threat was adopted in the current study, to account for the broader impact of this 13 
issue on attitudes towards sharing the roads with AVs. Survey items related to realistic threat 14 
were included by using typical items from previous studies [as in Liu and Xu (2020)] and 15 
referred to accident occurrence, hacking and data privacy. Also, following studies in human-16 
robot interactions (and given the relevance of these issues to the AV technology), two more 17 
items were included with respect to the impact of AVs on job losses and public health. Finally, 18 
four items related to identity threat were included. These items revolved around the issues of 19 
personal/human driving style, ban of human driving and communications between drivers. A 20 
6-point (Strongly Disagree – Strongly Agree) Likert scale was used for both surveys. The full 21 
list of items is presented in Table A.3. 22 
 23 
3.2.3 Personality and driving style 24 
 25 
In order to capture respondents’ personality, facets of the Big Five Factor Model were included 26 
in the survey. Following past studies related to aggressive driving behaviour, the facets of 27 
anxiety, anger, excitement-seeking and altruism were considered (Table A.4) while a 4-item 28 
scale of normlessness was also included (Table A.5). A short version (Konstabel et al., 2012) 29 
of the personality items was used in order to reduce the total survey length. Moreover, the 30 
Normlessness scale was used, as presented in Ulleberg and Rundmo (2003). 31 
 32 
Driving style was captured via the use of the MDSI (Taubman-Ben-Ari et al., 2004). In order 33 
to reduce the total length of the survey, some of the driving styles (dissociative and distress 34 
reduction styles) were dropped from the survey. Moreover, from the remaining driving styles, 35 
only items that resulted in higher factor loadings in the original paper were considered. The 36 
items and driving styles included are presented in Table A.6. 37 
 38 
3.3 Analyses overview 39 
 40 
The analyses conducted in the current study can be segregated in three main components. In 41 
the initial stage, the questionnaire items were grouped into factors, and the values of mean and 42 
standard deviation were calculated to obtain a better picture of the data. The internal 43 
consistency of factors was evaluated via Chronbach’s α statistic and a cut-off 0.6 value was 44 
considered as adequate. This was followed by bivariate (Pearson) correlation analysis to further 45 
examine the associations between the factors considered in the analysis. The third and final 46 
component of the analysis is divided in two parts. First, a confirmatory factor analysis (CFA) 47 
was applied to investigate the construct validity of the author-developed moral disengagement 48 
scale, which was adapted for the framework of human drivers and AVs interactions. Then, a 49 
structural equation model (SEM) was estimated to further investigate the relationship of 50 
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personality, driving style and attitudes variables with moral disengagement. Maximum 1 
likelihood estimation was used for both the CFA and SEM analyses with significance level 2 
criteria for p<0.05, p<0.01, and p<0.001.  Further details regarding model specification and 3 
model fit can be found in Sections 4.3 (Table 10) and 4.4.1. The descriptive and bivariate 4 
analysis presented in Sections 4.1 and 4.2 were performed using ©IBM SPSS (Statistical 5 
Package for Social Sciences; IBM Corp, 2020), v27.0 while the CFA and SEM models were 6 
estimated using the lavaan package (Rosseel, 2012) in R software (Team, 2013).  7 
 8 
 9 

4 Results 10 
 11 
4.1 Descriptive analysis 12 
 13 
4.1.1 Moral disengagement in interactions with AVs 14 
 15 
The AVMDS was investigated both in terms of the MD factors and in terms of the behavioural 16 
loci (Table 3). The lower values reported in the moral disengagement items are consistent with 17 
similar studies on moral reasoning and disengagement, in the driving context (Swann et al., 18 
2017; Veldscholten, 2015) and stated intention to be aggressive towards an AV (Liu et al., 19 
2020). The results suggested that with respect to the behavioural locus, moral justification and 20 
euphemistic labelling had higher average scores, compared to advantageous comparison. On 21 
the other hand, the mechanisms of the victim locus had the highest average values, following 22 
these of moral justification and euphemistic labelling. 23 
 24 

Table 3 Descriptive statistics and internal consistency of the MD factors 25 
Psychological 

mechanism 
Mechanism 

Mechanism Psychological mechanism 

M SD Chronbach’s α M SD Chronbach’s α 

Cognitive 
reconstruing of 
harmful behaviour 
(CR) – 
Behavioural locus 

Moral 
justification 

2.30 1.57 0.561 

2.08 1.44 
0.827 

 
Euphemistic 

labelling 
2.25 1.44 0.685 

Advantageous 
comparison 

1.70 1.19 0.635 

Obscuring or 
minimising one’s 
role in causing 
harm (OM) – 
Agency locus 

Displacement 
of responsibility 

1.82 1.26 0.656 

1.71 1.18 0.813 
Diffusion of 

responsibility 
1.53 1.01 0.762 

Disregarding or 
distorting the 
impact of harmful 
behaviour (DC) – 
Outcome locus 

Distortion of 
consequences 

1.90 1.33 0.603 1.90 1.34 0.603 

Blaming and 
dehumanising the 
victim (BD) – 
Victim locus 

Attribution of 
blame 

2.10 1.33 0.545 
2.11 

1.38 
0.755 

Dehumanisation 2.12 1.41 0.657  

 26 
Given the lower internal consistency scores (Chronbach’s α) of the eight MD mechanisms, the 27 
four broader psychological mechanisms reported by Bandura (2014) were instead considered 28 
in the next steps, regarding the construct validation of the scale (Fernandez-Antelo & 29 
Cuadrado-Gordillo, 2019; Lee et al., 2014). 30 
 31 
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4.1.2 Personality and driving style 1 
 2 
The descriptive statistics of the driving style and personality results are presented in Table 4. 3 
It should be mentioned that correlation analysis showed that the item NL4 from the 4 
normlessness scale (Table A.5) was not correlated with the remaining items of the scale and 5 
was removed from the analysis. This specific item was also insignificant in the results of the 6 
model presented later in Section 4.4.2 and was removed, as it was not considered a significant 7 
indicator of normlessness. The results in Table 4 suggest that the sample consisted of drivers 8 
who stated higher levels of positive driving styles such as patient and careful, compared to 9 
negative driving styles, for instance risky or high-velocity. In terms of personality, lower levels 10 
of normlessness were observed, compared to altruism. The average values of excitement-11 
seeking and neuroticism were in between the other two personality factors. 12 
 13 

Table 4 Descriptive statistics of driving style and personality 14 
  M SD 

MDSI 

Angry 2.11 1.36 

Anxious 3.15 1.65 

Careful 4.82 1.13 

High-velocity 2.66 1.49 

Patient 5.00 1.19 

Risky 2.08 1.29 

      

Personality  

Neuroticism 3.61 1.91 

Excitement-seeking 4.42 1.88 

Altruism 5.34 1.57 

Normlessness 2.48 1.31 

 15 
4.1.3 Attitudes and perceived risk 16 
 17 
The results of attitudes towards sharing the road with AVs and perceived threat are presented 18 
in Table 5. Since several of the threat-related items were developed by adapting items from the 19 
human-robots interactions literature, their parsimony was initially investigated via the use of 20 
exploratory factor analysis (EFA). Although, the EFA results suggested a two-factor solution, 21 
items T4 and T5 (threats on job loss and active mobility/ public health) of Table A.3 were in 22 
the same factor with items T6-T9 which aimed at referring at identity threat (factor loadings 23 
presented in Table A.7). Hence, in the context of the current study, realistic threat represents 24 
safety and security risks related to the use of AVs, while identity threat includes aspects of 25 
perceived societal impacts (replacement of a human’s role by a robot) and changes in the 26 
driving culture and the role of human as a driver. The same analysis was applied regarding 27 
attitudes however, only a single factor was identified. The internal consistency of all factors 28 
(Chronbach’s α) was above 0.6 therefore, all items were retained.  29 
 30 

Table 5 Descriptive statistics of attitude on sharing and perceived threat 31 
Measure M SD Chronbach’s α 

Attitudes on sharing 3.44 1.72 0.776 

Realistic threat (T1-T3) 4.05 1.61 0.730 

Identity threat (T4-T9) 3.52 1.68 0.805 

 32 
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4.2 Bivariate analysis 1 
 2 
The research hypotheses developed in Sections 2.3 and 2.4 were initially examined via 3 
bivariate correlation analysis. Before conducting the correlation analysis, the values of survey 4 
items related to each factor presented in Tables 6-8 were averaged per individual. 5 
 6 
Table 6 presents the correlations between moral disengagement and personality factors. The 7 
hypotheses developed regarding the aforementioned relationship were only partially 8 
confirmed. In particular, anxiety and excitement-seeking did not result in any significant 9 
correlations with any of the moral disengagement psychological mechanisms. On the other 10 
hand, altruism was negatively correlated to all moral disengagement mechanisms while 11 
normlessness was positively correlated with the latter. Hence, only hypotheses H1c and H1d 12 
were validated. 13 
 14 

Table 6 Correlations between moral disengagement and personality factors 15 
 Anxiety Excitement-seeking Altruism Normlessness 

CR 0.037 0.003 -.185** .281** 
OM 0.092 -0.023 -.214** .219** 
DC 0.041 0.006 -.194** .210** 
BD 0.071 -0.038 -.263** .250** 

**. Correlation is significant at the 0.01 level (2-tailed). 

 16 
Table 7 presents the correlations between moral disengagement and driving style factors. All 17 
driving styles led to significant correlations except for the anxious driving style. Moreover, the 18 
direction of correlation was consistent with the hypotheses developed in Section 2.3.4, 19 
excluding hypothesis H2b.  20 
 21 

Table 7 Correlations between moral disengagement and driving style factors 22 
 Angry Anxious Careful High-velocity Patient Risky 

CR .239** 0.048 -.157** .340** -.156** .270** 

OM .298** 0.036 -.262** .375** -.290** .319** 

DC .295** 0.044 -.166** .315** -.196** .277** 

BD .266** 0.030 -.188** .331** -.241** .348** 
**. Correlation is significant at the 0.01 level (2-tailed). 

 23 
Table 8 presents the correlations between moral disengagement with attitudes and perceived 24 
threats. Attitudes against sharing the road with AVs had positive correlations with all factors 25 
of moral disengagement. The same result also occurred with respect to identity threat. On the 26 
other hand, realistic threat had positive correlations only with the CR and BD factors. Based 27 
on the bivariate correlation analysis, hypothesis H3b was confirmed. 28 
 29 

Table 8 Correlations between moral disengagement with attitudes and perceived threats 30 
 Attitudes Realistic threat Identity threat 

CR .189** .146** .220** 
OM .169** 0.078 .146** 
DC .128** 0.041 .123* 
BD .233** .165** .214** 

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 

 31 
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4.3 Moral disengagement measurement model 1 
 2 
The construct validity of the scale was assessed via confirmatory factor analysis (CFA). The 3 
initial factors composing the mechanisms of moral disengagement indicated that the internal 4 
consistency for some of them was below the minimum acceptable 0.6 cut-off value (Gallais et 5 
al., 2017; van Griethuijsen et al., 2014) of the Cronbach's α criterion. As in previous studies, 6 
the initial eight factors were reconsidered to follow the four psychological mechanisms of 7 
moral disengagement. The proposed final model is illustrated in Figure 1. Out of the total 24 8 
items of the initial scale, three were removed (details in Table A.1) either due to lower factor 9 
loadings or correlation with the other items of each factor. This process was followed to ensure 10 
adequate fit of the final model. The Goodness-of-fit indices are presented in detail in Table 10. 11 
The cut-off criteria of the indices were based on existing literature (Abduh & Abdul Razak, 12 
2012; West et al., 2012; Yang et al., 2019). The power analysis of the model was conducted 13 
using the “semPower” R package (Jobst et al., 2021; Moshagen & Erdfelder, 2016). Based on 14 
the sample size (N=424) and the degrees-of-freedom (dof=183), the model resulted in achieved 15 
power > .99 for α=.05 and power =.80, using a critical RMSEA=.05 as the effect measure. 16 
 17 
All factor loadings were significant and had positive signs (Table 9). All items retained in the 18 
final specification had values above 0.3. The latter suggests their suitability to represent the 19 
intended factors (Della Vedova et al., 2022). Moreover, moral disengagement is usually 20 
considered as a single factor in existing studies (Bandura et al., 1996). The correlations across 21 
the latent variables were all significant and (apart from one) above 0.8, supporting the 22 
hypothesis that the factors can be used to represent a single construct also in the current MD 23 
scale. Lower correlation values, such as between CR and DC, may imply that although both 24 
factors represent moral disengagement, unique differences in individual attributes are captured 25 
by each latent variable (Lee et al., 2014). The composite reliability (CR) and average variance 26 
explained (AVE) were also calculated as measures of convergent validity. The results suggest 27 
that all CR values were above the 0.6 cut-off threshold (Fornell & Larcker, 1981). On the other 28 
hand, only the OM factor passed the recommended 0.5 AVE value. Given that AVE is a more 29 
conservative measure of reliability  and the validity of the measurement model may still be 30 
considered acceptable based on the CR criterion (Fornell & Larcker, 1981; Lam, 2012). 31 
 32 
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 1 
Figure 1 Measurement model of moral disengagement 2 

 3 
Table 9 Parameter estimates of the moral disengagement measurement model 4 

 Estimate Standardised estimate p-value 

CR    

MD6 0.80 0.62 0.000 

MD8 0.80 0.70 0.000 

MD1 0.58 0.34 0.000 

MD11 0.86 0.62 0.000 

MD16 0.88 0.72 0.000 

MD9 0.94 0.59 0.000 

MD17 0.75 0.52 0.000 

MD10 0.84 0.75 0.000 

CR=.81; AVE=.34 
    

OM    

MD18 0.75 0.73 0.000 

MD7 0.77 0.74 0.000 

MD4 0.79 0.73 0.000 

MD12 0.77 0.82 0.000 

CR=.84; AVE=.57 
    

DC    

MD19 0.70 0.75 0.000 

MD20 0.83 0.81 0.000 

MD23 0.70 0.43 0.000 
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CR=.63; AVE=.36 
    

BD    

MD2 0.43 0.32 0.000 

MD14 0.76 0.70 0.000 

MD22 0.78 0.67 0.000 

MD13 0.61 0.39 0.000 

MD21 0.76 0.77 0.000 

MD24 0.80 0.73 0.000 

CR=.74; AVE=.33 

 1 
Table 10 Goodness-of-fit indices of the measurement model 2 

Measure Value 
Criteria 

Acceptable Good 
    

χ2-test    

χ2/df 3.04 <5.0 < 3.0 
    

Absolute fit    

RMSEA 0.069 <0.1 < 0.08 
SRMR 0.06 <0.1 < 0.05 

GFI 0.884 >0.7 >0.9 
    

Incremental fit    

AGFI 0.854 >0.7 > 0.85 
CFI 0.903 >0.7 > 0.9 
TLI 0.889 >0.8 >0.9 

 3 
4.4 Moral disengagement and individual characteristics –Structural Equation Model 4 

approach 5 
 6 
4.4.1 Model specification 7 
 8 
Structural equation modelling uses several types of models to illustrate relationships among 9 
observed variables. The main objective of this method is to provide quantitative support for a 10 
theoretical model assumed by the researcher (Schumacker & Lomax, 2004). Structural 11 
equation models are composed of two main parts. The latent variable model captures the 12 
relationship between endogenous (dependent) and exogenous (independent) latent variables. 13 
The measurement model expresses the relationship between latent and observed variables. The 14 
main formula (Equation 1) of a latent variable model (Schumacker & Lomax, 2004) is 15 
 16 
 η = Βη + Γξ + ζ (1) 

 17 
where η is an (m × 1) vector of the endogenous variables, ξ is an (n × 1) vector of the exogenous 18 
latent variables, and ζ is an (m × 1) vector of random disturbance. The m and n indicators 19 
denote the number of the endogenous and exogenous latent variables respectively. The 20 
elements of the B and Γ matrices are the coefficients of the model. In particular, the B matrix 21 
is an (m × m) coefficient matrix of the latent endogenous variables and the Γ matrix is an (m × 22 
n) coefficient matrix for the latent exogenous variables. The main formulae of the measurement 23 
model are 24 
 25 
 x = Λxξ + δ (2) 

 26 
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for the exogenous variables (Equation 2) and  1 
 2 
 y = Λyη+ ε (3) 

 3 
for the endogenous variables (Equation 3), where the observed variables are indicated by the 4 
vectors y (p × 1) and x (q × 1). The p and q indicators denote the number of the endogenous 5 
and exogenous indicator (observed) variables respectively. The matrix Λy (p × m) denotes the 6 
coefficients of the y elements while the matrix Λx (q x n) indicates the coefficients of the x 7 
elements. The measurement errors for y are denoted by the (p × 1) vector ε and for the x by the 8 
(q × 1) vector δ. 9 
 10 
The present approach aimed in confirming the presence of relationships between individual 11 
traits from the existing literature related to aggressive driving, with moral disengagement in 12 
the context of AVs. Moreover, based on the literature review, it was expected that perceived 13 
threat and attitudes towards AVs could also have an impact on moral disengagement. 14 
 15 
4.4.2 Parameter estimates 16 
 17 
The significant results of the structural model component are presented in Table 11. The 18 
detailed results of the measurement models are presented in Table A.8 while the model is 19 
illustrated in Figure 2. The item names follow the codes presented in Tables A.1 to A.6 in the 20 
Appendix. The parameter estimates were all significant at the 0.05 level (or higher) and had 21 
expected signs. The personality and reported driving styles were anticipated to be related thus, 22 
correlations among these variables were considered in the final model. Moreover, due to high 23 
correlation, two items of the normlessness scale were allowed to correlate. The covariance 24 
results are presented in Table A.9. The Goodness-of-fit indices presented in Table 12, suggest 25 
an acceptable model fit. Based on the sample size (N=424) and the degrees-of-freedom 26 
(dof=1160), the model resulted in achieved power > .99 for α=.05 and power =.80, using a 27 
critical RMSEA=.05 as the effect measure. 28 
 29 

Table 11 Structural model parameter estimates 30 
Paths Estimate p-value 

Attitudes ← Threat 1.195 0.000 

Moral disengagement (MD) ← Altruism (ALTR) -0.216 0.006 

Moral disengagement (MD) ← Normlessness (NORML) 0.353 0.000 

Moral disengagement (MD) ← Attitudes (ATT) 0.117 0.003 

Moral disengagement (MD) ← High-velocity (HIGH_VEL) 0.310 0.000 

Moral disengagement (MD) ← Risky (RISKY) 0.229 0.002 

 31 
The perceived threat latent variable had a significant positive association with attitudes against 32 
sharing the road with AVs. Also, moral disengagement was found to be positively related to 33 
the normlessness trait and negatively related to altruism. Moreover, the high-velocity and risky 34 
driving styles had positive relationships with moral disengagement. Hence, it may be 35 
concluded that lower levels of occurrence of these driving behaviours could be linked to lower 36 
likelihood of moral disengagement when interacting with AVs. Implications of these findings 37 
are discussed in Section 5.1. 38 
  39 
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 1 
Table 12 Goodness-of-fit indices 2 

Measure Value 
  

χ2-test  

χ2/df 1.95 
  

Absolute fit  

RMSEA .047 

SRMR .077 

GFI .818 
  

Incremental fit  

AGFI .800 

CFI .858 

TLI .850 

 3 
 4 

5 Discussion 5 
 6 
Aggressive driving and “road rage” have been acknowledged as areas that require 7 
psychological interventions (Galovski & Blanchard, 2004). Research in the field of traffic 8 
psychology has demonstrated significant contributions in investigating and determining the 9 
elements of aggressive, risky and aberrant driving behaviour. In the light of technological 10 
advances and the gradual introduction of automated systems on the roads, terms as “road rage” 11 
and “aggressive driving” may need to be revised, in order to account the new types of 12 
interactions that are expected to take place. In addition, potential gaps in safety need to be 13 
identified and addressed in a proactive rather than a reactive manner. 14 
 15 
It has been argued that risk-averse and timid behaviour of AVs might spark the competitive 16 
behaviour of other human agents, motorised or not. These road users could potentially engage 17 
in risky behaviour either as a result of the safe behaviour of AVs or in order to “stand their 18 
ground” against machines taking over the roads. The issue of road rage against AVs is not 19 
hypothetical, as similar cases have been already reported (Wong, 2018), while naturalistic 20 
studies have suggested the occurrence of incidents that involved “testing” of the AV behaviour 21 
(Madigan et al., 2019; Moore et al., 2020). These early results indicate that these incidents are 22 
not frequent and only represent a vast minority. However, they could still pose a threat towards 23 
the safety of road users and require further investigation to be addressed appropriately. Despite 24 
its low frequency, the propensity to be aggressive towards an AV is higher, compared to 25 
another human driver (Liu et al., 2020). The current paper investigated the potential 26 
manifestation of moral disengagement, in interactions of human drivers with AVs, and its 27 
relevance to personality, driving style and attitudes towards sharing the road. To that end, a 28 
survey scale was developed that aimed in capturing the basic mechanisms of moral 29 
disengagement, adapted in the context of AVs. 30 



23 
 

 1 
Figure 2 The moral disengagement SEM model2 
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5.1 Summary of findings 1 
 2 
5.1.1 Descriptive statistics and bivariate analysis 3 
 4 
The average value of the responses related to the moral disengagement mechanisms was 5 
investigated as a first step of the descriptive statistics analysis. The results suggested that the 6 
behavioural loci of moral justification and euphemistic labelling had higher average scores, 7 
compared to advantageous comparison. This could be an indication that human drivers are 8 
more likely to disengage their self-regulations mechanisms when this is in the interest of 9 
“correcting” or better understanding the behaviour of AVs, whereas the same is not as likely 10 
when aggressive behaviour is compared to more harmful actions. The same finding might also 11 
apply with respect to the agency locus, in particular for the diffusion of responsibility 12 
mechanism. On the other hand, the outcome locus had somewhat higher average and standard 13 
deviation values, implying that it could be a more likely factor of moral disengagement. Finally, 14 
the mechanisms of the victim locus had the highest average values, following these of moral 15 
justification and euphemistic labelling. This finding could suggest that human drivers may 16 
perceive AVs as less of human and blame the latter (and their behaviour), if human drivers are 17 
aggressive to them. Finally it is worth mentioning that regarding perceived threat, items related 18 
to realistic threat had the highest average value, denoting that aspects related to safety and 19 
security are relatively more important compared to social or identity implications. 20 
 21 
The bivariate correlation analysis provided further insights regarding the hypotheses formed in 22 
Sections 2.3 and 2.4. In particular, only the correlations of moral disengagement with altruism 23 
(H1c) and normlessness (H1d) were significant. Under the assumption that moral 24 
disengagement towards AVs could lead to actual aggressive behaviour against these vehicles, 25 
this finding suggests that some personality traits remain relevant as potential determinants of 26 
aggressive driving behaviour. The insignificant correlation regarding anxiety might imply that 27 
higher levels of this personality trait do not affect moral mechanisms of drivers. The same 28 
finding may also hold regarding excitement-seeking. Kraus et al. (2020) reported a positive 29 
relation between extraversion (of which excitement-seeking is a facet) and trust towards AVs. 30 
It is hence likely that excitement seekers may be less prone to being aggressive towards AVs 31 
therefore, no significant relation to moral disengagement was found. With respect to driving 32 
styles, all correlations with moral disengagement were significant except for the anxious 33 
driving style (H2b). The results suggested that driving style may be used as a possible 34 
determinant of moral disengagement. In particular, the angry, high-velocity and risky styles 35 
[else mentioned as negative driving styles by Herrero-Fernandez (2021)] were also positively 36 
associated to moral disengagement towards AVs. On the other hand, the opposite type of 37 
correlation occurred regarding the patient and risky driving styles (positive driving styles). 38 
Hence, potential aggressive behaviour during interactions with AVs could be identified via 39 
styles related to conventional driving. Finally, attitudes against sharing the road with AVs were 40 
positively related to the psychological factors of moral disengagement, supporting hypothesis 41 
(H3b). 42 
 43 
5.1.2 Moral disengagement structural equation model 44 
 45 
The CFA suggested that the construct validity of the AVMDS could be supported for the four 46 
broader psychological mechanisms of moral disengagement. This specification was preferred 47 
in the present study as the internal consistency for two out of the eight moral disengagement 48 
mechanisms resulted in Chronbach α values below the 0.6 cut-off value (but above 0.5). This 49 
four-factor model was further examined via SEM analysis to investigate the relationship of 50 
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moral disengagement with individual characteristics related to driving behaviour and attitudes 1 
towards AVs. The parameter estimates of the SEM model indicated that the perceived threat 2 
latent variable had a significant and positive association with attitudes against sharing the road 3 
with AVs. The latter was found to have a significantly positive relation with moral 4 
disengagement. These findings suggest that perceived threat due to technological deficiencies 5 
of AVs and potential broader societal impacts might be related to decreased willingness of 6 
human drivers to drive among these vehicles and interact with them. Hence, negative opinions 7 
about the presence of AVs could be linked to the self-regulation mechanisms of human drivers 8 
and encourage aggressive behaviour. Moral disengagement was also found to have a positive 9 
association with the normlessness trait and a negative association with altruism. As mentioned 10 
in Section 2.3, the effect of personality traits has been already investigated in the context of 11 
driving and aggressive behaviour. The present findings suggest that these relationships may 12 
also extend to the context of AVs. Considering indications that human drivers could potentially 13 
be more aggressive towards AVs compared to human drivers (Liu et al., 2020), personality as 14 
an individual characteristic may also be related to human driving behaviour towards AVs. 15 
Charness et al. (2018) have already reported some relevance between personality and attitudes 16 
towards AVs. The results with respect to moral disengagement suggest that these effects could 17 
also apply in human driver behaviour while interacting with these vehicles. Moreover, the high-18 
velocity and risky driving styles also had a positive relationship with moral disengagement. 19 
Hence, it could be concluded that lower levels of occurrence of these driving behaviours could 20 
result in lower likelihood of moral disengagement when interacting with AVs.21 
 22 
The results of the SEM model further supported the research hypotheses related to personality 23 
traits from the bivariate analysis. However, only the negative driving styles resulted in 24 
significant parameter estimates, regarding their relation to moral disengagement. A potential 25 
interpretation of this finding could be related to the self-report nature of the survey items. The 26 
descriptive statistics of the MDSI factors showed higher average values with smaller variance 27 
in the responses related to the careful and patient driving styles. This tendency in the (stated) 28 
driving styles might not allow for significant results regarding these driving styles to be 29 
observed. Another potential source for this outcome could be the selection of the MDSI items, 30 
as not all of the questions from the original scales were retained, to reduce the total length of 31 
the survey. The significant parameter estimate that suggested a significant positive relation 32 
between perceived threats and attitudes against sharing the road with AVs, supported 33 
hypothesis (H3a). The latter had a significant parameter estimate with respect to moral 34 
disengagement, further supporting (H3b). 35 
 36 
5.2 Implications of the study 37 
 38 
The findings of the present study suggested a relevance between factors related to aggressive 39 
driving behaviour and the potential distortion in moral norms during interactions with 40 
autonomous vehicles. The concept of morality has been already investigated in the area of 41 
driving behaviour in interactions with conventional vehicles and studies have confirmed, to 42 
some extent, the relationship between these aspects. The results of the current analysis 43 
indicated that the concept of moral disengagement potentially holds also in interactions of 44 
human drivers with AVs. Moreover, moral disengagement in that context was related to factors 45 
known to be influencing conventional driving behaviour, such as personality, hence, they 46 
remain relevant. Although current findings require further investigation and validation, it might 47 
be the case that human drivers in the future might attempt to be competitive or aggressive 48 
against AVs, on the pretext of improving their behaviour or simply because of an erroneous 49 
belief about their role on the road. The results of the SEM analysis indicated that the AVMDS 50 
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might be adopted in the future as a tool for further investigating how morality, moral norms 1 
and disengagement relate to interactions and negotiations of human drivers with AVs. 2 
 3 
Except for theoretical implications in the research of morality, human driving behaviour and 4 
AVs, the findings of the current study may have implications on future approaches regarding 5 
driver training. Redshaw (2001) approximated driver training from a social perspective. The 6 
author suggested that driver training practices which emphasise on the practical skills neglect 7 
the considerable significance of motivation and attitudinal factors (Saffron, 1982). With 8 
reference to Redshaw (2001), “… dealing with behaviour, beliefs and attitudes in a group 9 
context is important. If individuals can see that others just like them are also undergoing the 10 
same process they will have more courage and conviction to follow it through themselves”. On 11 
the same matter, Redshaw (2006) mentioned that assessment of information received while 12 
driving is significantly affected by social beliefs and values as well as assumptions, attitudes 13 
and expectations. The author argued that these factors should receive attention during the 14 
training, so novice drivers learn on how to reflect on these aspects which otherwise become 15 
systematic with the more technical part of the driving task. Veldscholten (2015) followed the 16 
idea of self-reflection and assessment via the concept of moral reasoning and concluded that 17 
these aspects can influence driving style. This particular “social approach” in driver training is 18 
in line with some of the findings from the moral disengagement scale, for instance blaming the 19 
AVs and their behaviour, if they are victims of aggression from human drivers. Also, if the role 20 
and motivation of AVs is clear, their surrounding human traffic could potentially decrease 21 
aggressive behaviour related to the reconstruction of harmful behaviour, which was also higher, 22 
compared to the other behavioural loci in the present study. 23 
 24 
In a literature review study, Merriman et al. (2021) identified areas where potential 25 
interventions may be needed for automated vehicle driver training. Perhaps, interventions in 26 
training programs should not only regard how to use AVs but also how human drivers should 27 
interact safely and efficiently with them. The development of mental models should extend 28 
from creating accurate expectations about the behaviour of AVs as a user, to a broader 29 
perspective; human drivers need to be aware of the range in the behaviour of AVs (and the 30 
rationale behind) as well as the role of each individual agent during their interactions. An 31 
approach like this could tackle phenomena of “testing” the behaviour of AVs, attempting to 32 
“correct” their behaviour or engaging in risky manoeuvres from the training stage, rather than 33 
allowing human drivers to undertake a decision-making process, which may not be 34 
appropriately calibrated for these specific interactions. Existing research has highlighted that 35 
commitment in moral mechanisms and information about the negative consequences of 36 
deficient behaviour could decrease aggressive behaviour (Du et al., 2018; Swann et al., 2017). 37 
With reference to Merriman et al. (2021), attitudes towards driving and personality can affect 38 
procedural skills while driving. The results of the current paper showed that aspects of 39 
personality, driving style and attitudes towards the presence of AVs on the road had a 40 
significant effect on moral disengagement. Although scales like the MDSI could be potentially 41 
used to identify individuals with a higher likelihood to be morally disengaged, a better practice 42 
could be the elimination of such type of behaviour during the training stages, as discussed 43 
previously. 44 
 45 
Except for individual characteristics related to aggressive driving behaviour, attitudes against 46 
sharing the road with AVs also had a significant positive impact on moral disengagement. If 47 
these attitudes are considered as a proxy of acceptance of sharing the road, efforts need to focus 48 
on approaches to improve general acceptance of the technology. Strömberg et al. (2021) 49 
suggested that factors defining attitudes and acceptance towards AVs could have a significant 50 
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role on elicited anger and human drivers’ behaviour during interactions with AVs. Hence, 1 
although the development of a driving culture promoting the harmonious interactions of human 2 
drivers with AVs may be very important, the main prerequisite to achieve the latter will 3 
ultimately be the reliable performance of AVs, which will eventually enable the general 4 
acceptance of the technology and consequently acceptance of sharing the roads. To that end, 5 
factors related to general acceptance may not only need to be considered in the context of using 6 
the AVs, but also for improving interactions between the latter with the human drivers. 7 
Perceived safety is a main factor of behavioural intention to use AVs (Montoro et al., 2019). 8 
Ensuring their safe performance may also lead to less aggressive and more cooperative 9 
behaviour of human drivers. Towards that direction, it is necessary that authorities will develop 10 
a framework of trust and address a broad range of issues related to the presence of AVs as legal 11 
aspects (Adnan et al., 2018) or data privacy (Alonso et al., 2021).  12 
 13 
5.3 Limitations of the study and future research 14 
 15 
The results presented in the current study come with a series of limitations. First, all measures 16 
were based on self-report surveys and hence may suffer from bias related to misinterpretation 17 
of the questions or the social desirability effect. Moreover, the sample refers to a worldwide 18 
panel, which may not share the same attitudes or behaviour with respect to the driving task, 19 
due to cultural differences. Also, collecting the data online might have further reduced the non-20 
representativeness of the data, since the sample may be biased towards respondents familiar to 21 
the use of the internet technology. The latter is also reflected in the age distribution of sample, 22 
as more respondents were below 25 years old. Regarding the personality and driver style items, 23 
longer versions of the surveys could be considered in the future, as tools that are more 24 
representative. In addition, the moral disengagement scale concerned hypothetical situations 25 
that referred to vehicles that are not currently a part of the road transportation systems. Lack of 26 
familiarity and experience with respect to these situations may have affected participants’ 27 
responses. Also, it should be mentioned that given that the AVMDS was an author-developed 28 
survey, the items included might not be the most representative and further validation might be 29 
required. Finally, the SEM model considered aspects of personality, driving style and attitudes. 30 
On top of these individual characteristics, some additional could affect moral disengagement 31 
and might need to be considered in future work. 32 
 33 
The results suggested that attitudes towards sharing the road could influence moral 34 
disengagement. As discussed in Section 5.2, these can further extend to general acceptance of 35 
AVs hence, a more rigorous investigation is needed. The acceptance formation of AVs is a 36 
complex framework that includes aspects of trust (Liu et al., 2019), technological anxiety 37 
(Keszey, 2020), legal liability and data privacy issues, but also expected benefits such as 38 
reduced driving demands, greater connectivity/accessibility or energy consumption savings 39 
(Useche et al., 2021). As general acceptance and intention to use AVs may also shape human 40 
drivers’ acceptance to share the road with them, the role of the aforementioned factors need to 41 
be investigated in future research. The relation to psychological models such as the Technology 42 
Acceptance Model (TAM) (Davis et al., 1989) or the Unified Theory of Acceptance and Use 43 
of Technology model (UTAUT) (Venkatesh et al., 2003) is also worth of investigation. 44 
Moreover, in the current paper, the impact of personality on moral disengagement was 45 
approximated using facets of the FFM, as these have been previously used in research related 46 
to aggressive driving. However, in future research, a more comprehensive framework of 47 
personality traits could be included. For instance, in relevance to the issue of behavioural 48 
intention to use AVs, Keszey (2020), highlighted that personality traits such as hedonic or 49 
utilitarian motivation could have an important role. Also, other personality traits such as 50 
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(empathy, locus of control or moral identity, to name a few) have been previously linked to 1 
moral disengagement (Detert et al., 2008). The role and relevance of these traits with human 2 
driver behaviour, could be the focus of future studies. Finally, despite the relationship between 3 
factors related to aggressive driving (as personality) and moral disengagement, the extent of 4 
the actual aggressive behaviour is still uncertain. More research is required towards this 5 
direction for instance in the form of naturalistic or simulator studies. 6 
 7 
5.4 Conclusion 8 
 9 
In conclusion, the findings of the paper supported the construct validity of a moral 10 
disengagement scale that was developed in the context of AVs. The latter was related to 11 
personality, driving style and attitudes towards sharing the road with AVs. As familiarity and 12 
experience with the latter increases, the behaviour of human drivers may change. However, the 13 
approach of moral disengagement could be used to identify potential cases of poor driving 14 
behaviour, especially during the early stages, as the results indicated that human drivers might 15 
disengage their self-regulations mechanisms during their interactions with AVs. Further 16 
research is necessary towards this direction, for a holistic understanding of the issue and its 17 
potential consequences. 18 
 19 
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Appendix 1 
 2 

Table A.1 The AV moral disengagement scale 3 
Item code MD mechanism Item Comment 

MD1 Moral justification 
Being aggressive towards AVs or "testing" their behaviour is 
justifiable, if this will lead to its improvement by the manufacturer  

MD6 Moral justification 
It is fine to behave aggressively towards AVs to highlight potential 
problems in their behaviour  

MD8 Moral justification 

It is fine to violate some traffic or priority rules when interacting with 
AVs, to help society understand issues with their behaviour in such 
occasions  

MD9 
Euphemistic 
labelling 

It is justifiable to "test" the behaviour of AVs, as this would be a fun 
part of the process to better understand their capabilities  

MD11 
Euphemistic 
labelling 

It is not bad to take advantage of the cautious behaviour of an AV, as 
this would also help other human drivers to understand the range of 
their capabilities  

MD16 
Euphemistic 
labelling 

It would be fine to behave aggressively towards AVs out of curiosity 
to observe their behaviour  

MD5 
Advantageous 
comparison 

It is fine to drive aggressively against AVs, considering that other 
people have physically attacked (vandalised) them 

Excluded 
in the final 
model 

MD10 
Advantageous 
comparison 

It is not a big problem to behave aggressively towards AVs, thinking 
that other people behave aggressively towards human drivers  

MD17 
Advantageous 
comparison 

Taking advantage of the overly safe behaviour of AVs to move faster 
through traffic is not a great issue, considering that other people are 
running red lights or drink and drive  

MD3 
Displacement of 
responsibility 

If someone is running late to arrive at the workplace in time, it is fine 
to take advantage of the safe behaviour of the AVs around and weave 
through traffic 

Excluded 
in the final 
model 

MD7 
Displacement of 
responsibility 

Drivers cannot be blamed for driving competitively against AVs, if 
their friend pressured them into it  

MD18 
Displacement of 
responsibility 

If a driver is facing issues in personal life, it is justifiable to be 
aggressive towards AV that behaves overly safe  

MD4 
Diffusion of 
responsibility 

If the other drivers are violating some traffic priority rules when 
interacting with AVs, then it is fine if I would do so too  

MD12 
Diffusion of 
responsibility 

It is ok to behave aggressively towards AVs, if the other drivers are 
doing the same as well  

MD19 
Distortion of 
consequences 

It is fine to tailgate an AV to push it move faster, as this is not a very 
dangerous behaviour  

MD20 
Distortion of 
consequences 

It is fine to take risks when encountering an AV, as it is a machine 
supposed to always behave safely  

MD23 
Distortion of 
consequences 

It is not bad to take advantage of the cautious behaviour of an AV to 
move faster, if you do it in a safe way  

MD2 
Attribution of 
blame 

If human drivers take advantage of the overly cautions behaviour of 
AVs, it is probably because there is something wrong with it  

MD14 
Attribution of 
blame 

If AVs are overly cautious, then it is fine if drivers violate some 
traffic priority rules when interacting with them  

MD22 
Attribution of 
blame 

It is normal for other drivers to behave aggressively towards AVs, if 
these behave extremely cautiously  

MD13 Dehumanisation 
AVs are just machines and it is normal if they are not treated as 
human drivers  

MD15 Dehumanisation 
If AVs do not behave as humans, it is justifiable for human drivers to 
be assertive towards them 

Excluded 
in the final 
model 

MD21 Dehumanisation 
It is fine to violate some traffic priority rules when interacting with 
AVs, to move faster, as human needs are more important  

MD24 Dehumanisation 
There is no problem if human drivers behave aggressively towards an 
AV, as it is a machine that cannot react  

 4 
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Table A.2 Items related to the presence or sharing the road with AVs 1 
Item code Item References 

AΤ1 AVs should never be on streets without a human on board Nair and Bhat 
(2021), Rahman et al. 
(2021) 

AΤ2 AVs should not be allowed in certain areas (e.g. around schools) Nair and Bhat 
(2021), Rahman et al. 
(2021) 

AΤ3 I would feel nervous to drive among unoccupied AVs without passengers 
inside 

(Charness et al., 
2018) 

AΤ4 As much as infrastructure allows, AVs should be separated from the rest 
of the traffic 

Nair and Bhat (2021) 

AΤ5 The behaviour of AVs should always be courteous to other cars and road 
users even if this means that they will be reducing speed or braking often 

Author-developed 

 2 
Table A.3 Items related to perceived threats by AVs 3 

Item code Item 

T1 I am concerned that equipment failures of AVs will cause more accidents than currently 

T2 I am concerned that the computer systems of AVs may be hacked. 

T3 I am concerned about data privacy issues related to AVs 

T4 I am worried that many people will lose their jobs because of AVs 

T5 Increase in AV services could have a negative impact on active mobility and public health 

T6 
Recent advances in AV technology are challenging the very essence of what it means to be 
human driver with a personal style. 

T7 
The increased presence of AVs could force human drivers to drive like robots diminishing 
personal styles 

T8 
The increased presence of AVs will change informal traffic rules and communication among 
drivers 

T9 In the long run, the increased presence of AVs may lead to ban of human driving 

 4 
Table A.4 Personality items 5 

Item code Item 

A1 I am caring and attentive when it comes to other people. 

A2 When someone needs assistance, I dis-continue my activities to help 

A3 I do not want to deal with other people’s problems 

A4 I am considered a selfish and egotistical person 

E1 I crave new experiences and excitement. 

E2 I do not like to take risks 

E3 I like to test myself in unknown situations 

E4 I am not looking for excitement or adventures. 

N1 I am often nervous, fearful, and anxious and I worry that something might go wrong 

N2 I am a calm person who does not worry much about what may go wrong 

N3 I am easily offended and I often feel angry and bitter; even small details may upset me 

N4 I am a well composed person and it is difficult to upset or anger me 

 6 
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Table A.5 Normlessness items 1 
Item code Item 

NL1 It is all right to do anything you want as long as you keep out of trouble 

NL2 It is OK to get round laws and rules as long as you don’t break them directly 

NL3 If something works, it is less important whether it is right or wrong 

NL4 Some things can be wrong to do even though it is legal to do it 

 2 
Table A.6 MDSI items 3 

Item code Driving style Item 

AS1 

Angry 

I often blow my horn or 'flash' the car in front as a way of expressing my 
frustration. 

AS2 I often swear at other drivers 

AS3 
When someone does something on the road that annoys me, I flash them 
with the high beams 

AnS1 

Anxious 

I feel nervous while driving 

AnS2 On a clear freeway, I usually drive at or a little below the speed limit 

AnS3 Driving usually makes me feel frustrated 

AnS4 I feel distressed while driving 

AnS5 It worries me when driving in bad weather 

CS1 

Cautious 

I drive cautiously 

CS2 I am always ready to react to unexpected manoeuvres by other drivers 

CS3 I tend to drive cautiously 

SS1 

High-velocity 

I often purposely tailgate other drivers 

SS2 
When I am in a traffic jam and the lane next to mine starts to move, I try to 
move into that lane as soon as possible 

SS3 
When a traffic light turns green and the car in front of me doesn’t get going, 
I just wait for a while until it moves 

SS4 In a traffic jam, I think about ways to get through the traffic faster 

SS5 
When a traffic light turns green and the car in front of me doesn’t get going 
immediately, I try to urge the driver to move on 

PS1 
Patient 

At an intersection where I have to give right-of-way to oncoming traffic, I 
simply wait patiently for cross-traffic to pass 

PS2 I base my behaviour on the motto "better safe than sorry" 

RS1 

Risky 

I usually enjoy the sensation of driving on the limit (dangerously) 

RS2 I like to take risks while driving 

RS3 I usually enjoy the excitement of dangerous driving 

 4 

Table A.7 Factor loadings of threat items (Rotated solution – Varimax rotation) 5 

 Component 
1 2 

T1  0.750 
T2  0.795 
T3  0.763 
T4 0.599 0.432 
T5 0.554 0.477 
T6 0.710  

T7 0.779  

T8 0.668  

T9 0.638  

 6 
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 1 
Table A.8 Measurement model results 2 

paths Estimate p-value 

SS1 ← High-velocity 0.461 0.000 

SS2 ← High-velocity 0.886 0.000 

SS3 ← High-velocity -0.624 0.000 

SS4 ← High-velocity 0.884 0.000 

SS5 ← High-velocity 0.980 0.000 

RS1 ← Risky 1.058 0.000 

RS2 ← Risky 0.765 0.000 

RS3 ← Risky 1.127 0.000 

A1 ← Altruism 0.902 0.000 

A2 ← Altruism 0.652 0.000 

A3 ← Altruism -0.800 0.000 

A4 ← Altruism -0.884 0.000 

NL1 ← Normlessness 0.257 0.005 

NL2 ← Normlessness 0.583 0.000 

NL3 ← Normlessness 0.803 0.000 

AΤ1 ← Attitudes 0.831 0.000 

AΤ2 ← Attitudes 0.727 0.000 

AΤ3 ← Attitudes 0.874 0.000 

AΤ4 ← Attitudes 0.703 0.000 

AΤ5 ← Attitudes 0.361 0.000 

T1 ← Threat realistic 0.509 0.000 

T2 ← Threat realistic 0.457 0.000 

T3 ← Threat realistic 0.445 0.000 

T4 ← Threat identity 0.721 0.000 

T5 ← Threat identity 0.662 0.000 

T6 ← Threat identity 0.681 0.000 

T7 ← Threat identity 0.801 0.000 

T8 ← Threat identity 0.415 0.000 

T9 ← Threat identity 0.521 0.000 

Threat realistic ← Threat 2.078 0.000 

Threat identity ← Threat 1.301 0.000 

MD6 ← CR 0.385 0.000 

MD8 ← CR 0.383 0.000 

MD1 ← CR 0.282 0.000 

MD11 ← CR 0.414 0.000 

MD16 ← CR 0.423 0.000 

MD9 ← CR 0.45 0.000 

MD17 ← CR 0.358 0.000 

MD10 ← CR 0.407 0.000 

MD18 ← OM 0.255 0.000 

MD7 ← OM 0.262 0.000 

MD4 ← OM 0.272 0.000 

MD12 ← OM 0.263 0.000 

MD19 ← DC 0.292 0.000 

MD20 ← DC 0.344 0.000 

MD23 ← DC 0.304 0.000 

MD2 ← BD 0.126 0.000 

MD14 ← BD 0.22 0.000 

MD22 ← BD 0.224 0.000 

MD13 ← BD 0.176 0.000 

MD21 ← BD 0.218 0.000 

MD24 ← BD 0.229 0.000 

CR ← MD 1.435 0.000 

OM ← MD 2.161 0.000 

DC ← MD 1.701 0.000 

BD ← MD 2.625 0.000 
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Table A.9 Model covariances 1 

Variables Estimate p-value 

High-velocity Risky 0.447 0.000 

Altruism Normlessness -0.326 0.000 

NL1 NL2 0.555 0.000 

 2 


