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A B S T R A C T

Continuum-based numerical models are widely used to simulate debris flows due to their reliability in

predicting the movement path, depth and velocity, which are key parameters to design mitigation

structures. Nowadays, two main families of continuum-based models exist: depth-averaged (DA)

models and three-dimensional (3D) models. If the former are already able to determine the key flow

parameters, only the latter allow a detailed investigation of a flow-structure interaction. The study

of the whole propagation path with a 3D model would be extremely complex and time-consuming,

but the whole process influences the flow-structure interaction. Therefore, this work aims to couple

a DA model and a 3D model (DA-3D). The first model simulates the flow in the upper part of the

propagation path, where no structure exists. The second model takes over upstream of the structure

to be analysed. At the transition from one model to the other, the coupling requires that outputs of

the DA model become inputs of the 3D model. The validation of the DA-3D model is made through

numerical simulations of the experimental results obtained on a flume apparatus at laboratory scale.

The obtained numerical results confirmed the successful coupling of the two models.

1. Introduction

Debris flows are among the most hazardous landslide

phenomena occurring worldwide, mainly affecting moun-

tain communities. They consist of fine and poorly-sorted

coarse material, saturated with water (RM Iverson, 1997;

Chien-Yuan et al., 2005; Nikolopoulos et al., 2015) flowing

in channelised paths (Coussot and Meunier, 1996). Common

features are the absence of premonitory signs, high speed

and long runout (Marchi et al., 2002; Hürlimann et al.,

2003; Winter et al., 2006). Due to their high velocity and

unpredictability, the evacuation of the local population is

often difficult to operate, with causalities (García-Delgado

et al., 2019; Larsen et al., 2001) and economic damage likely

to occur (Winter et al., 2016).

Risk assessment procedures are often carried out (Wu

et al., 1996). In particular, the generation of quantitative

hazard maps has helped to mitigate risk in many areas

prone to debris flows and, more generally, to landslide risk.

To reduce risk, the use of filter barriers such as slit dams

(Fig. 1), cable net barriers (Leonardi et al., 2016) or rack

dams (Leonardi and Pirulli, 2020) is an effective strategy.

Their primary task is to reduce the flow energy (Canelli

et al., 2012; Song et al., 2017), and to retain the largest

boulders (Takahashi, 2007; Wendeler et al., 2007; Leonardi

and Pirulli, 2020; Leonardi et al., 2021).

A rational, computer-aided method to design these struc-

tures is still under development. The major issues are related

to a poor understanding of the flow rheology (Iverson, 2003)

and of its interaction with solid obstacles (RM Iverson,

1997). Hence, to improve the barrier design, it is necessary

to gain better understanding of (i) debris flow dynamics,
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and (ii) flow-structure interaction. The study of debris flow

dynamics and flow-structure interaction can be conducted

with physical or numerical models. Physical models can be

assembled either at the laboratory scale or in large-scale

facilities. While the former (Scheidl et al., 2013; Choi et al.,

2018) requires a difficult scaling of all physical variables

(Iverson, 2015), the latter (Major, 1997) demands consid-

erable investment, and often only a few experimental re-

alisations can be conducted. Numerical models are a valid

and powerful alternative to physical models. They are not

directly affected by scale effects, and require fewer economic

resources, with simulations that are repeatable with no limits

linked to material availability.

Nowadays, a wide number of numerical models can

model the dynamic of debris flows, either under discrete

or continuum assumptions. The discrete element method

(DEM) treats flows as assemblies of colliding particles.

DEM has been successfully employed (Cleary and Saw-

ley, 2002; Stolz and Huggel, 2008; Li and Zhao, 2018;

Shen et al., 2018), but the total number of particles that

can be simulated is limited. Continuum-based numerical

approaches can overcome this limitation and several models

have been proposed, both in depth-averaged (DA) and three-

dimensional (3D) forms.

DA and 3D models are based on rather different hy-

potheses. DA models depth-average the mass and momen-

tum conservation equations, and thus information along the

vertical direction is averaged. This procedure leads to quick

and reliable analyses of flow propagation. However, since

the information along the vertical direction is averaged,

the flow-structure interaction might be over-simplified. On

the contrary, 3D models can compute the internal shear

deformation and all three velocity components along the
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Figure 1: Example of filter barrier, Saint-Vincent, Aosta Valley
(Italy).

flow depth. Nevertheless, studying the whole phenomenon

in 3D would be extremely time-consuming and complex.

Among others (Pastor et al., 2015; Zhan et al., 2019;

Dunatunga and Kamrin, 2015; Yue et al., 2015) the Lattice

Boltzmann Method (LBM) is a relatively recent 3D contin-

uum fluid solver that can be employed to study flow-structure

interaction problems. LBM is a valid candidate to perform

3D analyses and thus to compute accurate flow representa-

tions including impact forces. In the last two decades, LBM

has increased in popularity in numerical modelling. It has

become a valid alternative to more classic computational

fluid dynamics solvers (CFD). In particular, it can treat com-

plex geometries (Succi et al., 1989; Mazzeo and Coveney,

2008; Adhianto et al., 2010) without significant losses in

performance. Moreover, parallel computing is easier to im-

plement compared to more classic CFD solvers (Desplat

et al., 2001; Mazzeo and Coveney, 2008). Therefore, the

computational time required to run complex analyses may be

reduced (Kandhai et al., 1998; Desplat et al., 2001; Harting

et al., 2005; Kazemian et al., 2018). Furthermore, multiphase

flows (such as debris flows) can be treated in LBM (Li and

Zhao, 2018; He et al., 1999; McCracken and Abraham, 2005;

Premnath and Abraham, 2007).

This paper aims to study the flow-structure interaction

with a 3D model without neglecting to study the upstream

propagation phase of debris flows. Hence, a coupled DA-

3D model is proposed, where LBM is the 3D solver of

choice. The upper part of the propagation phase, where it

is assumed that no structure is present, is studied with a

DA model. Once the flow approaches a structure, the DA

variables are used by a 3D model to study the remaining part

of the flow path, which includes flow-structure interaction as

well. Fig. 2 illustrates how the two methods are combined,

with a coupling section that splits the domain into two parts.

This coupling of DA and 3D can optimise the computational

time while allowing for a full resolution of flow-structure

interaction on realistic topographies.

Three elements of novelty are proposed in this paper: (i)

an implementation of a frictional rheology in LBM, (ii) an

inlet condition for free-surface granular flows, and (iii) the

coupling algorithm. The paper is organised as follows. Sec-

tion 2 describes the rheologies used in the depth-averaged

and 3D models employed in this paper. Section 3 describes

the model proposed in this work. The coupling algorithm is

also discussed. In Section 4 a frictional rheology for LBM

on a benchmark geometry is validated, and in Section 4.2

the inlet condition for the 3D model is discussed. Finally,

Section 5 is dedicated to the validation of the coupled model

by back-calculating a model flow obtained in a laboratory

flume and some preliminary considerations regarding the

computing efficiency are proposed.

2. A frictional rheology for depth-averaged

and three-dimensional methods

At a first approximation, debris flows are modelled as

dense granular flow. Among the multiple laws used to de-

scribe this state, the 𝜇(I) rheology (Jop et al., 2005; Lagrée

et al., 2011), is becoming increasingly popular. This is thanks

to its solid empirical background, and its ability to quantita-

tively predict granular flows under various conditions, such

as the granular column collapse (Lagrée et al., 2011), the

outflow from a silo (Staron et al., 2014), and others (GDR

MiDi, 2004).

Formulations for the 𝜇(I) rheology have been reported

both in local form and in depth-averaged form. The former

can be employed in 3D frameworks, while the latter can be

used in DA frameworks.

Regardless of the form, the 𝜇(I) rheology can be seen

as a generalisation of the Coulomb friction model. The ratio

between shear stress 𝜏 and confinement pressure 𝑝 originates

a friction coefficient 𝜇 which is not constant, but, rather,

depends on a local dimensionless parameter, the inertial

number I:

𝜇(I) =
𝜏

𝑝
. (1)

The inertial number can be seen as the ratio between the

timescale of particle rearrangement during flow and that of

shear deformation (GDR MiDi, 2004; Jop et al., 2006):

I =
𝑑√
𝑝∕𝜌p

�̇� , (2)

where 𝜌p is the particle density and �̇� is the shear rate. A low

value of I leads to quasi-static behaviour, while high values

of I correspond to a rapid flow (GDR MiDi, 2004). Due to

this, several researchers investigated the dependence of 𝜇 on

I, both in DA and 3D frameworks.

It is important to stress that the 𝜇(I) rheology is based on

the assumption of mono-dispersed particles, where a single

diameter of the particles is used to define the inertial number

(Eq. 2). In case of non-uniform particles, the 𝜇(I) rheology

A. Pasqua: Preprint submitted to Elsevier Page 2 of 18
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(d) 3D LBM discretisation(c) 3D LBM model

Coupling section

(a) DA model (b) DA discretisation

Figure 2: General scheme to couple DA and 3D models. Topography and flow are represented by greyscale and red colours
respectively. A depth-averaged resolution flow (a) with its discretisation (b). A 3D flow resolution (c) with its discretisation (d).

should be reformulated, although some authors do use the

basic 𝜇(I) rheology even for bi-dispersed flows (Trewhela

and Ancey, 2021).

In the DA framework, steady-uniform flows over planes

inclined of an angle 𝜃 have been widely studied (Pouliquen,

1999; Pouliquen and Forterre, 2002). It was observed that

a steady-state is reached if the slope angle 𝜃 is within two

critical values: 𝜇s = tan 𝜃s and 𝜇d = tan 𝜃d which are

the static and dynamic friction coefficient, respectively. In

these conditions, gravity and friction are in equilibrium.

When 𝜃 < 𝜃s no flow is possible since the frictional forces

prevail. For 𝜃 > 𝜃d the flows accelerate indefinitely since the

gravitational acceleration prevails over frictional forces.

Experimental evidence (Pouliquen, 1999; Pouliquen and

Forterre, 2002) links 𝜇 to the flow depth ℎ, and to the Froude

number Fr = �̄�∕
√
𝑔ℎ cos 𝜃 where �̄� is the depth-averaged

velocity, and 𝑔 is gravity:

𝜇 (Fr, ℎ) = 𝜇s +
𝜇d − 𝜇s

𝛽ℎ

𝐿𝑑

1

Fr
+ 1

. (3)

In this expression, which is visually represented by Fig. 3, 𝛽

is a dimensionless constant, 𝐿 is a dimensionless parameter

linked to the flow thickness (Pouliquen, 1999), and 𝑑 is the

particle diameter. It must be highlighted that in Eq. 3 𝜇 is

a function of depth-averaged values. Hence, the expression

governs the basal resistance.

To extend the formulation beyond uniform conditions,

Jop et al. (2005) generalised the 𝜇 rheology to a 3D frame-

work, with I a local parameter, function of local state vari-

ables. In analogy to the depth-average theory, in steady-

uniform flows I is constant, and velocity follows a Bagnold

profile (GDR MiDi, 2004), leading to:

�̄� =
2I

5𝑑

√
Φ𝑔 cos 𝜃ℎ3∕2, (4)
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Figure 3: Friction coefficient 𝜇 as a function of the Froude
number Fr.

where Φ is the solid volume fraction, which for dense flows

can be assumed within the range 0.50-0.60 (GDR MiDi,

2004; Chialvo et al., 2012; Jop, 2015). Thus, by substituting

Fr and �̄� in Eq. 3, one obtains the local form of 𝜇:

𝜇 (I) = 𝜇s +
𝜇d − 𝜇s

𝐼0

I
+ 1

, (5)

where the constant 𝐼0 (Gray and Edwards, 2014) is:

𝐼0 =
5𝛽

2𝐿
√
Φ
. (6)

Therefore, two equivalent expressions of the 𝜇(I) rheology

are available: a depth-average version and a local one.

It must be emphasised that the local expression of 𝜇(I) is

derived from the depth-averaged framework. Hence, when

coupling a DA and a 3D model, no inconsistencies from a

rheological point of view are present, provided that the two

versions are implemented with equivalent parameters. The

depth-averaged 𝜇(I) rheology is based on 𝜇s, 𝜇d, 𝛽, 𝐿, and 𝑑.

Once the DA model is calibrated, its rheological parameters

can be used to obtain those of the local 𝜇(I). The parameters

𝜇s and 𝜇d appear in both versions and have the same physical

meaning, while 𝜌p, and 𝑑 are known material parameters. 𝐼0

can be calculated from Eq. 6

2.1. Regularisation of the local 𝜇(I) rheology
In a local form, the ratio between the shear stress and

the shear rate yields an expression for the apparent dynamic

viscosity (Jop et al., 2006) which, for the 𝜇(I) rheology,

reads:

𝜈 =
𝜏

�̇�𝜌
=

𝜇(I)𝑝

�̇�𝜌
=

⎛⎜⎜⎝
𝜇s +

𝜇d − 𝜇s

𝐼0

I
+ 1

⎞⎟⎟⎠
𝑝

�̇�𝜌
. (7)

If �̇� tends to zero, e.g. when approaching static conditions,

the viscosity diverges, which is physically inconsistent. Fur-

thermore, at the free surface both |�̇�| and 𝑝 vanish, leading

to an indeterminate value of 𝜈. This is a known issue (Barker

et al., 2015), which is usually mitigated by adopting a

regularisation scheme. This work adopts the regularisation

proposed by Franci and Cremonesi (2019) who discussed

two alternative algorithms to regularize viscosity: (i) expo-

nential and (ii) penalty. This paper employs the exponential

method since its implementation in the 3D model of choice

is more suitable. Thus, the viscosity expression becomes:

𝜈 =
𝑝

�̇�𝜌

⎡⎢⎢⎣
𝜇s

(
1 − exp

(
−�̇�

𝜆

))
+

𝜇d − 𝜇s

𝐼0

𝐼
+ 1

⎤⎥⎥⎦
, (8)

where 𝜆 is a regularisation parameter. Dimensionally, 1∕𝜆 is

a time. Note that in 8 for 𝜆 → 0 one obtains:

lim
�̇�→0

𝜈 =
𝑝

𝜌

⎡⎢⎢⎣
𝜇s

𝜆
+

𝜇d − 𝜇s

𝐼0

𝐼
+ 1

⎤⎥⎥⎦
, (9)

which is coherent with the theory (Jop et al., 2005; GDR

MiDi, 2004; Lagrée et al., 2011). Eq. 9 is the lower limit

that the viscosity can reach, and thus no cut-off has to be

applied.

3. The coupled numerical model

3.1. Multi-domain strategy
It is assumed that the medium is homogeneous and

incompressible, and employs a single-phase approximation

for both DA (Savage and Hutter, 1989) and 3D model

(Mohamad, 2011). Furthermore, it is assumed that the solid

particles are much smaller than the flow depth and length

(Pirulli and Mangeney, 2008). With these conditions met,

an equivalent fluid whose characteristics reasonably approx-

imate the real flow can usually be found (Fig. 4), and the

mass and momentum balance can be written as:

▿𝒖 = 0, (10)

𝜌

(
𝜕𝒖

𝜕𝑡
+ 𝒖▿𝒖

)
= ▿𝝈 + 𝜌𝒈. (11)

In the DA framework, this set of equations is averaged.

Savage and Hutter (1989) were the first authors to propose a

DA model for granular flows. Due to its hyperbolicity, their

original set of equations is known to have issues in handling
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(a)

l

h
u

(b)

Figure 4: (a) Debris representation as a liquid-solid mixture.
(b) Equivalent fluid approximating the real flow features.

large gradients of the physical variables (e.g. shock waves,

velocity change from supercritical to subcritical). These are

known to occur when a granular flow impacts an obstacle.

The research community has addressed this problem

by using the so-called high-resolution methods. One of

the most implemented high-resolution methods is the non-

oscillatory central differencing scheme with limiters and

cell reconstruction algorithms. Describing and listing high-

resolution methods would go beyond the goal of this paper.

The interested reader is redirected towards Pudasaini and

Hutter (2003); Tai (2000); Tai et al. (2002); Wang et al.

(2004); Pudasaini et al. (2005); Chiou et al. (2005).

Although these approaches are powerful and consistent,

in this paper what may be a more flexible and promising

alternative is proposed. Instead of modifying the numerical

scheme in the DA model of choice, its use is limited to when

the flow is far from a structure. As soon as the flow ap-

proaches an obstacle, a 3D model is applied. This allows us

to study vertical acceleration and shock waves. Furthermore,

the flow-structure interaction can be studied point by point

without depth-averaging physical quantities such as pressure

and velocity, and without resorting to ad hoc solutions.

Fig. 2 depicts how the coupled model is envisioned.

A coupling section (the vertical blue area in the figure)

splits the domain into two regions. In the first region (grey-

coloured in Fig. 2(a)), it is assumed that no structure is

present in the flow path. This part of the domain is solved

with a DA model. Whereas in the second region (grey-

coloured in Fig. 2(b)), structure and obstacles are present in

the flow path. The 3D LBM model is employed to carry out

the analyses in this region.

The following sections discuss how DA and 3D LBM

solve Eqs. 10 and 11 to model granular flows, and the

proposed coupling algorithm.

3.2. 2D domain: depth-averaged model (DA)
A complete description of the DA framework would be

beyond the goals of this paper. The interested reader is redi-

rected towards Mangeney-Castelnau (2003), or Pirulli and

Mangeney (2008) for a more practical approach. However,

the most relevant features are briefly described here.

During a granular flow event, the runout length 𝓁 is

much larger than the flow depth ℎ, as illustrated in Fig. 4(b).

This approximation is employed in the derivation of DA

models (Savage and Hutter, 1989; Hutter et al., 1995; RM

Iverson, 1997; Douady et al., 1999; Jenkins and Askari,

1999; Iverson and Denlinger, 2001; Mangeney-Castelnau,

2003). Thus, the generalised Saint-Venant equations are

obtained from Eqs. 10 and 11 (Savage and Hutter, 1989).

Since collisions and shearing are assumed to be localised at

the interface between flow and topographic surface (Kilburn,

1998), a suitable basal resistance law is necessary (Pirulli

and Mangeney, 2008). This is typically a Coulomb-like law.

However, Naef et al. (2006) discussed other possibilities.

This work employs a non-commercial DA software,

which has been widely validated (Pirulli, 2005; Pirulli et al.,

2007). The DA assumes a reference frame linked to the

topography, and isotropy of normal stresses. Thus, the depth-

averaged form of Eqs. 10 and 11 reads:

𝜕ℎ

𝜕𝑡
+

𝜕(ℎ�̄�)

𝜕𝑥
+

𝜕(ℎ�̄�)

𝜕𝑦
= 0, (12)

𝜕(ℎ�̄�)

𝜕𝑡
+
𝜕(ℎ�̄�2)

𝜕𝑥
+
𝜕(ℎ�̄��̄�)

𝜕𝑦
= 𝑔𝑥ℎ−

𝜕

𝜕𝑥

(
𝑔𝑧

ℎ2

2

)
−𝜇𝑔𝑧ℎ

�̄�

‖�̄�‖ ,
(13)

𝜕(ℎ�̄�)

𝜕𝑡
+
(ℎ�̄��̄�)

𝜕𝑥
+
𝜕(ℎ�̄�2)

𝜕𝑦
= 𝑔𝑦ℎ−

𝜕

𝜕𝑦

(
𝑔𝑧

ℎ2

2

)
−𝜇𝑔𝑧ℎ

�̄�

‖�̄�‖ ,
(14)

where �̄� and �̄� represent the depth-averaged velocity compo-

nents in 𝑥 and 𝑦, respectively, ℎ is the flow depth, 𝜇 is the

coefficient that simulates the resistance to flow introduced

in Section 2. The formulation of 𝜇 depends on the rheology.

Since in this paper the application is confined to a granu-

lar flow at the laboratory scale, the rheology proposed by

Pouliquen (1999) (see Section 2) is employed. Therefore, 𝜇

in Eq. 13 and 14 assumes the form reported in the Eq. 3.

3.3. 3D domain: Lattice-Boltzmann method
Contrary to DA, LBM does not directly solve Eqs. 10

and 11 but rather lays its foundation on the kinetic theory,

and on the Boltzmann equation (Arkeryd, 1972; Cercignani

C., 1988; He and Luo, 1997). The internal mechanics rely on

a mesoscopic kinetic description of the fluid as a collection

of streaming and colliding particles. Macroscopic quantities,

such as velocity and pressure, are reconstructed starting

from the results of the microscopic processes. Conservation

of mass and momentum is imposed, and a mechanism for

viscous dissipation of energy is introduced. Therefore, each

realisation of LBM is equivalent to a solution of Eqs. 10

and 11. The principles governing LBM are recalled here

for completeness. However, a complete description would

go beyond the scope of this work. The interested reader is

A. Pasqua: Preprint submitted to Elsevier Page 5 of 18
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Figure 5: Lattice used for discretising variables in LBM: (a)
regular grid; (b) discrete velocities.

redirected towards Succi (2003), or to Mohamad (2011) for

a more practical approach.

The variable of choice is a probability density function

𝑓 (𝒙, 𝑡, 𝒄), representing the probability of finding fluid parti-

cles with speed 𝒄 at location 𝒙 and time 𝑡. In LBM, space

is discretised using a regular grid, or lattice, with unitary

spacing as depicted in Fig. 5. Moreover, the microscopic

velocity field is also discretised, with only a small subset of

velocities allowed. Each velocity represents the movement

from one lattice node to one of the eligible neighbours, as

represented in Fig. 5. This work employs a 3D lattice with

19 permitted velocities 𝒄𝑖, the so-called D3Q19 lattice:

𝒄𝑖 = Δ𝑆∕Δ𝑡 ⋅

⎧⎪⎪⎪⎨⎪⎪⎪⎩

(0, 0, 0) for 𝑖 = 0,

(±1, 0, 0) for 𝑖 = 1÷2,

(0,±1, 0) for 𝑖 = 3÷4,

(0, 0,±1) for 𝑖 = 5÷6,

(±1,±1, 0) for 𝑖 = 7÷10,

(0,±1,±1) for 𝑖 = 11÷14,

(±1, 0,±1) for 𝑖 = 15÷18,

(15)

which is a suitable scheme to solve fluid dynamics, since it

offers good performance and accuracy. Δ𝑡 is the time step,

and Δ𝑆 = Δ𝑥 = Δ𝑦 = Δ𝑧 in LBM is the lattice discreti-

sation. The discretised form of the probability density func-

tion reads 𝑓𝑖(𝒙, 𝑡), with 𝑖 indicating the respective discrete

velocity. Macroscopic quantities, such as velocity, density,

and pressure, are reconstructed through simple summation:

𝜌 =

18∑
𝑖=0

𝑓𝑖, (16)

𝒖 =

18∑
𝑖=0

𝑓𝑖𝒄𝑖∕𝜌, (17)

𝑝 = 𝑐2
s
⋅ 𝜌, (18)

where 𝜌, 𝒖, and 𝑐s =
1√
3
⋅
Δ𝑆

Δ𝑡
are the fluid density, fluid

velocity, and the lattice speed of sound (Mohamad, 2011),

respectively. LBM treats the fluid as a slightly compressible

medium, with pressure linked to the density fluctuations.

The equation governing the evolution of 𝑓 is a discre-

tised form of the Boltzmann equation:

𝑓𝑖(𝒙 + 𝒄𝑖, 𝑡 + 1) = 𝑓𝑖(𝒙, 𝑡) + Ωcoll,𝑖(𝒙, 𝑡), (19)

where Ωcoll is an operator reproducing the effect of micro-

scopic collisions. In this paper, the form of Eq. 19 follows

the BGK approach (Bhatnagar et al., 1954), i.e. the collision

operator simply drags the system towards thermodynamic

equilibrium:

Ωcoll,𝑖 =
𝑓
eq

𝑖
− 𝑓𝑖

𝑡r
Δ𝑡, (20)

where 𝑡r is the relaxation time. 𝑓 eq is the probability density

function at equilibrium, which for a specific value of macro-

scopic velocity and density is:

𝑓
eq

𝑖
(𝒖, 𝜌) = 𝜌𝑤𝑖

(
1 +

𝒄𝑖𝒖

𝑐2
s

+

(
𝒄𝑖𝒖

)2
2𝑐4

s

−
𝒖𝒖

2𝑐2
s

)
. (21)

The set of weights 𝑤𝑖 ensures that the equilibrium distribu-

tions also obey Eqs. 16 and 17. The 𝑤𝑖 values for the lattice

of choice (Fig. 5) are:

𝑤𝑖 =

⎧⎪⎨⎪⎩

12∕36 for 𝑖 = 0,

2∕36 for 𝑖 = 1÷6,

1∕36 for 𝑖 = 7÷18.

Finally, to track the position of the free surface, a volume of

fluid method (Körner et al., 2005) is applied.

To implement the 𝜇(I) rheology in LBM, the relaxation

time 𝑡r can be directly related to the fluid viscosity 𝜈 as:
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Figure 6: Analytical Lagrée et al. (2011) and numerical
viscosity 𝜈 for 𝜇(I) rheology with LBM cut-off 𝜈min and 𝜈max.
(a) Correct lattice and time step discretisation. (b,c) Incorrect
lattice and time step discretisation, where LBM simulates
granular flows with constant viscosity 𝜈 ∈

[
𝜈min, 𝜈max

]
.

𝜈 =
𝑡r − 1∕2

3

Δ𝑆2

Δ𝑡
. (22)

Inverting Eq. 22, and inserting Eq. 7, one obtains the

constitutive law for the relaxation time:

𝑡r =
1

2
+ 3

𝑝𝜇(I)

𝜌�̇�

Δ𝑡

Δ𝑆2
. (23)

It must be highlighted that stability and accuracy are main-

tained in LBM as long as 𝑡r is within fixed limits. In agree-

ment with the literature, these limits are set to 𝑡r,max = 1.0

and 𝑡r,min = 0.5005. LBM can, therefore, simulate only a

specific range of viscosities:

𝜈min =
𝑡r,min − 1∕2

3
⋅
Δ𝑆2

Δ𝑡
, (24)

𝜈max =
𝑡r,max − 1∕2

3
⋅
Δ𝑆2

Δ𝑡
. (25)

Since the viscosity range is a function of Δ𝑆 and Δ𝑡,

these parameters must be chosen correctly to simulate the

correct range. To do this, it is necessary to compare 𝜈min

and 𝜈max with an estimate of the viscosity of the flow to

be simulated. Following a simple but effective approach,

it is possible to obtain such an estimate by employing the

analytical solution of the 𝜇(I) rheology under simplified

assumptions (Lagrée et al., 2011). Under the hypothesis

of a steady-state flow of constant height ℎ, on an inclined

constant slope 𝜃 (Fig. 8), one obtains pressure 𝑝, velocity 𝑢,

and viscosity 𝜈 as a function of depth 𝑧:

𝑝 (𝑧) = 𝜌𝑔ℎ

(
1 −

𝑧

ℎ

)
cos 𝜃, (26)

𝑢 (𝑧) =
2

3
𝐼𝜃

√
𝑔𝑑 cos 𝜃

ℎ3

𝑑3

[
1 −

(
1 −

𝑧

ℎ

)3∕2
]
, (27)

𝜈(𝑧) =
𝑑

ℎ

sin 𝜃
√
𝑔ℎℎ√

cos 𝜃𝐼𝜃

√
1 −

𝑧

ℎ
, (28)

where 𝐼𝜃 is the inverse of the 𝜇(I) function (Lagrée et al.,

2011).

Based on this simplified setup, Fig. 6 displays three

different scenarios regarding the numerical and analytical

viscosities as a function of the vertical coordinate 𝑧 ∈

[0, ℎ]. Fig. 6(a) shows the correct choice of time step Δ𝑡

and lattice spacing Δ𝑆. In this case, LBM can simulate the

correct viscosity variation. Whereas Fig. 6(b) and 6(c) show

setups where time step and lattice spacing are not chosen

correctly. LBM applies a viscosity cut-off and simulates a

reduced viscosity range whose upper/lower bounds are given

by Eqs. 24 and 25.

3.4. Coupling between DA and 3D: Coupled model
As mentioned in the introduction, at the coupling sec-

tion, the 3D model computes the velocity profile from the

DA model variables, which are �̄� and ℎ. However, the DA

model is based on an unstructured triangular grid, while the

3D mesh is cubic (Figs. 2(b) and (d), respectively). Thus, it

is necessary to project the DA variables to the 3D grid at

the coupling section. Fig. 7 illustrates the logical procedure.

The DA variables are based on mesh points (Fig. 7(a))

whose spacing is irregular in 𝑥 and 𝑦 directions (Δ𝑆∗ in

Fig. 7(a)). Hence, the results are interpolated on a sequence

of aligned points, whose spacing Δ𝑆 is equal to the 3D

model mesh (Fig. 7(b)). Finally, the 3D velocity profile

is computed (Fig. 7(c)) employing the analytical velocity

profiles obtained on stationary conditions with the 𝜇(I) rhe-

ology (Eq. 27). In order to convert a depth-averaged velocity

into a 3D velocity profile, some assumptions are made. The

𝜇(I) 3D velocity profile is adopted because, among others,

this rheology has a convenient analytical solution for the

velocity profile at steady-state. However, the flow could still

be unsteady when impinging on a barrier. This aspect should

be studied in future developments. Understanding how the

profile can be altered to account for unsteady effects may be

extremely helpful to improve the coupling algorithm.

The velocity profiles are rewritten as a function of �̄�,

which can be obtained by integrating Eq. 27 along the flow

depth:

�̄� =
2

5
𝐼𝜃

1

𝑑

√
𝑔 cos 𝜃ℎ3, (29)
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Figure 7: (a) DA results (flow height and depth-averaged velocity) on unstructured triangular (mesh Delaunay triangulation), (b)
interpolated results on square mesh compatible with the 3D model mesh, (c) 3D velocity profile computed from DA on regular
square mesh.
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Figure 8: 1D flow down an inclined plane. Reference system,
slope angle 𝜃, analytical velocity profile 𝑢(𝑧), flow height ℎ.

by combining Eqs. 27 and 29 one obtains:

𝑢 (𝑧, �̄�, ℎ) =
5

3
�̄�

[
1 −

(
1 −

𝑧

ℎ

)3∕2
]
, (30)

which directly links the DA variables �̄� and ℎ to the velocity

along the height. This vertical velocity profile is then used

as an inlet for the 3D model.

4. Numerical model validation: Frictional

rheology and coupling

Since no implementation of frictional rheologies has

been proposed for LBM, the 3D model of choice is bench-

marked using the available analytical solutions (Lagrée et al.,

Fluid node

Periodic

No-slip

Free surface

1

2

3

58

59

60

Figure 9: Boundary conditions and fluid area for 1D flow down
an inclined plane.

2011). A steady-state granular flow on an incline that extends

indefinitely in the two lateral directions 𝑥 and 𝑦 is studied.

Two different setups are used: (i) a double-periodic, infinite

flume, and (ii) an inlet-outlet configuration. The former

validates the implementation of the 𝜇(I) rheology, the latter

the inlet condition. A uniform material is simulated with the

same rheological parameters proposed by Jop et al. (2006):

𝜌 = 1500 kg/m3, 𝑑 = 20 mm, base inertial number 𝐼0 =

0.279, 𝜇s = 0.38 and 𝜇d = 0.64.

4.1. Double-periodic setup - validation of 3D

frictional rheologies
This setup, first simulates a flow depth ℎ and a slope

angle 𝜃 fixed at 0.10 m and 25◦, respectively. Figs. 8 and
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Figure 10: 1D flow down an inclined plane. Dimensionless
velocity 𝑢∗ = 𝑢(𝑧)∕

√
𝑔ℎ, pressure 𝑝∗ = 𝑝(𝑧)∕𝜌𝑔ℎ, and viscosity

𝜂∗ = 𝜂(𝑧)∕
√
𝑔ℎ3 along the vertical coordinate 𝑧∗ = 𝑧∕ℎ.

Comparison between 3D LBM and analytical solutions (Lagrée
et al., 2011).

9 provide the graphical illustration of the lattice used and

of the boundary conditions. An infinite flume is obtained

by applying periodic boundary conditions along the 𝑥 and

𝑦 directions. Zero-velocity condition at the bottom of the

flow, and zero-pressure at the free surface are imposed.

The domain is discretised using a lattice with dimensions

1×1×60 in the three directions. The time step Δ𝑡 and lattice

discretisation Δ𝑆 are 1⋅10−4 s and 1.6⋅10−3 m, respectively.

The time step and the lattice discretisation are calibrated to

simulate the correct range of viscosity (see Fig. 6(a)), and a

regularisation factor 𝜆 = 1.2 ⋅ 10−4 s−1 is applied.

Fig. 10 plots the comparison between the numerical

results and the analytical solutions. For both setups, compar-

ison of the values of pressure, viscosity, and velocity along

the flow depth, and variation of the solution for a varying

slope incline 𝜃 are made. The agreement with the analytical

solution (Eqs. 26, 27, and 28) is excellent.

Using the same setup, the dependence of the maximum

velocity (at the free surface, 𝑧 = ℎ) on the slope incline 𝜃 is

also studied. To highlight the different behaviour of the 𝜇(I)

rheology with respect to more conventional rheologies, the

profiles obtained with a Newtonian and a Bagnold formula-

tion on the same problem (subscripts B and N, respectively)

are also compared. For these rheologies, the velocity at the

free surface is:

𝑢B (ℎ) =
2

3

√
𝑔𝑑 sin 𝜃

ℎ3

𝑑3
, (31)

𝑢N (ℎ) =
2𝑔 sin 𝜃ℎ2

𝜈
. (32)
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0.0
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Numerical Newtonian
Analytical Bagnold
Numerical Bagnold

Analytical (I)
Numerical (I)

Figure 11: 1D flow down an inclined plane. Dimensionless
velocity 𝑢∗ (ℎ) = 𝑢 (ℎ) ∕

√
𝑔ℎ at the free surface with 𝜇(I),

Bagnold and Newtonian rheologies. Comparison between 3D
LBM and analytical solutions.

The studied slope inclines in the range tan 𝜃 ∈ [0.39, 0.56].

With these parameters and boundary conditions, the 𝜇(I)

rheology yields steady-state flows. The lower bound is at

the threshold of the no-flow condition 𝜇s

Fig. 11 shows the numerical and analytical solutions of

the velocity at the free surface as a function of tan 𝜃. The

fit with the analytical solution is excellent. The threshold

for incipient motion is also captured correctly, with the

flow progressively approaching the zero-velocity condition

at tan 𝜃 → 𝜇s. Fig. 11 also illustrates how the flow conforms

to the three states described by the 𝜇(I) rheology. The are

no flow for tan 𝜃 < 𝜇s, steady-state dynamic equilibrium for

𝜇s ≤ tan 𝜃 ≤ 𝜇d, and velocity divergence for tan 𝜃 > 𝜇d.

The Bagnold and Newtonian rheologies show a markedly

different behaviour. Flow is always possible, even for the

gentlest slopes, because no threshold stress for incipient

motion is defined. Moreover, the velocity increases with

tan 𝜃, without diverging. All these aspects are in contrast

with granular flows evidences, which proves the sensibility

of the 𝜇(I) rheology.

4.2. Finite-length domain: Validation of the inlet

condition
The implementation of the inlet condition for the 3D

LBM model and the 𝜇(I) rheology is now benchmarked. To

do this, the same analytical benchmark described in the pre-

vious section is employed: a steady-state flow on an infinite

incline. However, the inlet benchmarking is done using a

domain with fixed finite length 𝐿 = 100ℎ (Fig. 12), and

by applying an inlet condition at the upper boundary. Fig. 12

depicts the numerical scheme and the boundary conditions.

The domain is discretised on a lattice with dimensions
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Figure 12: Finite-length channel with inlet condition: (a) domain and geometry, (b) boundary conditions and lattice configuration.
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Figure 13: Finite-length channel with inlet condition. Dimen-
sionless velocity at the free surface 𝑢∗ (ℎ) = 𝑢 (ℎ) ∕

√
𝑔ℎ as a

function of the slope incline.

1000×1×30 in 𝑥, 𝑦, and 𝑧, respectively. The lattice spacing

Δ𝑆 = 1 ⋅ 10−2 m guarantees enough points to accurately

represent the flow. At 𝑥 = 0 m, an inlet with constant mass

flux (ℎ = 0.1 m and �̄� = 5.0 m/s) is imposed. Hence, by

employing the algorithm discussed in Section 3.4, the cor-

responding velocity profile is extrapolated, (see Fig. 12(a)).

At 𝑥 = 𝐿, an outlet condition is imposed.

Fig. 13 shows the numerical and analytical velocity at

the free surface 𝑢∗ (ℎ) = 𝑢 (ℎ) ∕
√
𝑔ℎ as a function of

tan 𝜃. An excellent agreement between numerical results

and analytical solutions (Eq. 27 (Lagrée et al., 2011)) is

observed. It is possible to draw the same conclusions as

Section 4 regarding the no-flow (tan 𝜃 < 𝜇s), steady-state

flow (𝜇s < tan 𝜃 < 𝜇d), and unsteady flow (tan 𝜃 > 𝜇d) con-

ditions. Moreover, the inlet condition is tested with the 𝜇(I)

velocity profile condition (Eq. 30). Since the velocity results

perfectly fit the analytical solutions, the implementation of

the 𝜇(I) rheology 3D inlet velocity profile proposed here is

considered validated.

4.3. Regularisation
When changing the slope incline 𝜃, a significant change

in the velocity magnitude occurs, as predicted by Eq. 27.

This corresponds to a change of the equivalent viscosity of

the material, see Eq. 28. Thus, due to the viscosity cut-off

discussed in Section 3.3, the simulation parameters must be

adapted for each simulation in order to simulate the correct

range of viscosity (see Fig. 6(a)). Since Δ𝑆 is fixed, in

order to correctly discretise the flow, the time step must be

adapted. The values of Δ𝑡 which correspond to an optimised

configuration are reported in Table 1.

The regularisation parameter 𝜆 must also be adapted,

since it changes together with the timescale of the flow. It

is possible to relate 𝜆 to the characteristic timescale of the

flow 𝑇 , which for this flow can be defined as:

𝑇 =
ℎ

𝑢 (ℎ)
, (33)

where 𝑢 can be obtained from the mean velocity predicted

by Eq. 29.

Dimensional analysis suggests that the 𝜆 must be in-

versely proportional to 𝑇 :

𝜆 (𝑇 ) =
𝑘

𝑇
, (34)
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Figure 14: Calibration of the regularisation factor 𝜆 as a
function of the flow timescale 𝑇 .

Table 1

Validation of inlet condition. 3D LBM discretization and
regularization.

Δ𝑆 [m] Δ𝑡 [s] tan 𝜃 [-] 𝜆 [s−1]

1 ⋅ 10−2

4.4 ⋅ 10−5 0.389 4.0 ⋅ 10−6

1.2 ⋅ 10−4 0.419 3.0 ⋅ 10−5

2.0 ⋅ 10−4 0.435 9.8 ⋅ 10−5

3.0 ⋅ 10−4 0.450 2.5 ⋅ 10−4

4.0 ⋅ 10−4 0.466 5.2 ⋅ 10−4

5.2 ⋅ 10−4 0.482 1.0 ⋅ 10−3

4.0 ⋅ 10−4 0.499 1.0 ⋅ 10−3

4.0 ⋅ 10−4 0.515 1.0 ⋅ 10−3

4.0 ⋅ 10−4 0.532 2.2 ⋅ 10−3

4.0 ⋅ 10−4 0.549 2.3 ⋅ 10−3

4.0 ⋅ 10−4 0.566 3.7 ⋅ 10−3

4.0 ⋅ 10−4 0.583 7.2 ⋅ 10−3

where 𝑘 is a dimensionless parameter. No universal value has

been proposed for this parameter, and thus it is determined

empirically. Due to regularisation being widely employed,

it might be beneficial to report the values used in this

study. Stable solutions were found across the whole range

of studied parameters by using 𝑘 = 1.1 ⋅10−4. Fig. 14 shows

how 𝑘was obtained by fitting the simulation parameters with

a hyperbola.

5. Application of multi-domain framework to

a laboratory flow

In this final section, the coupled DA-3D model is val-

idated, and thus the coupling algorithm proposed in Sec-

tion 3.4. The coupled model ultimately targets the sim-

ulation of real debris-flow channels. This is the geometry

where it is most advantageous, because obstacles or barriers

are usually located only on a limited portion of the basin.

However, data from in-situ measurements is notoriously

difficult to interpret. Obtaining reliable and coherent data

from sites is an active area of research (Leonardi and Pirulli,

2020). Therefore, a site geometry would not be optimal for

benchmarking purposes.

It was opted to validate the coupled model on a simpler,

more controlled environment as a first application. A replica

of the laboratory experiment conducted by Moriguchi et al.

(2009) is carried out. Moriguchi et al. (2009) assembled the

flume illustrated in Fig. 15(a). The flume can be considered a

model of a channel with a mitigation structure at its bottom.

The experiments were conducted with dry fine Toyoura

sand. The sand was fairly uniform, with mean particle size

𝑑 of 0.2 mm. To allow observation, one side of the flume

was built in acrylic. The flume length and width were 2.5 m

and 0.3 m, respectively, while its slope angle 𝜃 was 45°.

In the original paper, Moriguchi et al. (2009) carried out

experiments with angles steeper than 45°. However, since

no result regarding the free surface configuration is shown

in their paper, numerical analyses with 𝜃 steeper than 45°

are not run.

To carry out their studies, a container filled with sand

was placed at the flume top. The container had a gate which

could be opened quickly to initiate the flow. A barrier was

placed at the flume bottom. Fig. 15 shows the assembled

flume for the experiment and its numerical sketch. The

experiment was recorded, and had an overall duration of

approximately 1.6 s. The interested reader can find more

details in the original paper (Moriguchi et al., 2009).

These experiments are particularly suitable to validate

the proposed numerical model, since observations are very

accurate. Moreover, the tested material is mono-dispersed,

and dry. Thus, the underlying hypotheses of the 𝜇(I) rheol-

ogy are satisfied.

It is important to understand that analyses with mono-

disperse dry sand are carried out. Essentially, there are

essentially two reasons for this choice. (i) Moriguchi et al.

(2009) studied mono-disperse dry Toyoura sand. Since the

validation of the coupled model was based on back analysis

of this dry mono-disperse sand, other experiments would be

needed in order to validate a bi-disperse or saturated model.

(ii) More importantly, non-uniform flows cause segregation.

However, only DA models have been validated for problems

involving segregation (Iverson and Denlinger, 2001; Gray

and Ancey, 2011; Barker et al., 2021), whereas for 3D

models there is no consensus on how this could be achieved.

To cross-validate the model, the flow is replicated with

a pure 3D LBM model, with a pure DA model, and finally

with the coupled model. It is then possible to compare

the performances of the three approaches and draw some

preliminary considerations For consistency, the DA and

the 3D models should implement equivalent rheological

parameters. To do so, the following procedure is adopted.

Firstly, the 3D model is calibrated. It is sensible to use the

3D model to study the flow, mainly because the obstacle

imposes a vertical component of the flow which only a 3D

model can accurately compute. Moreover, the flow-structure
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Figure 15: (a) Laboratory flume assembled by Moriguchi et al. (2009). (b) Sketch for numerical simulations. A container filled
with sand is placed at the top of the flume, at its bottom a rigid barrier. The flume inclination is 𝜃 = 45°.

Table 2

Depth-averaged and local 𝜇(I) rheological parameters.

Depth-averaged 𝜇(I) Local 𝜇(I)

𝜇s [-] 0.3249 𝜇s [-] 0.3249
𝜇d [-] 0.7002 𝜇d [-] 0.7002
𝛽 [-] 0.75 𝐼0 [-] 0.3227
𝐿 [-] 7.5 𝜌p [𝑘𝑔∕𝑚3] 2600
𝑑 [mm] 0.2 𝑑 [mm] 0.2

interaction is a complex problem with a large number of

details i.e. granular jump, reflected wave, dead zone, and

airborne jet. These details can be studied with a good degree

of approximation, from a 3D model. In the 3D LBM model,

time and space are discretised as follows: Δ𝑡 = 1 ⋅ 10−5 s

and Δ𝑆 = 5 ⋅ 10−3 m. With this discretisation, LBM can

simulate the expected viscosity range (Fig. 6(a)). Starting

from this, the parameters of the depth-averaged 𝜇(I) rheol-

ogy are calculated, i.e. 𝜇s, 𝜇d, 𝛽, 𝐿, and 𝑑. However, 𝜇s and

𝜇d are identical in both versions of the rheology, and 𝑑 is a

known material parameter. 𝛽 is known from similar studies

(Pouliquen and Forterre, 2002; GDR MiDi, 2004). Finally

𝐿 is computed by inverting Eq. 6 with Φ = 0.6 (Jop, 2015).

All parameters are collected in Table 2. Note that the local

parameters are in agreement with similar studies (Lagrée

et al., 2011; Gesenhues et al., 2019). The coupled model is

discussed in detail in Section 5.3.

For the back-analysis of the experiments, two variables

are reported: free surface evolution with its final configura-

tion and flow velocity contours. Figs. 16 and 17 show, in

four different time frames (0.4 s, 0.8 s, 1.2 s, 1.6 s) the free

surface shape and the velocity contours. These time frames

are shown since they are the ones reported in the work of

Moriguchi et al. (2009).

5.1. Back-analysis of the flow: 3D LBM
As shown in Fig. 16 the results of the 3D model are

very close to the experimental observations. This match is

expected due to the high accuracy of the 3D model, with all

phases of the phenomenon (triggering, transportation, and

deposition) faithfully reproduced. At 0.4 s it is particularly

evident how both the results of the 3D model match the

experimental results at the rear and at the front. This is proof

that the 3D model is able to accurately reproduce the collapse

of an unstable mass and its following transportation phase,

at least in these idealised conditions. Furthermore, at the

1.6 s, for 𝑥 > 2.3 m (ahead of the barrier position), the free

surface shows a non-constant slope. This is caused by the

barrier, whose volume influences the depositional process

of the flow. This is a clear indication of how the 3D model

can accurately reproduce the presence of obstacles.

Regarding Fig. 17, no direct measurement of the velocity

is available from the experiments. Nevertheless, there is a

unique match between the velocity and the mass position

during the realisations. Since in Fig. 16 the 3D model

correctly predicts the mass position, the velocity shown in

Fig. 17 must be approximately the same as the one developed

in the flume. Thus, the conclusion may be that the actual

velocity that occurred in the flume is similar to the velocity

computed in the 3D model.

5.2. Back-analysis of the flow: depth-averaged

model
Table 2 shows the rheological parameters employed

in the DA model. Although the parameters are equivalent

to those used for the 3D model, the numerical results do

not equally match the experimental series. In particular, in

Fig. 16 one can see how the DA predicts an offset compared

to the experimental recordings. Even at 0.4 s, the front

A. Pasqua: Preprint submitted to Elsevier Page 12 of 18



Coupling Depth-Averaged and 3D numerical models for the simulation of granular flows

Experimental

x [m
]

h 
[m

]

h 
[m

]

x [m
]

h 
[m

]

x [m
]

h 
[m

]

x [m
]

DA
3D LBM
Coupled0.0

0.5

1.0

1.5

2.0

2.5

0.15

0.30

0.0

0.5

1.0

1.5

2.0

2.5

0.15

0.30

0.0

0.5

1.0

1.5

2.0

2.5

0.15

0.30

0.0

0.5

1.0

1.5

2.0

2.5

0.15

0.30

t = 0.4 s t = 0.8 s t = 1.2 s t = 1.6 s

Figure 16: 3D flow of granular material over inclined plane. The four representations plot the free surface configuration at different
time. From left to right: 0.4 s, 0.8 s, 1.2 s, 1.6 s.

position is ahead of the experimental results. The causes

of this over-prediction are to be found in the limits of the

DA models (see Section 3.2). Although at 0.4 s the flow

adheres to the shallowness assumption (ℎ∕𝓁 ≪ 1), the

inaccuracy is a consequence of what occurred in the earlier

time steps. At triggering, the shallowness assumption is

not met because ℎ = 0.3 m and 𝓁 = 0.5 m, leading to

ℎ∕𝓁 = 0.6. Thus, in the first time steps, the DA model

neglects the vertical momentum even in areas where this

is not appropriate. As long as the flow path is long enough,

this error is compensated in the runout phase. But in this

study the flow path is too short to compensate for this error.

Alternatively, a higher 𝜇s could have been employed to

reduce the initial velocity overestimation. However, in this

study, the best-fit friction angle would be of the order of

0.9. Such a high value of 𝜇s is unphysical and would lead to

unrealistic results in the 3D model. Furthermore, when the

flow reaches the flume bottom (between 0.8 s and 1.2 s), the

shape of the free surface appears unphysical. In particular,

it seems like the flow is not influenced by the barrier at

all. Moreover, when the flow front reaches the obstacle, a

vertical jet develops. Vertical jets occur when granular flows

at high Froude numbers impinge on obstacles. Such a jet

cannot be accurately replicated in the simulation carried

out in this paper due to the numerical scheme employed in

the DA model of choice, due to a classic finite-difference

scheme. To accurately resolve vertical jets, more complex

numerical tools are required (see Section 3.1). Finally, at

1.6 s the flow stops, and the slope of the free surface has

the same value as the frictional angle. Once more, this result

cannot be accepted because the influence of the barrier is

neglected. There are two possible explanations for these

inaccuracies. First, the shallowness condition (ℎ∕𝐿 ≪ 1)

is not met everywhere in the domain, and especially at flow

initiation. Moreover, special attention should be paid to the

integration scheme. Since the DA model of choice does not

implement a high-resolution non-oscillatory scheme, shock

waves and granular jumps cannot be computed accurately

(Gray et al., 2003; Wang et al., 2004; Pudasaini et al., 2005).

Hence, the flow-structure interaction is over-simplified, and

the results at impact are inaccurate.

Fig. 17 retraces the same inaccuracies as Fig. 16. The

same conclusions mentioned above can be proposed as pos-

sible explanations for the numerical inaccuracies.

5.3. Back-analysis of the flow: coupled model
In this final section, the results obtained using the cou-

pled model are discussed. In order to couple the DA and the

3D model, it is necessary to define the position of a coupling-

section, which splits the domains into two sub-domains and

applies the algorithm discussed in Section 3.4. It is important

to highlight that this study does not aim to find the optimal

position of the coupling section, which, in general, is a

problem related to the necessity to minimise computational

resources. Rather, the aim is to demonstrate that coupling a

DA and a 3D model is feasible and convenient.

For the current benchmark, the setup for the coupled

model is graphically detailed in Fig. 18. At 0.7 m, the

coupling section separates the domain into two parts in

agreement with the strategy described in Section 3.4. The

DA model solves the upper part of the computational do-

main, and the 3D LBM solver operates on the lower part,

which contains the obstacle. The position of 0.7 m is chosen

since at this location the condition ℎ∕𝐿 ≪ 1 is reasonably

met. Thus, the DA results are reliable.

The results in Fig. 16 support the application of the

coupled model. Despite the inaccuracies of the DA model,

once the 3D model converts the depth-averaged velocity into

a velocity profile, experimental observations are matched.

Moreover, the runup and the depositional process are similar
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Figure 17: Flow velocity for the tested models. Each row represents a numerical model results at a different time. Downwards:
DA, 3D, and coupled, from left to right: 0.4 s, 0.8 s, 1.2 s, 1.6 s.

to the pure 3D LBM model and to the experimental results.

At 1.6 s, the shape of the free surface is influenced by the

presence of the barrier. The numerical results (both 3D and

coupled) are very similar to the experimental results. The

differences are in the order of a few centimeteres, and can

be considered negligible. Indeed, both the 3D model and

coupled model are able to replicate the flow with remarkable

accuracy. These results suggest that the limitations of the DA
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model can be recovered by the 3D model, thus substantiating

the capabilities of the DA-3D coupling.

Fig. 17 shows the flow velocity. As described in Sec-

tion 5.1, since there is a correspondence between time and

the mass position (Fig. 16), the velocity in Fig. 17 corre-

sponds to the one observed in the flume.

5.4. Preliminary considerations on the coupling

section location and the computing efficiency
Some preliminary comments on the location of the cou-

pling section and computational efficiency can be made. A

set of simulations to show the effect of a change in the

location of the coupling section are performed. While there

is a certain degree of freedom in choosing the location of

the coupling section, this should not be too close to where

impact takes place, or to the initial column collapse. In these

areas, the flow shows a non-negligible vertical momentum,

which makes the coupling unsuitable. Hence, a theoretically

consistent location of the coupling section should in this case

be in the range 𝑥 = [0.55 m, 1 m]. Fig. 19 shows the results

of simulations with the coupling section at 0.55 m, 0.70 m,

0.85 m, and 1.00 m. Free-surface configurations for these

setups are taken at 0.8 s and the results, albeit exhibiting

slight differences, are comparable. The differences may be

caused by the assumption of steady-state, which introduces

an error, since the flow may still be accelerating at the

coupling position.

Some preliminary observation regarding computational

efficiency, can be discussed. The coupling between DA and

3D models is ultimately aimed at improving the computa-

tional efficiency of a 3D approach, making the simulation of

natural channels more achievable. In the proposed validation

this is not visible, since 3D domain constitutes a large

portion of the overall domain in any case. If, on the other

hand, we were to simulate a natural channel, the overall size

of the domain would be a few orders of magnitude larger

than the domain in which the 3D model is required (the

area around the obstacle). Thus, the coupled model has the

potential of reducing computational times exponentially.

6. Conclusions

In this work, a DA-3D coupled model to study granular

flows has been proposed. Coupling a DA and a 3D model
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is convenient because DA does not represent flow-structure

interaction well if vertical acceleration is not taken into ac-

count, unless a sophisticated numerical integration scheme

is employed. Furthermore, 3D models do not add relevant

information if no structure is present in the path of the flows.

Thus, splitting the domain into two parts can optimise the

computational time without losing relevant information due

to the vertical integration.

3D LBM was implemented because it offers distinct

advantages if compared to more traditional fluid solvers. The

main advantage of LBM is that parallelisation is easy to

achieve. Moreover, DEM can easily be combined with LBM

to simulate bi-dispersed flows in free-surface conditions,

even in complex geometries. A non-uniform sand with water

was not considered, although in nature this would be a com-

mon situation. It was preferable to focus on a dry uniform

material sand because non-uniform granular flows imply

segregation. In the literature, several DA models able to

consider segregation have been proposed, such as in Iverson

and Denlinger (2001); Gray and Ancey (2011); Barker et al.

(2021). However, equivalent formulations, to the best of our

knowledge, have not yet been implemented in 3D models.

The implementation of the 𝜇(I) rheology in a 3D LBM

code was validated first. A 1D flow over an infinitely ex-

tended inclined plane and a 2D channel with constant inlet

conditions were studied. The numerical results fit the analyt-

ical solutions (Lagrée et al., 2011) very well.

Most importantly, the coupling between a DA and a

3D model was tested at the laboratory scale. Numerical

analyses to replicate the study conducted by Moriguchi et al.

(2009) with the DA, the 3D LBM and the coupled model

were carried out. In the coupled model, as long as the flow

did not approach a barrier, DA was employed to solve the

flow motion. When the flow crossed a coupling section, the

3D model carried out the remaining part of the analysis.

This second part of the analysis included the flow-structure

interaction. The results are encouraging, since not only did

the 3D model successfully replicate the experiment, but the

coupled model was able to satisfactorily compute the flow

motion as well.

This work has produced some encouraging results in

terms of coupling DA and 3D models. However, since the

model was validated at the laboratory scale, no large-scale

effects could be observed, while the material employed was

fairly uniform sand. It would be interesting to repeat the

numerical analyses using large-scale facilities, as in this con-

text the material would not be uniform sand but a mud-debris

mixture with non-uniform granulometry. Non-uniform ma-

terial and large-scale geometry would allow more rigorous

testing of a coupled model with all its features, i.e. the

position of the coupling section, the coupling algorithm, and

the coupling rheological parameters.
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