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Abstract 

The fourth industrial revolution is based on cyber-physical 
systems and the connectivity of devices. It is currently unclear 
what the consequences are for patient safety as existing digital 
health technologies become ubiquitous with increasing pace 
and interact in unforeseen ways. In this paper, we describe the 
output from a workshop focused on identifying the patient 
safety challenges associated with emerging digital health 
technologies. We discuss six challenges identified in the 
workshop and present recommendations to address the patient 
safety concerns posed by them. A key implication of considering 
the challenges and opportunities for Patient Safety Informatics 
is the interdisciplinary contribution required to study digital 
health technologies within their embedded context. The 
principles underlying our recommendations are those of 
proactive and systems approaches that relate the social, 
technical and regulatory facets underpinning patient safety 
informatics theory and practice. 
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Introduction 

The fourth industrial revolution is based on cyber-physical sys-

tems and the connectivity of devices. ‘Health care 4.0’ de-

scribes the adaptation of health care to this new paradigm by 

facilitating, for example, physiological monitoring, assisted liv-

ing, and telemedicine[1]. Health care is already becoming in-

creasingly digital and connected with moves toward fog com-

puting and the Internet of Things[9]. Additionally, at the time 

of writing, the COVID-19 pandemic is accelerating the concep-

tion, design, development and use of digital health technology. 

Health care providers have quickly responded with rapid wide-

spread adoption of existing technology like video consulta-

tion[40]. Other technologies like electronic health records, de-

cision-support tools and handheld medical devices have been 

widely adopted with reported benefits for patient care along 

with concerns for patient safety[31]. Patient safety can be 

threatened by existing digital health technologies becoming 

ubiquitous with increasing pace and interact in unforeseen 

ways[5]. Previous work has presented an agenda for safety of 

digital health[32] to address the outstanding patient safety con-

sequences through systematic study[19]. To achieve these 

goals, there is a need for an improved understanding and praxis 

of patient safety in relation to information technology. 

Partially motivated by these concerns, the Patient Safety Trans-

lational Research Centres were set up by the UK National In-

stitute for Health Research to translate patient safety knowledge 

into practice[26]. Beginning in 2020, a series of workshops led 

by the Centres from both Yorkshire and Humber, and Greater 

Manchester were set up specifically to explore the interaction 

between emerging digital health technologies and patient 

safety. The aim of the workshops was to develop the field of 

Patient Safety Informatics and establish a platform of Patient 

Safety Informatics theory for future research and development. 

In this paper, we discuss the patient safety challenges of emerg-

ing digital health that were identified in the workshop, and pre-

sent recommendations to address the concerns posed by them. 

Methods 

The lead author undertook a review of the academic, commer-

cial and grey literature to collate an initial set of emerging 

health information technologies. This initial set was amended 

by 14 collaborators who represented a diverse range of exper-

tise in the development and evaluation of digital health technol-

ogies, including clinicians, commercial developers of digital 

health technologies, software engineers, medical statisticians, 

and researchers in applied health, health services, safety sci-

ence, human factors, health informatics, and clinical decision 

making. 

The 14 collaborators convened an expert, interdisciplinary 

workshop to discuss the challenges associated with the afore-

mentioned emerging technologies, and the consequences for 

patient-safety. Output from the workshop informed a rapid 

scoping review of the literature that explored the challenges and 

consequences that were raised, and additionally explored rec-

ommendations to mitigate and advert them. Similar to a Delphi 

method, the lead author then facilitated the iterative develop-

ment of a set of challenges, consequences and recommenda-

tions by synthesising contributions from the expert collabora-

tors with subsequent reviews of the literature. 
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Results 

Table 1 summarises recommendations to address patient-safety 

concerns posed by the challenges of emerging digital health.

Table 1– Summary of recommendation to address safety concerns posed by the challenges of emerging digital health. P = practical 
applications; T = theory development 

Challenge Consequence Recommendation 
Difficult to conceptualise threats to 

patient safety from non-physical 

innovations 

Inadequate consideration of threats to 

patient safety 

Systems approach to conceptualising riskT; 

Safety casesP; Sociotechnical perspective 

Difficult to build and maintain trust in 

health information sytems that are 

obscure and complex 

Misinformation and disinformation 

threaten patient safety 

Sociotechnical perspectiveT; FactSheetsP 

Unclear how to sensibly integrate and 

interpret new and voluminous data 

streams 

Missed opportunity to use data; 

Inappropriate use of data; Biased use of 

data 

Dynamic and causal modelling 

continuously surveilling performanceP; 

Middleware for interoperabilityP; 

Standards for linkage and exchange of 

health care dataP; Automated anomaly 

detectionP 

Reactive regulatory- and standards-based 

approaches to safety 

Avoidable harm is experienced before 

mitigations are put in place 

Gradual approval of medical devicesP; 

Systems approach to conceptualising riskT 

Emergent patient-safety consequences in 

health information systems 

Hazards cannot be completely foreseen Systems approach to conceptualising riskT; 

Systems approach to patient safetyT; Safety 

casesP; Sociotechnical perspectivesT; 

Gradual approval of medical devicesP 

Solutionism inappropriately simplifies 

problems and predicaments 

Unfit interventions and assurances Sociotechnical perspectiveT; Systems 

approach to conceptualising riskT 

Discussion 

Challenge 1: Conceptualising digital threats 

It is challenging to conceptualise threats to patient safety from 
digital influences. Much of the innovation in digital health tech-

nologies is not physical, instead manifesting as software, sys-

tems architecture and communication protocols. These newer 

innovations lack the tangibility so foundational to trust in digi-

tal and robotic systems[12]. Implementing digital technologies 

with their associated interconnections can increase system com-

plexity, reduce transparency of cause-and-effect and reduce the 

traceability of failures in the system. Patient safety might be fa-

cilitated by the use of dynamic, multi-view safety cases for dig-

ital health technology and for health care services[10,14,35]. 

Challenge 2: Trust in increasingly-complex digital health 
technology 

Introducing new technologies into health care processes can 
challenge trust between patients, health care professionals and 
health care organisations. Trust is integral to patient care and 

is, partly, a function of inter-personal behaviours between pa-

tients, health care professionals, and digital health-technology 

developers[33,36]. The growth in web–based health infor-

mation has introduced alternative sources of advice for patients, 

which can threaten patient safety with the risk of misinfor-

mation and disinformation[38]. Also, technology is often im-

plemented in a top-down process in which health care profes-

sionals must find ways to make the technology work for 

them[22]. These influences can lead to technology abandon-

ment[24] due to concerns over patient safety[22]. 

Practically, developers and vendors of emerging digital health 

technologies should include supplier declarations of conformity 

to industry standards and work to co-develop products and user 

information with user communities to promote trust [2]. A so-

ciotechnical approach can also facilitate transparency as a foun-

dation for trust in technology and its implementation, in line 

with the Transparency for Trust initiative[41]. 

Challenge 3: Integrating and interpreting data sources 

Inadequate integration of data sources can lead to misuse, 
abuse, and non-use of data. Increasing the availability of data 

increases opportunity to support the provision of high quality 

and safe health care but only if the data are coherent and inter-

pretable to health care decision makers and practitioners. Ap-

propriate integration is needed to avoid misuse, abuse and non-

use of data, which has been implicated in patient deaths[3]. 

To mitigate these hazards, safe development and use of middle-

ware – software that interfaces systems and applications – will 

be essential to provide an intermediary between heterogeneous 

health care data[8]. Other contributing solutions include distrib-

uted architectures to integrate electronic health records[29], 

methods that respect the latent processes that generate health 

care data[34], dynamic modelling of the data[18], and progress 

in artificial intelligence, particularly anomaly detection[20]. 

Challenge 4: Reactive regulations and standards 

As the pace of innovation accelerates, the current reactive (ra-
ther than proactive) regulatory– and standards–based ap-
proaches to safety will be increasingly ineffective at assuring 
patient safety. The consequence of reactive regulations and 

standards is that avoidable harm might be experienced before 

mitigations are put in place. We recommend synchronising the 
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development and evaluation of digital health technologies. Ex-

isting frameworks include the Idea-Development-Exploration-

Assessment-Long term study (IDEAL) framework[30] and the 

US Food and Drug Administration’s Software Pre-Cert Pilot 

Program[37]. Such frameworks also address other concerns 

about the increased administrative burden of more-stringent 

regulations, which might delay products that are imperfect but 

practically useful. 

We also recommend that regulators and developers of standards 

adopt a systems approach to conceptualising risk to appropri-

ately reflect the complex adaptive nature of health care[15]. 

Practically, this would be reflected in the guidance and require-

ments relating to risk assessments, which might help to increase 

sensitivity to safety during development. 

Challenge 5: Emergent patient safety consequences 

Focusing on technologies in isolation does not consider the pa-
tient safety consequences that emerge when technologies inter-
act. Health care systems are complex with a diversity of organ-

isational forms, interdependence, and feedback effects[4]. In-

teractions between digital health technologies can make threats 

to patient safety more visible, change the nature of risk, and in-

troduce new failure modes/incident types[22]. Sufficient theo-

retical and practical guidance is needed to navigate the novelty 

of emergent consequences and to understand how, through in-

teraction, technologies and users anticipate outcomes and act to 

influence them[39]. 

Health care systems are holarchical – nested systems of systems 

– as exemplified by the Heimdall framework of learning health 

systems[23] and Carayon et al.’s[6] model of workplace safety. 

Systemic and holarchical conceptualisations of health care pro-

cesses and patient-safety consequences can help to reveal fac-

tors underlying systems’ unpredictability. For example, the 

framework of Non-adoption, Abandonment, and Challenges to 

the Scale-Up, Spread, and Sustainability (NASSS) can help to 

identify uncertainties and interdependencies of technology-sup-

ported change in health care[13]. 

As noted by Weicks[39], resilience is an emerging ability of a 

system to respond to unexpected demands such that normal op-

erations can continue. Thus, our theoretical recommendations 

are to use systems–based definitions of risk and of resili-

ence[15,16] to complement a systems approach to patient 

safety. Practically, we recommend the aforementioned safety 

cases and gradual approval of medical devices as appropriate 

approaches to handle the limited capacity to predict the behav-

iour of complex systems. 

Challenge 6: Solutionism 

Techno-optimism and technology push can drive ineffective and 
adverse digital health interventions. Solutionism is an ideology 

that inappropriately recasts “complex social situations...as 

neatly defined problems with definite, computable solutions...if 

only the right [technologies] are in place”[25]. Examples in-

clude diet apps that inappropriately simplify body composition 

as merely a function of calorie consumption[21], and down-

playing the unimproved quality of life of patients treated for 

neurological disorders just because treatment improves easily-

measured variables of motor control[11]. Such techno-opti-

mism might arise from differences of perceived risk or per-

ceived capacity for control[17]. 

In addition to earlier recommendations of adopting sociotech-

nical perspective and a systems approach to conceptualising 

risk, solutionism can be addressed by adopting a systemic ap-

proach to patient safety. Ravitz et al. describe such an approach 

with a case study on medication infusion pumps[28], and the 

Systems Engineering Initiative for Patient Safety model pro-

vides a framework for understanding the structures, processes 

and outcomes in health care, more generally[7]. These ap-

proaches can help to sensitise developers and users of digital 

health to the relationships within health care systems that might 

facilitate unintended consequences. 

Limitations 

Although the workshop convened collaborators with interna-

tional experience, the recommendations herein could be im-

proved by contemporary international input. 

Conclusions 

The intention of this paper was to contribute to the process of 

developing the theoretical and practical foundations of Patient 

Safety Informatics, answering calls for practical progress in 

safety science[27]. The intersection between the established 

and broad disciplines of digital technology, safety science and 

clinical practice give rise to applied research and practice in, 

patient safety informatics. 

We presented 6 challenges posed by emerging digital health, 

described the consequences for patient safety, and recom-

mended theoretical and practical mitigations. A key implication 

of considering the challenges and opportunities for Patient 

Safety Informatics is the interdisciplinary contribution required 

to study digital health technologies within their embedded con-

text. While some recommendations are specific to challenges, 

the underlying principles are that of prospective action and a 

systems perspective that relates the social, technical and regu-

latory facets. These ideas will be further explored in subsequent 

workshops in our series that will address the consequences of 

contemporary safety theory for digital innovation, sociotech-

nical evaluation of digital health, and digital health interven-

tions designed to improve patient safety.  
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