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Resilience Enhancement of Pilot Protection in

Power Systems
Anthony Kemmeugne Student Member, IEEE, Amir Abiri Jahromi, Senior Member, IEEE, Deepa

Kundur, Fellow, IEEE

Abstract—Concerns about the cybersecurity and resilience of
power systems have heightened in electric utilities and regulatory
agencies over the past decade mainly because of the unpredictable
target, location and scale of cyberattacks and the potential
severity of consequences. The cybersecurity of pilot protection is
paramount in bulk power systems considering their prevalence
and the crucial role they play in protecting critical assets and
preventing large system disturbances and major blackouts. This
paper investigates the resilience of pilot protection using a co-
simulation platform based on OPAL-RT simulator and Riverbed
Modeler. It is demonstrated that software-defined networking
for operational technology (OT SDN) significantly improves the
resilience of pilot protection to false data injection (FDI) attacks
compared to traditional networks. Moreover, the resilience of
OT SDN based pilot protection to denial of service (DoS) attack
against the SDN controller is investigated both in the proactive
and reactive modes of operation. The simulation results verified
the resilience of OT SDN controller in OT SDN based pilot
protection to DoS attacks in the proactive mode of operation.

Index Terms—Cyber-physical security, power system resilience,
pilot protection, software-defined networking, co-simulation.

I. INTRODUCTION

THE electric power system represents a critical infrastruc-

ture upon which other critical infrastructures including

telecommunications, transportation, and financial systems de-

pend, thus forming a backbone for the security and welfare

of modern societies. Given the evolving landscape of threats

and adverse events against power systems, it is imperative that

we assess and enhance their resilience. The notion of power

system resilience is defined by the National Academies as “the

ability to prepare and plan for, absorb, recover from, and more

successfully adapt to adverse events” [1], [2].

Adverse events against power systems can be classified

as intentional and unintentional. The impact of unintentional

factors, including natural disasters, accidental failures, invol-

untary human error and design flaws, can be managed and

mitigated, in part, by targeted resilience investment, power

system restoration drills, high-quality human resource training,

and improved engineering designs. This is while the impact

of intentional events such as cyber-physical attacks are more

challenging to mitigate due to their often targeted and stealthy

nature and scale [3].
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Concerns about the cyber-physical security of power sys-

tems have been on the rise in recent years, in particular, after

the physical attacks on substation transformers in California

[4] and cyberattacks on the Ukrainian power grid in 2016 and

2017 [5], [6]. To address these and other growing concerns, the

North American Electric Reliability Corporation (NERC) has

established and mandated the critical infrastructure protection

(CIP) standards [7]. As indicated in the CIP standards, the

resilience of power systems is dependent on the resilience of

its associated cyber networks. The emergence of interoperable

communication protocols such as IEC 61850, deployment of

smart grid technologies, and adoption of Internet of Things

(IoT) devices and cloud services only heightens concern of

this dependence [8]. Despite the unquestionable benefits of

this transformation in reducing costs, improving reliability,

and automating and streamlining protection, control and asset

management, it introduces complex cybersecurity concerns

that must be appropriately addressed.

The cybersecurity of protection systems has been at the

forefront of concerns in regulatory agencies and utilities in

recent years [9], [10]. This is mainly because protection

systems form the most critical and fastest line of defence

against power system faults and disturbances. Moreover, var-

ious studies have indicated that misoperation of protective

relays have played a role in major disturbances and widespread

blackouts in power systems [11], [12]. Misoperation or de-

layed operation of protection systems during fault or large

disturbances has serious consequences for power system se-

curity and stability. In addition, sustained faults can damage

and even destroy critical assets including transformers. The

replacement of damaged assets often take weeks or months

significantly hampering electric power restoration. Moreover,

sustained faults increase the risk of wildfires [13], [14]. Thus,

it is imperative to improve the cyber-resilience of protective

relays against cyberattacks particularly during critical faults

and major disturbances.

Existing research on the cybersecurity of protection systems

mainly focuses on cyberattack impact analysis, developing

novel cyber-resilient protection logics, or proposing intrusion

and anomaly detection systems. This is while little or no at-

tention has been given to the cyber-resilience of the associated

communication networks that represent an integral part of

protection systems, in particular pilot protection. The impact of

cyberattacks against protection systems has been investigated

in [15] from reliability aspect. In [16], a distributed multi-agent

scheme has been proposed to detect and identify cyberattacks

against protection systems. Methods for detecting false data

injection (FDI) attacks against transmission line differential
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protection have been proposed in [17], [18]. In [19], domain-

based cyber-physical security solutions have been proposed for

distance protection and circuit breaker control. The impact of

cyberattacks against pilot protection has been investigated in

[14] while considering potential physical solutions. Rule-based

anomaly and intrusion detection systems have been proposed

in [20]–[23] for cybersecurity enhancement of protection sys-

tems. In [24]–[27], machine learning-based anomaly detection

systems have been proposed for protection systems.

As the protection systems move away from copper wires and

power-line carriers toward local area network (LAN)-based

and Internet protocol (IP)-related communication technologies,

it is important to examine the resilience of these commu-

nication technologies due to the stringent communication

requirements of protection systems. The design and applica-

tion of legacy Ethernet LAN and IP-based communication

networks to protection systems is an arduous task and may

not necessarily satisfy the performance requirements. This is

because network devices that forward packets in traditional

communication networks also determine the network path for

packets through using spanning tree algorithms (STA) and

associated protocols that need to communicate continuously

and negotiate forwarding paths, which adds jitter and degrades

performance particularly in the event of a topology change or

failure.

Although the network architecture is known in legacy

communications, lack of monitoring capabilities of network

traffic results in low network visibility. Moreover, power and

telecommunication engineers must individually configure each

individual network device separately using vendor specific and

low-level commands to ensure that strict real-time require-

ments would not be violated. In addition, legacy communica-

tion networks function based on plug-and-play model which

allows devices to communicate immediately after connection

without human intervention. This results in a communication

network architecture that lacks global visibility, cybersecurity

and resilience requirements for managing time-critical and

secure operation of protection systems.

In contrast, software-defined networking is a programmable

architecture for communication networks that decouples the

decision-making functions from packet forwarding functions

in network devices and hands them to a centralized controller.

With the separation of decision-making from packet forward-

ing, network devices become simple forwarding devices that

focus solely on forwarding packets based on flow tables.

The architecture of software-defined networking brings about

numerous benefits including; 1) on-demand resource allocation

and dynamic monitoring 2) simpler and less error-prone con-

figuration of network devices through software, 3) improved

cybersecurity by deny-by-default model and whitelisting of

communication packets, and 4) better network visibility and

situational awareness.

Software-defined networking (SDN) has been extensively

investigated in the literature in the context of microgrids and

smart grids for monitoring and control purposes [28]–[30].

Nevertheless, SDN has received little attention in the literature

for power system protection applications. The main difference

between monitoring/control and protection applications in

power systems is in the importance of communication network

latency in protection applications. The potential benefits of

applying software-defined networking to protective relays have

been highlighted in a recent research and development project

on cybersecurity of energy delivery systems by Department of

Energy [13]. To the best of our knowledge, no prior research

work has investigated the specific risks and benefits that SDN

may bring to the resilience of pilot protection against cyber-

attacks. As such, in this paper, we investigate the resilience

of pilot protection. The resilience of legacy communication

networks and software-defined networking for pilot protection

is investigated using a co-simulation platform based on the

OPAL-RT and Riverbed Modeler platforms. It is demonstrated

that software-defined networking for operational technology

(OT SDN) significantly improves the cybersecurity of pilot

protection compared to legacy communication networks.

The main contributions of this paper are as follows:

• The notion of cyber-resilience of pilot protection is pro-

posed, for the first time, and investigated for both SDN

and legacy Ethernet-based communication networks. We

characterize the resistance of employing OT SDN to FDI

attacks, as well as the improved resilience of OT SDN

controller in proactive mode to DoS attacks.

• We demonstrate how software-defined networking can

be integrated and implemented for pilot protection in

substation environments. Despite the extensive research

on the application of SDN to microgrids and smart

grids for monitoring and control purposes, to the best

of the authors’ knowledge, no prior research work has

investigated the application of SDN to protection and in

particular pilot protection.

• A co-simulation platform based on OPAL-RT and

Riverbed Modeler is employed to empirically test and

validate the benefits of software-defined networking for

improving the cyber-resilience of pilot protection.

The remainder of the paper is organized as follows. Section

II provides the necessary background about pilot protection

in bulk power systems and its resilience. Moreover, the key

questions concerning the resilience of SDN for pilot protection

are discussed. In addition, the attack model against pilot

protection is presented. In Section III, we first present the

principles of software-defined networking. Afterwards, we

highlight IT SDN shortcomings and OT SDN benefits for oper-

ational technology. Moreover, we discuss the specific risks and

benefits of IT SDN in reactive mode of operation and OT SDN

in proactive mode of operation for operational technology. The

co-simulation platform employed to investigate the resilience

of the legacy communication networks and software-defined

networking for pilot protection is presented in Section IV.

Simulation results are provided in Section V. A discussion

about the impact of cyberattacks on the dependability and

security of pilot protection schemes is provided in Section

VI before concluding the paper in Section VII.

II. CYBERSECURITY OF PILOT PROTECTION

Transmission lines in bulk power systems are protected

by primary/main and back-up protection using the principles

of distance, overcurrent and differential relaying [31]. The

primary/main protection of transmission lines is commonly
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based on pilot protection. This is mainly because overcurrent

and distance protection relays are unable to meet the need for

high-speed fault clearing.

A. Pilot Protection in Bulk Power Systems

High-speed fault clearing is essential in bulk power systems

to maintain system stability, reduce damage to critical assets,

improve power quality, and simplify protective relay coordi-

nation. Pilot protection achieves high-speed fault clearing for

the entire line segment by using a communication channel

to compare information from the transmission line terminals.

Pilot protection can be classified into directional comparison

protection and current-based protection. Directional compari-

son protection includes: 1) direct transfer trip (DTT), 2) direct

underreaching transfer trip (DUTT), 3) permissive underreach-

ing transfer trip (PUTT), 4) permissive overreaching transfer

trip (POTT), 5) directional comparison blocking (DCB), and

6) directional comparison unblocking (DCUB). Current-based

protection includes: 1) phase comparison protection, and 2)

differential protection [32], [33].

Directional comparison protection uses a communication

channel to exchange information about the direction of the

fault in relation to the protection device. If the fault direction

is into the line at all line terminals, the fault is internal and

a trip signal is issued. Otherwise, the fault is external and the

tripping signal is blocked. Directional comparison protection

can be classified as: 1) transfer tripping schemes and 2) block-

ing schemes. In transfer tripping schemes, the communication

channel is used to transmit a permissive tripping instruction

to the remote relay. This is while in the blocking schemes,

the communication channel is used to transmit a blocking

instruction to the remote relay.

An important distinction between transfer tripping schemes

and blocking schemes is the dependence of their reliability to

the availability of the communication channel. The reliability

of protection systems is separated into two aspects; 1) depend-

ability and 2) security. Dependability is concerned with the

ability of the protection scheme to operate correctly for faults

within its intended zone of protection. Security is concerned

with the ability of the protection scheme not to misoperate for

external faults and unfaulted operating conditions [32], [33].

In the absence of cyberattacks, the transfer tripping schemes

are very secure since they do not trip for external faults if

the communication channel is inoperative. Conversely, these

schemes lack dependability because they will not operate for

internal faults if the communication channel is inoperative. In

the absence of cyberattacks, the blocking schemes are very

dependable because they will operate for internal faults even

if the communication channel is unavailable. On the contrary,

they are less secure than transfer tripping schemes because

they will trip for external faults within reach of the tripping

functions if the communication channel is inoperative [32],

[33].

In current-based approaches, phase comparison protection

assesses the phase angles of the currents at the transmission

line terminals. The angle difference between the local current

and the current at the remote ends determines the existence of

a fault on the line. On the other hand, differential protection

compares the sum of the local and remote current value at each

terminal with an operation threshold value. Ideally, in a no-

fault scenario, the line current entering at one end would be the

same as that leaving at the other end, resulting in an actual

differential current value close to zero such that protection

remains inactive. In the presence of a fault, the differential

current value will exceed the threshold activating protection.

The dependability and security of current-based protection is

highly dependent on the availability of the communication

system.

B. Cyber-Resilience of Pilot Protection

Historically, two security strategies including the perimeter

defense and security-by-obscurity have been applied to protect

substations and protective devices. The perimeter defence

strategy uses firewalls at the boundary of substations and

works based on the idea that all devices inside the sub-

stations are trustworthy. The security-by-obscurity strategy

works based on the idea that cyberattackers knowledge about

the proprietary information and communication technologies

(ICT) inside the substations is limited. The emergence of

standardized and interoperable communication protocols such

as IEC 61850 with remote access as well as applications like

industrial internet of things (IIOT) renders both the security-

by-obscurity and the perimeter defense strategies obsolete.

In order to address the cybersecurity concerns associated

with the IEC 61850 protocols, the IEC 62351 standard has

been proposed by WG15 of TC57 [34]. Various measures

like message level authentications, encryption mechanisms and

role-based access controls that restrict unnecessary permis-

sions are recommended by the IEC 62351 standard to enhance

the overall cybersecurity of the substation automation. Yet,

no encryption mechanism was specified in the IEC 62351

standard for generic object oriented substation event (GOOSE)

and sampled value (SV) messages used by pilot protection

because of the time critical nature of these messages [35]. As

such, a breach on the substation local area network is sufficient

to compromise pilot protection schemes.

Layered firewalls with deny-by-default approach and in-

trusion detection systems (IDS) have been considered in the

literature to address the cybersecurity concerns of protection

and control systems in substations [27], [36]. Nevertheless,

firewalls and intrusion detection systems have their own

shortcomings. For example, remote management access to

firewalls is considered as a security concern [36]. Signature-

based and anomaly-based intrusion detection systems also

suffer from shortcomings like limitations in detecting previ-

ously unseen attacks and high false positive rates [27]. In

contrast to firewalls, SDN provides unparalleled cybersecurity

benefits by its ability to monitor and control communication

packets at all layers of the substation communications network.

Moreover, SDN control plane communications to configure

SDN switches are encrypted and authenticated which reduces

the attack surface compared to firewall management systems.

Additionally, SDN can be programmed to only send packets

that do not match approved flow entries to intrusion detection

systems which eliminates IDS false positives.

In this paper, we investigate the role that software-defined

networking can play in implementing layered cybersecurity
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measures in substations and improving the cyber resilience of

pilot protection. In particular, we address the following three

key questions.

1) What are the main resilience benefits of employing SDN

for pilot protection? We study how communication traffic

between protective relays can be pre-engineered using SDN

in the same manner that power system automation and control

systems are pre-engineered. This feature significantly reduces

the possibility of engineering errors and design flaws. Second,

we examine the deny-by-default model and whitelisting feature

of SDN for pilot protection. The deny-by-default model pro-

vides the ability to drop all unknown communication packets

and devices, while the whitelisting feature allows examination

of communication packet features including packet ingress

and egress ports, Ether-type, source and destination MAC

addresses and dropping un-authorized traffic. In contrast to

firewalls which are located at the boundary of substations,

SDN provides layered cybersecurity throughout the substation

communication network.

2) What are the most significant cybersecurity vulnera-

bilities associated with SDN and its implications for pilot

protection? The main risk associated with SDN is the vulner-

ability of SDN central controller to DoS attacks. We examine

both reactive and proactive modes of operation to assess the

seriousness of this vulnerability for pilot protection.

3) How can we feasibly test and assess the cyber-resilience

of SDN for pilot protection? Given the critical nature of

power grids, cybersecurity studies typically warrant isolated

conditions for testing. Pilot testbeds and empirical prototyping

are commonly used for analyzing the performance of protocols

and communication network technologies in power system

applications [37]. As such, we employ a co-simulator based on

OPAL-RT simulator and Riverbed Modeler for analyzing the

cyber-resilience of SDN and legacy communication networks

in pilot protection. The co-simulator provides the capability

to replicate both cyber and physical parts of pilot protection

enabling a more comprehensive assessment.

C. Attack Model

Cyberattackers target confidentiality, integrity and availabil-

ity of data. Confidentiality ensures that data is only known

to authorized parties and systems, integrity safeguards that

data is authentic and accurate, and availability assures data is

accessible to people and systems when it is needed. Integrity

and availability of data are paramount for pilot protection.

Hence, we consider false data injection (FDI) and denial of

service (DoS) attacks, the most well-known attacks against

data integrity and availability.

We assume, in this paper, that opponents have remote

access to the substation communication network as illustrated

in Fig. 1 to perform a cyberattack against Pilot protection.

Cyberattackers can access the substation network by recruiting

a substation employee or a contractor who has authority to

access communication devices in the substation. They can also

steal legitimate credentials using malware similarly to the 2015

Ukraine attack. The stolen or leaked substation operator cre-

dentials may also be used by opponents for network discovery,

and then remote connection to the substation communication

network to finally perform a cyberattack.

VT2 VT1

CT2 CT1
CB1CB2

Protected line

IED1

MU1

BRKR IED1

MU2

BRKR IED2

IED2
Inter-substation

communication for

teleprotection

Substation1Substation2

Switch1Switch2
Pilot protection

0000Malicious

device

Remote access

Attacker

Fig. 1. Schematic representation of the attack model against pilot protection.

Control plane

Application plane

Data plane

Applications Applications Applications

Controller

Northbound

Interface

Southbound

Interface

Fig. 2. Overview of SDN architecture.

III. SOFTWARE-DEFINED NETWORKING

SDN is a programmable architecture for communication

networks that decouples the packet forwarding functions in

network devices from the decision-making functions [38],

[39]. SDN consists of an application plane, control plane

and data plane as illustrated in Fig. 2. The SDN application

plane consists of a range of applications that make requests to

the control plane for network functions/resources. The SDN

control plane consists of a centralized SDN controller that is

responsible for controlling and managing the entire network.

The control plane supervises the network behaviour through

open interfaces and performs two tasks; 1) translates the needs

of the application plane into flow rules for the forwarding

devices in the data plane, and 2) provides information about

the network state in the data plane to the application plane.

The SDN data plane consists of forwarding devices such

as OpenFlow switches that execute the flow rules directed

by the SDN controller through flow tables. The northbound

interface provides communication between SDN application

plane and SDN control plane. The southbound interface pro-

vides communication between SDN control plane and SDN

data plane. The OpenFlow protocol is commonly employed in

the southbound interface. The OpenFlow protocol is an open

standard that is managed by the Open Networking Foundation

[38].

The OpenFlow protocol employs three functions – matches,

actions and counters – to make decisions concerning the com-

munication packets in the forwarding devices. The flow tables

in forwarding devices consist of combinations of matches and
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associated actions. The match function examines the packets

for specified match criteria like ingress port, Ethernet source

or destination medium access control (MAC) address, and

Ethertype. The action function then defines a specific action

or set of actions that is applied to all packets that meet the

specified match criteria. The SDN controller uses counters to

monitor traffic and collect statistics such as the number of

dropped packets and total byte count for a flow table [40].

SDN was originally developed for coordinating and manag-

ing large IT networks with dynamic and unpredictable traffic.

SDN for IT networks operates in a reactive mode such that

the forwarding devices send any packet that does not match

their flow table to the SDN controller. The SDN controller then

sends the packet to the application plane that then accordingly

programs the flow tables of the forwarding devices through

the SDN controller such that the packet reaches intended

destinations. In a reactive mode of operation, the application

plane may also instruct the controller to delete rules for a

flow after a period of inactivity to reduce the flow table

size in forwarding devices enabling performance improvement.

The application plane may also modify or add flow rules

to the SDN switches based on the statistics collected from

the network to improve performance. This functionality is

one of the major benefits of IT SDN known as on-demand

resource allocation. Yet, reactive mode of operation in IT SDN

suffers from the vulnerability that an attacker can flood an

SDN controller by sending a large number of new packets

unrecognizable to SDN switches. Various solutions such as

the use of multiple controllers have been suggested to address

this weakness of SDN controllers in IT networks.

In contrast to IT networks, OT networks are responsible

for critical processes and high-speed decision-making which

are characterized by deterministic and predictable traffic. As

such, the reactive mode of operation is not appropriate for OT

networks, which resulted in the introduction of OT SDN that

works based on a proactive mode of operation. In proactive

mode, all traffic is considered to be known and pre-engineered

by the SDN controller. Therefore, forwarding devices do not

react to unknown traffic by sending it to the control plane for

decision-making. Instead, proactive mode locks down the flow

tables in forwarding devices such that only pre-engineered

traffic can be forwarded. Thus, the controller solely will

be used to monitor port activity of forwarding devices and

baseline OT network traffic for identifying potential malicious

activities. Other techniques such as SNMP further can be used

for monitoring purposes of OT SDN and remove the SDN

controller to prevent any potential attack surface.

The principles of OT SDN bring important cybersecurity

benefits to the communication networks for operational tech-

nology including pilot protection. OT SDN enhances the cy-

bersecurity of communication networks by a deny-by-default

model; OT SDN drops any packets that do not match the

pre-engineered flow tables in the forwarding devices. In this

model, devices are not allowed to connect and communicate

with the network without prior approval. A recording of any

device connections can be logged and reported to the SDN

controller for further investigation. Thus, approved devices

cannot communicate before defining flow rules for them in

flow tables of forwarding devices. This is important because
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the legitimate traffic coming from a wrong port/device will be

dropped which deters FDI from compromised ports/devices.

Another benefit of SDN related to cybersecurity is enhanced

situational awareness and high network visibility. In SDN, it is

possible to centrally observe forwarding devices and monitor

every communication between them. This enables early detec-

tion of malicious activities by baselining the communication

traffic and monitoring the port activity of forwarding devices.

IV. CO-SIMULATION PLATFORM

Traditionally, cyber and physical aspects of power systems

have been modelled and simulated separately using event-

based and continuous-time simulators, respectively. Yet, the

rapid integration of communication networks and software

entities with physical equipment that are responsible for

controlling and monitoring power systems has created the

need for coupled simulation of cyber-physical components. In

particular, the need for the analysis of the complex interactions

between the cyber and physical parts has expedited the emer-

gence of co-simulators. Co-simulators are comprised of two or

more domain-specific simulators that are tethered to model the

interactions amongst different domains. They provide a cost-

effective, safe and practical alternative to prototype or real

systems for conducting various experiments including cyber-

physical security analysis especially in the context of modern

power systems.

A real-time co-simulator based on OPAL-RT and Riverbed

Modeler is employed in this paper to investigate the cyber-

resilience of pilot protection in the context of both legacy com-

munication networks and OT SDN. The implementations of

pilot protection based on legacy communication networks and

OT SDN in the co-simulator are illustrated in Figs. 3 and 4,

respectively. OPAL-RT simulator is a real-time simulator that

provides interfaces to other simulators or hardware through

its input/output (I/O) modules and Ethernet ports. OPAL-

RT simulator conveniently supports various communication

protocols in power systems such as IEC 61850 protocols and

DNP3. Riverbed Modeler is a flexible communication network

simulator that supports real-time simulations through a system-

in-the-loop module and provides a development environment

supporting a variety of protocols, technologies and network

types.
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The IEC 61850 protocol, common to modern pilot protec-

tion systems, is employed in the co-simulator to communi-

cate information between OPAL-RT simulator and Riverbed

Modeler, and network interface cards enable the data transfer

between OPAL-RT simulator and Riverbed Modeler. The

system-in-the-loop (SITL) publisher and subscriber ports in

the Riverbed Modeler perform the conversion of the real IEC

61850 packets to simulated packets and vice versa, respec-

tively. It is worth noting that the publisher and subscriber

traffic between the two simulators is separated using two

Ethernet switches and cables as illustrated in Figs. 3 and 4.

The legacy communication network is implemented in

Riverbed Modeler as illustrated in Fig. 3. The communication

channel between substations is modelled by a SITL link

that connects Ethernet switches in substations. Each Ethernet

switch receives communication packets through a SITL link

from a SITL publisher and sends communication packets to

the Ethernet switch in the other substation through a SITL

link. Moreover, each Ethernet switch delivers communication

packets received from the Ethernet switch in the other substa-

tion to a SITL subscriber through a SITL link.

The OT SDN communication network consists of appli-

cation plane, control plane and data plane as illustrated in

Fig. 4. The SDN application plane is implemented using Post-

man. Postman is a popular application programming interface

(API) that allows interaction with SDN controller using the

HTTP protocol. The forwarding rules in SDN switches are

programmed in extensible markup language (XML) format

in Postman. Postman then sends a POST request to the

SDN controller with payload in XML format through HTTP

protocol. SDN controller is implemented using OpenDaylight.

OpenDaylight is a modular open platform for customizing and

automating networks. OpenDaylight is installed on an Oracle

virtual machine. OpenDaylight controller runs as a service

which enables communication between applications in the

SDN application plane and the SDN data plane. OpenDay-

light interacts with the data plane using Openflow protocol.

The SDN data plane is implemented in Riverbed Modeler.

OpenDaylight communicates with Riverbed Modeler through
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Fig. 5. The IEEE PSRC D6 benchmark test system..

a SITL port, i.e., SITL controller port as illustrated in Fig. 4.

Similar to the legacy communication network, the commu-

nication channel between substations is modelled by a SITL

link. The difference here is that SDN switches are used in

substations instead of Ethernet switches. Each SDN switch

receives packets through a SITL link from a SITL publisher

and sends packets to the SDN switch in the other substation

through a SITL link based on flow rules in its flow table.

Moreover, each SDN switch delivers packets received from

the SDN switch in the other substation to a SITL subscriber

through a SITL link.

V. CASE STUDIES AND EMPIRICAL TESTS

Seven case studies are conducted in this section to investi-

gate the benefits of OT SDN in improving the cyber-resilience

of pilot protection. In the first study, a directional comparison

protection i.e., permissive overreaching transfer trip (POTT) is

implemented in the co-simulation platform using both legacy

communication networks and SDN. The POTT protection trips

the circuit breaker at each end of a protected line immediately

after receiving the overreaching zone 2 signals from both

terminals of the protected line. In the second study, it is

demonstrated that pilot protection like POTT using legacy

communication networks is vulnerable to FDI attack. In the

third study, OT SDN which uses proactive mode of operation

is implemented to demonstrate how OT SDN can successfully

prevent FDI attacks against pilot protection like POTT.

In the fourth study, it is demonstrated that direct underreach-

ing transfer trip (DUTT) protection using legacy communica-

tion networks is vulnerable to FDI attacks. In the fifth study,

OT SDN in proactive mode of operation is implemented in the

co-simulation platform similar to the third study to demon-

strate how OT SDN can successfully prevent FDI attacks

against DUTT protection. In the sixth and seventh studies,

we demonstrate how SDN is vulnerable to DoS attacks in the

reactive mode of operation while being resilient to DoS attacks

in the proactive mode, respectively. The POTT protection

scheme is considered in the sixth and seventh studies. The

same approach can be used to investigate DoS attacks against

OT SDN in the other pilot protection schemes.

The IEEE power system relaying committee (PSRC) D6

benchmark test system [41], [42] is used in the case studies.

The benchmark test system connects a power plant with

four 250 MVA generators to a 230 kV transmission network

through two parallel 500 kV transmission lines. The 230 kV

transmission network is modelled as an infinite bus. All the
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Fig. 6. POTT protection signals and circuit breakers state of (a) Relay 1 and
CB1 and (b) Relay 2 and CB2.
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Fig. 7. The rotor speed of the generating unit G1 when the permanent three-
phase-to-ground fault at 82% of the line L1 is cleared instantaneously.

circuit breakers in the benchmark test system except the circuit

breaker CB10 are initially closed as illustrated in Fig. 5. In the

case studies, a permanent three-phase-to-ground midline fault

occurs at t = 0.2 s on line L1 of the benchmark test system

as illustrated in Fig. 5. The location of the fault is at 82% of

the transmission line from bus A.

A. Case Study I: Simulating the IEEE PSRC D6 Test System

for Legacy Communication Networks and OT SDN

POTT protection is implemented in this case study using

distance relays. Moreover, for comparison, the communication

network between the substations is implemented using both

legacy communication networks (Fig. 3) and OT SDN (Fig.

4). A permanent three-phase-to-ground midline fault on the

transmission line L1 of the benchmark test system is simulated

in OPAL-RT simulator as discussed previously. The simulation

results for legacy Ethernet-based communication networks

and OT SDN are essentially identical in the absence of

cyberattacks which are presented collectively in Figs. 6 and 7.

As illustrated in Fig. 6, in the absence of cyberattacks,

the zone 2 elements of distance protective relays in both

substations observes the fault and issue the permissive trip

signal (PTS TX). Thus, POTT protection operates and in-

stantaneously trips the circuit breakers CB1 and CB2. The

opening of the circuit breakers CB1 and CB2 isolates the

faulty transmission line L1 and preserves the stability of the

generators in the power plant as illustrated in Fig. 7.

B. Case Study II: Simulating False Data Injection Attacks

Against Legacy Communication Networks for POTT Scheme

The implementation of the FDI attack against pilot pro-

tection based on legacy communication network in Riverbed

Modeler is illustrated in Fig. 8. The GOOSE packets contain-

ing false permissive transfer trip signals are first generated
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Fig. 8. Implementation of false data injection attack against legacy commu-
nication network in Riverbed Modeler.
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Fig. 9. Step-distance relay signals and circuit breakers state of (a) Relay 1
and CB1 and (b) Relay 2 and CB2.

using OPAL-RT simulator and saved using the Wireshark

tool; Wireshark is an open-source software that is able to

monitor, and save communication packets. The GOOSE pack-

ets containing false permissive transfer trip signals are then

injected into the communication network via the Wireshark

tool through a SITL port as illustrated in Fig. 8. The FDI

attack, here, takes advantage of the plug-and-play model of

the legacy communication networks. The attacker can simply

perform the FDI attack by connecting the attack device to the

communication network of the substations as illustrated in Fig.

8.

Similar to Case Study I, a permanent three-phase-to-ground

midline fault is simulated in OPAL-RT simulator on the trans-

mission line L1 of the benchmark test system at 82% of the

transmission line from bus A. The protective relay and circuit

breaker signals are illustrated in Fig. 9. In Fig. 9, PTS TX

denotes transmitted transfer trip signal. PTS RCV denotes

received transfer trip signal. 21G Z1 PKP and 21G Z2 PKP

respectively denote zone 1 and zone 2 pick-up signals of

distance relays. 21G Z1 Trip and 21G Z2 Trip respectively

denote zone 1 and zone 2 trip signals of distance relays. CB1
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p
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Fig. 10. The rotor speed of the generating unit G1 when the permanent
three-phase-to-ground fault at 82% of the line L1 is cleared after 30 cycles.
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Fig. 11. Implementation of false data injection attack against SDN network
in Riverbed Modeler.

State and CB2 state respectively denote the status of the circuit

breakers CB1 and CB2.

As illustrated in Fig. 9 (a) and (b) both relays see the

fault in zone 2 (21G Z2 PKP) and send the permissive

trip signals (PTS TX) to the remote relay. Nevertheless, the

attacker replaces the original GOOSE packets containing the

permissive trip signals from substation 2 to substation 1 with

false GOOSE packets indicating no permissive trip signals

(PTS RCV). Therefore, the POTT protection does not operate

in substation 1 as illustrated in Fig. 9 (a). The distance relay

2 sees the fault in zone 1 (21G Z1 PKP) and instantaneously

issues 21G Z1 trip signal to the circuit breaker CB2 as

illustrated in Fig. 9 (b). This is while the distance relay 1

waits for 30 cycles before issuing the 21G Z2 trip signal to the

circuit breaker CB1 as illustrated in Fig. 9 (a). As a result, the

transmission line L1 remains connected to the bus A despite

the fault and the generators continue to feed the fault current.

Thus, the generators lose synchronism as illustrated in Fig.

10 demonstrating the vulnerability of legacy communication

networks to FDI attacks.

C. Case Study III: Simulating False Data Injection Attacks

Against OT SDN for POTT Scheme

Implementation of the FDI attack against pilot protection

based on OT SDN is illustrated in Fig. 11. The legitimate

traffic between substations is pre-engineered in SDN switches

by Postman through OpenDaylight. The pre-engineered for-

warding rules programmed in Postman for a SDN switch
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Fig. 12. Step-distance relay signals and circuit breakers state of (a) Relay 1
and CB1 and (b) Relay 2 and CB2.

contains the name of the switch. Moreover, the header in-

formation is defined which include source MAC address,

destination MAC address, and the type of the packet, i.e.,

GOOSE packet. The action that should be taken by the SDN

switch is further defined to send the packet to a pre-determined

port as illustrated in Fig. 11.

Similar to Case Study II, the POTT protection is imple-

mented and communication packets containing false data is

again injected to the communication network using Wireshark

tool through a SITL port as illustrated in Fig. 11. It is assumed

that the cyberattacker knows the destination MAC address and

the type of legitimate packets i.e., GOOSE. Moreover, it is

assumed that the attacker is able to gain access to an approved

port of the SDN switch to inject the packets containing false

data. It is worth noting that a cyberattacker without access

to an approved port cannot inject false data since the SDN

switches work based on a deny-by-default model in contrast to

legacy switches which work based on a plug-and-play model.

Nevertheless, the attacker cannot obtain information about

the source MAC address of the legitimate packets since the

attacker does not have access to the information about the pro-

tective relay in the remote substation. The packets containing

false GOOSE messages coming through the approved port are

dropped in this Case Study by SDN switches since the source

address of the packets was not correct.

As a result, the permissive trip signals (PTS TX) are

received by POTT protection similar to Case Study 1 (Fig.

6) and the faulty line L1 is isolated immediately. Therefore,

the stability of the generators in the power plant is preserved

similar to Case Study 1 (Fig. 7) despite the FDI cyberattack.

D. Case Study IV: Simulating False Data Injection Attacks

Against Legacy Communication Networks for DUTT Scheme

The implementation of the FDI attack against DUTT

scheme based on legacy communication network in Riverbed

Modeler is similar to case study II (Fig. 8). The GOOSE

packets containing false direct underreaching transfer trip

signals are first generated using OPAL-RT simulator and saved

using the Wireshark tool. The GOOSE packets containing false

direct underreaching transfer trip signals are then injected into

the communication network via the Wireshark tool through a

SITL port similar to case study II (Fig. 8). The difference to

case study II is that the benchmark test system is working

under normal conditions in this case study. The cyberattacker

injects GOOSE packets containing false direct underreaching

transfer trip signals at t = 0.2 s with the objective of opening

the circuit breaker CB1 and tripping the transmission line L1.
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Fig. 13. Step-distance relay signals and circuit breakers state of (a) Relay 1
and CB1 and (b) Relay 2 and CB2.

The protective relay and circuit breaker signals for this

case study are illustrated in Fig. 12. In Fig. 12, DUTS TX

denotes transmitted direct underreaching transfer trip signal.

DUTS RCV denotes received direct underreaching transfer

trip signal. 21G Z1 PKP denotes zone 1 pick-up signal of

distance relays. CB1 State and CB2 state respectively denote

the status of the circuit breakers CB1 and CB2.

As illustrated in Fig. 12 (a) and (b), there is no fault in

the system and distance relays do not see any faults in zone

1 (21G Z1 PKP). The cyberattacker sends GOOSE packets

containing false direct underreaching transfer trip signals at

t = 0.2 s to the circuit breaker CB1. Therefore, the circuit

breaker CB1 opens as illustrated in Fig. 12 (a) and trips the

transmission line L1. The outage of the transmission line L1

causes a disturbance in the system but the generators do not

lose synchronism due to this cyberattack. The rotor speed of

the generator G1 in this case study is similar to Case Study I

(Fig. 7).

E. Case Study V: Simulating False Data Injection Attacks

Against OT SDN for DUTT Scheme

The implementation of the FDI attack against DUTT

scheme based on OT SDN is similar to case study III (Fig. 11).

The legitimate traffic between substations is pre-engineered

in SDN switches by Postman through OpenDaylight. The

pre-engineered forwarding rules programmed in Postman for

a SDN switch contains the name of the switch. Moreover,

the header information is defined which include source MAC

address, destination MAC address, and the type of the packet,

i.e., GOOSE packet. The action that should be taken by the

SDN switch is further defined to send the packet to a pre-

determined port as illustrated in Fig. 11.

Similar to Case Study IV, the communication packets con-

taining false direct underreaching transfer trip signals are again

injected to the communication network using Wireshark tool

through a SITL port as illustrated in Fig. 11. It is assumed

that the cyberattacker knows the destination MAC address

and the type of legitimate packets i.e., GOOSE. Moreover,

it is assumed that the attacker is able to gain access to

an approved port of the SDN switch to inject the packets

containing false direct underreaching transfer trip signals.

The packets containing false direct underreaching transfer trip

signals coming through the approved port are dropped in this

case study by SDN switches since the source address of the

packets was not correct. As illustrated in Fig. 13 (a) and (b),

the cyberattack is unsuccessful and the circuit breaker CB1
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Fig. 14. The queuing delay of a SDN switch under a DoS attack in the
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Fig. 15. Communication statistics of the link between data plane and control
plane after a DoS attack in the reactive mode of operation.

remains closed. Thus, the power system continues to operate

under normal conditions.

F. Case Study VI: Simulating DoS attacks against SDN in the

Reactive Mode of Operation

The vulnerability of SDN in reactive mode to DoS attacks

is examined in this study. The communication traffic between

substations is pre-engineered in SDN switches by the SDN

controller similar to study III. The difference, here, is that SDN

switches are programmed to forward unknown communication

packets to the SDN controller based on the reactive mode of

operation.

We consider a scenario where an attacker has access to

an approved port in an SDN switch to inject communication

packets. The objective of the attacker is to disable the com-

munication network by injecting a large number of unknown

packets. The TCP replay command in Wireshark tool is used

to implement the DoS attack. The number of packets injected

by the attacker in this study is forty thousand times larger than

the number of packets in study III to realize a DoS attack.

In this study, SDN switches forward a copy of the unknown

packets to the SDN controller based on the reactive mode

of operation. As illustrated in Fig. 14, the computational re-

sources of the SDN switch under attack are entirely consumed

by the DoS attack. As a result, the queuing delay of the SDN

switch begins to increase to more than 1 s. Moreover, the

DoS attack consumes the available communication capacity

between the data plane and control plane as illustrated in

Fig. 15. As such, the SDN controller is unable to take any

corrective action to mitigate the DoS attack consequences, for

example, by updating the flow tables of SDN switches. Any

attempt to update the flow tables of SDN switches resulted

in the error message 501 which indicates the SDN controller

request failure. Thus, DoS attacks in the reactive mode of

operation are successful.

As illustrated in Fig. 16 (a), relay 1 sees the fault in zone 2

(21G Z2 PKP) and sends the permissive trip signal (PTS TX)



10

0.2 0.4 0.6 0.8 1

CB1 State

21G Z2 Trip

POTT

PTS TX

PTS RCV

21G Z2 PKP

21G Z1 PKP

time (s)
(a)

Relay 1

0.2 0.4 0.6 0.8 1

CB2 State

21G Z1 Trip

POTT

PTS TX

PTS RCV

21G Z2 PKP

21G Z1 PKP

time (s)
(b)

Relay 2

Fig. 16. Step-distance relay signals and circuit breakers state of (a) Relay 1
and CB1 and (b) Relay 2 and CB2.

to relay 2. Moreover, relay 2 sees the fault both in zone 1 and

2 (21G Z1 PKP and 21G Z2 PKP) and sends the permissive

trip signal (PTS TX) to the relay 1 as illustrated in Fig. 16

(b). Nevertheless, the permissive trip signals get delayed by

the DoS attack and do not reach the respective remote relay

in a timely fashion. The relay 2 (R2) instantaneously issues

21G Z1 trip signal to the circuit breaker CB2 as illustrated

in Fig. 16 (b) because it sees the fault in zone 1 (21G Z1

PKP). This is while the relay 1 (R1) waits for 30 cycles before

issuing the 21G Z2 trip signal to the circuit breaker CB1 as

illustrated in Fig. 16 (a). This is because relay 1 does not

receive the permissive trip signal (PTS RCV) from the relay

2. Thus, the generators lose synchronism similar to Case Study

II (Fig. 10) demonstrating the vulnerability of pilot protection

based on SDN in reactive mode to DoS attacks.

G. Case Study VII: Simulating DoS Attacks against SDN in

the Proactive Mode of Operation

The vulnerability of SDN to DoS attacks in the proactive

mode of operation is examined in this study. To lock down the

flow tables, the SDN controller is removed after initializing the

switches in the data plane. A scenario similar to study IV is

considered where an attacker has access to an approved port

in an SDN switch to inject communication packets, the TCP

replay command in Wireshark tool is used to implement the

DoS attack, and the number of packets injected by the attacker

in this study is also on the same scale.

As evident, the unknown packets are dropped by the SDN

switches without sending a copy to the SDN controller. As

such, the queuing delay caused by the DoS attack in proactive

mode of operation remains under a millisecond as illustrated

in Fig. 17. This is because the computational resources of the

SDN switch under attack are not consumed to send a replica

of the unknown packets to the SDN controller. Thus, the DoS

attack is unsuccessful in SDN proactive mode of operation.

In this study, the permissive trip signals (PTS TX) are

received by POTT protection similar to Case Study 1 (Fig.

6) and the faulty line L1 is isolated immediately. Therefore,

the stability of the generators in the power plant is preserved

similar to Case Study 1 (Fig. 7) despite the DoS cyberattack.

This demonstrates the resilience of pilot protection based on

SDN to DoS attacks in proactive mode compared to reactive.
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Fig. 17. The queuing delay of a SDN switch under a DoS attack in the
proactive mode of operation.

VI. DISCUSSION

Cyberattackers can produce both security and dependability

failures for pilot protection. Nevertheless, there is a distinction

between the number of signals that should be compromised

by cyberattackers to cause dependability and security failures

depending on the type of the pilot protection scheme.

For example, FDI attacks can produce both dependability

and security failures for POTT protection scheme when there

is a fault within the zone 2 protection reach of the relay.

The dependability failure for POTT protection scheme occurs

when the fault is on the line and the compromised transfer

trip signal by the FDI attack indicates that there is no fault on

the line. Conversely, the security failure for POTT protection

scheme occurs when the fault is on the adjacent line and within

the zone 2 protection reach of the relay but the compromised

transfer trip signal by the FDI attack indicates that the fault is

on the line. A cyberattacker cannot produce security failures

for POTT protection scheme just by compromising the transfer

trip signal by FDI attack when there is no fault in the system.

This is while a cyberattacker can produce dependability and

security failures for DUTT and DTT schemes just by compro-

mising the transfer trip signal under all conditions.

Cyberattackers also can produce dependability and security

failures for DCB protection scheme when there is a fault

within the zone 2 protection reach of the relay. The depend-

ability failure for DCB protection scheme occurs when the

fault is on the line and the compromised blocking signal by

the FDI attack indicates that there is no fault on the line.

Conversely, the security failure for DCB protection scheme

occurs when the fault is on the adjacent line and within the

zone 2 protection reach of the relay but the compromised

blocking signal by the FDI attack indicates that the fault is

on the line. A cyberattacker cannot produce security failures

for DCB protection scheme just by compromising the blocking

signal by FDI attack when there is no fault in the system. The

same discussions can be provided for other pilot protection.

Nevertheless, we do not discuss all the pilot protection for

brevity.

Pilot protection failures have more serious consequences

when there is a fault in the system compared to when the

system is operating under normal conditions. This is because

pilot protection failures during faults can result in more severe

stability problems and larger disturbances. As such, we mostly

focused on the cases when there is a fault in the system in this

paper.
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VII. CONCLUSION

This paper proposed and investigated the notion of

cyber-resilience for pilot protection. It is demonstrated that

software-defined networking for operational technology brings

key resilience benefits to pilot protection compared to

legacy Ethernet-based communication networks. This includes

improved cybersecurity by a deny-by-default model and

whitelisting of communication packets as well as better net-

work visibility and situational awareness. It is further illus-

trated how OT SDN in a proactive mode of operation is

resilient to DoS attacks in contrast to IT SDN in reactive

mode. Future research will focus on investigating the failure

recovery and self-healing benefits of OT SDN compared to

legacy communication networks for pilot protection. It is

further worth noting that despite the unquestionable benefits of

OT SDN for pilot protection, OT SDN might be vulnerable to

FDI attacks against telecontrol commands from control centers

like Ukrainian attack. We will investigate the risks and benefits

of OT SDN for telecontrol commands from control centers in

our future research.
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