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Abstract

Data-based approaches to structural health monitoring are typically constructed on the assumption that the underlying
data distributions in training will be the same as those experienced when the method is deployed. However, structural
repairs alter the physical properties of the system, leading to a change in structural response. This change in response
leads to a shift in the data distributions from the pre- to post-repair states — known as domain shift — invalidating
the assumption that training, and subsequent operational data, come from the same underlying distribution. As a
result, structural repairs represent a significant challenge to data-based approaches to structural health monitoring
(SHM). Not only will domain shift cause an algorithm trained on the pre-repair data to fail to generalise, it will
also make labels acquired from the pre-repair state redundant for building conventional data-based methods on the
post-repair data. Transfer learning, in the form of domain adaptation, provides a solution to this problem, allowing
knowledge from the pre-repair labels to be transferred to the post-repair dataset by forming a shared latent space
where the pre- and post-repair dataset distributions are approximately equal. This paper presents a novel modification
of a domain adaptation technique — joint domain adaptation — in creating outlier-informed joint domain adaptation,
which can be used in transferring knowledge from pre- to post-repair states, forming a post-repair classifier that utilises
all the pre-repair knowledge and generalises to post-repair data. The algorithm is demonstrated on an experimental
dataset from a Gnat aircraft wing, where it is shown to outperform conventional data-based approaches and existing
domain adaptation techniques.

Keywords: Transfer learning; domain adaptation; population-based structural health monitoring

1 Introduction

Performing structural repairs is an important aspect of asset management, and is crucial for keeping a structure in
operation and ensuring safety. A consequence of repairing a structure is that the physical properties of a system
are affected by these modifications, altering the system response. This change means that the pre-repair response of
the system will be different to the post-repair response, causing a change in the underlying data distribution. This
shift in distributions from pre-repair to post-repair is problematic for data-based approaches to structural health
monitoring (SHM) [1], as conventional pattern recognition methods assume that the response of the structure under
normal operation and in various health states will not change over time. This assumption, that the underlying data
distributions from which samples are observed stays the same over time, means that a new data-based model must be
formed once a structural repair has taken place, to ensure that the new system response behaviour is captured. As
a consequence, all previously-labelled data points from the pre-repair state are now inapplicable to the post-repair
model due to the data shift, meaning a new labelling campaign is required for the post-repair structure; this is often
infeasible in industrial contexts. This paper proposes transfer learning, in the form of domain adaptation, as a solution
to this problem, enabling pre-repair label data to be transferred to the post-repair dataset.

The aim of domain adaptation techniques is to manipulate the feature spaces such that a map is identified that
projects the labelled source dataset (in this case the pre-repair dataset) and the unlabelled target dataset (here
the post-repair dataset) onto a shared latent space where label information is transferable from source to target [2].
Domain adaptation has been explored in several SHM contexts: a population-based setting [3, 4], in fleet monitoring
[5], transferring knowledge between operational conditions in condition monitoring [6, 7, 8] and in transferring



knowledge between sensors in a network [9]. However, none of these papers seek to overcome the problem of repair,
which is the focus of this paper.

Several domain adaptation methods exist within the literature [10, 11, 12, 13, 14, 15, 16], which typically seek to
reduce the distance between the source and target distributions in a shared latent space. One existing approach, joint
domain adaptation, proposed by Long et al. [13], seeks to reduce the distance between the joint distributions in the
shared latent space. This paper proposes a novel modification to the algorithm, improving the initial pseudo-label
estimates in the target domain which help to define the target joint distribution. The modification introduced in this
paper replaces a näıve self-labelling step with an outlier-informed procedure, forming outlier-informed joint domain
adaptation. The approach is demonstrated on a Gnat trainer aircraft wing and is benchmarked against other domain
adaptation techniques.

The outline of this paper is as follows. Section 2 introduces outlier-informed joint domain adaptation, outlining
the novel modification to the initial pseudo-labelling step. The Gnat dataset is presented in Section 3, demonstrating
the problem of repair. The dataset is subsequently used to demonstrate the effectiveness of domain adaptation, and
in particular outlier-informed joint domain adaptation, for overcoming the problem of repair. Finally, a discussion
and conclusions are presented in Section 4.

2 Outlier-informed joint domain adaptation

Domain adaptation is a subcategory of transfer learning that seeks to use data from source and target datasets in
order to improve the predictive target function [2, 11, 17]. Typically, methods adapt the feature space, finding a
nonlinear mapping onto a latent space where the source and target datasets lie on top of each other. Once in this
latent space, a classifier can be trained on the source domain data that will generalise to the target domain data.

A challenge with any domain adaptation technique is that the target dataset is often unlabelled — hence the
need for transfer learning. This poses challenges to knowledge transfer, as typically, domain adaptation techniques
will try to match the joint distributions between the source and target datasets, i.e. p(ys, Xs) ≈ p(yt, Xt), and
therefore target labelled observations are required. In order to overcome this problem, semi-supervised learning can
be incorporated into the approach, where both labelled and unlabelled observations are used in training the predictive
function [18]. In domain adaptation techniques, semi-supervised learning can be used to estimate target pseudo-labels
ŷt, which can be used to approximate the target joint distribution, i.e. p(ŷt, Xt) ≈ p(yt, Xt) if ŷt ≈ yt.

Outlier-informed joint domain adaptation (O-JDA) seeks to obtain improved initial pseudo-label estimates by
utilising outlier analysis techniques. The algorithm builds upon joint domain adaptation (JDA) proposed by Long et
al. [13], replacing a näıve self-labelling step with pseudo-labels obtained from an outlier-assisted step.

2.1 Joint domain adaptation

Joint domain adaptation aims to find a nonlinear mapping φ onto a latent space where the distance between joint
distributions for the source and target datasets are minimised [13]. This nonlinear transform moves the data into
a reproducing kernel Hilbert space (RKHS), i.e. φ : X → H, where the aim is that p(ys, φ(Xs)) ≈ p(yt, φ(Xt)).
This goal requires knowledge of the target joint distribution, which is considered unlabelled. As a result, target
pseudo-labels ŷt are obtained such that the target joint distribution can be approximated. In fact, due to the
computational complexity in obtaining the full joint distribution, JDA instead finds an approximation, by minimising
the distance between the marginal, p(φ(Xs)) and p(φ(Xt)), and class conditional distributions, p(φ(Xs) |ys = c) and
p(φ(Xt) | ŷt = c) where c = {1, . . . , C} in the class label set Y.

The distance criterion utilised in JDA is the (squared) maximum mean discrepancy (MMD) distance. The MMD
distance assesses the difference between two distributions by measuring the distance between two empirical means,
through a nonlinear mapping into an RKHS, specified by a kernel, k(xi,xj) = φ(xi)

Tφ(xj) [19]. The MMD distance
for the marginal distribution can be formed as,

D(p(Xs), p(Xt)) =
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where K = φ(X)Tφ(X) ∈ R
(Ns+Nt)×(Ns+Nt) given X = Xs ∪ Xt ∈ R

(Ns+Nt)×d where d is the dimension of the
features. The empirical mean is defined though the matrix M as,
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In order to form an optimisation problem, JDA learns an empirical approximation of the optimal kernel by utilising
a low-rank empirical kernel embedding K̃ = KWWTK [20]. Rewriting equation (1) using this low-rank embedding
means the distance between the marginal distributions becomes,

D(p(Xs), p(Xt)) = tr
(

WTKMKW
)

(3)

where W ∈ R
(Ns+Nt)×k are now a set of weights which perform a reduction and transformation. It is noted that

solving equation (3) as an optimisation problem is the same as performing transfer component analysis (TCA), which
seeks to minimise the distance between marginal distributions only [10]. Equation (3) can be modified to include the
distance between the class conditional distributions, approximating the distance between the joint distributions as,

D(p(ys, Xs), p(yt, Xt)) ≈ tr
(

WTKMcKW
)

(4)

where c = {0, 1, · · · , C}, which is the set of class labels in Y, with the addition of zero such that when c = 0 the
distance is equivalent to equation (3). The matrix Mc defines the empirical mean, but now considers the means of the
marginal and class conditionals for each class c,

Mc(i, j) =
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where D(c)
s = {xi : xi ∈ Ds ∧ y(xi) = c} are the instances that belong in class c given the true source label y(xi)

of xi and D(c)
t = {xi : xi ∈ Dt ∧ ŷ(xi) = c} are the instances that belong in class c given the pseudo-target label

ŷ(xi) of xi (where ∧ is the logical AND symbol). The number of data points in each class for the source and target

domains are therefore N
(c)
s = |D(c)

s | and N
(c)
t = |D(c)

t |.
JDA forms the minimisation of the approximate distance between the joint distributions as the following regularised

optimisation problem,

min
WTKHKW=I

=
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)

(6)

which is subject to the constraint, WTKHKW = I (kernel principal component analysis), removing the trivial
solution W = 0; where H = I− 1/(Ns +Nt)1 is a centring matrix, I is an identify matrix and 1 a matrix of ones. The
regularisation parameter µ controls a complexity penalty on the weights. The optimisation problem can be converted
to an eigenvalue problem for W through a Lagrangian approach, where the eigenvectors required for the mapping
correspond to the k smallest eigenvalues of,

(

K

C
∑

c=0

McK + µI

)

W = KHKWφ (7)

where the k-dimensional transformed feature space is calculated by Z = KW ∈ R
(Ns+Nt)×k. It is noted that once

observations are mapped into this new transfer space, a classifier trained on the source domain can be used to classify
the target domain data given that the joint distributions are now ‘close’ given the MMD criterion.

A challenge for JDA is in acquiring the target pseudo-labels in order to obtain the target domain class conditional
distributions. Long et al. propose a näıve self-labelling technique and iterating in an EM-like approach to refine the
pseudo-label estimates [13]. This approach initialises W when Mc is calculated only for c = 0, meaning that only
the marginal distributions are minimised initially, requiring no target labels. A classifier is constructed in the initial
transfer space, trained on the source domain data and applied to the target data in order to obtain pseudo-label
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estimates ŷt. The algorithm uses these pseudo-labels in updating Mc for c = {0, 1, . . . , C}, which are used in updating
W and the cycle is repeated. However, if the initial pseudo-labels are poor, then the repeat iterations will compound
the error, leading to a suboptimal mapping. O-JDA, therefore relaxes the assumption that marginal distribution
matching provides good initial pseudo-label estimates, instead utilising an outlier analysis procedure defined in the
next section.

2.2 Outlier-informed pseudo-labelling

O-JDA aims to improve the initial target pseudo-label estimates ŷt, relaxing the assumption in JDA that the initial
marginal distribution matching offers adequate initial guesses for the pseudo-labels [13]. This is performed through
an outlier-informed step.

Outlier analysis seeks to detect whether an observation within a dataset is inconsistent with the rest of the
data, using a discordancy measure, with the assumption that such data points are generated by some alternative
mechanism compared to the rest of the data. The approaches have been well-studied within novelty detection for
SHM [21, 22, 23, 1]. A commonly-used measure of discordancy for approximate Gaussian statistics is the Mahalanobis
squared distance (MSD),

D2
i = (xi − µ̂)TΣ̂−1(xi − µ̂) (8)

where xi is the observation being considered, given a sample mean µ̂ and covariance Σ̂ determined from X = {xi}Ni=1.
This discordancy assumes the rest of the data are distributed given some normal distribution, i.e. X ∼ N (µ,Σ)
approximated by the sample mean and covariance. A threshold T for a given confidence bound can be set for an
MSD discordancy [21], determining whether an observation is inlying or not.

Outlier analysis, however, sufferes from the curse of dimensionality, meaning if the number of observations in
X is small, i.e. N < (d + 1) the sample covariance will be singular [24]. In this scenario outlier ensembles have
been proposed [25], identifying an averaged discordancy from samples of the feature space. An outlier ensemble is
formed from a committee of M models, each constructed from a sample mean µ̂m and covariance Σ̂m, that provide a
discordancy that can be used to form a weighted average discordancy measure D2

E(xi),

D2
E(xi) =

1

M

M
∑

m=1

wmD2
m(xi) (9)

where D2
m(xi) is the discordancy of the mth committee member with respect to the ith observation, constructed from

µ̂m and Σ̂m, with wm being its associated weight — set in this paper to unity. Each member of the ensemble is formed
from a random subset of features Nf from the d-dimensional set (where a guiding heuristic is that Nf <

√
N [25]).

This set of Nf features is used to calculate the sample mean µ̂m and covariance Σ̂m for the mth model, which in turn
are used to calculate D2

m(xi) for all observations and averaged via equation (9) to find the ensemble discordancy.
The outlier-informed pseudo-labelling step, utilises a discordancy measure for each class, calculated from the

labelled source dataset, as a method for estimating the target pseudo-labels. The discordancy for each class

D2
c (x

s
i ) ∀ c ∈ {1 : C} is calculated from a sample mean µ̂(D(c)

s ) and covariance Σ̂(D(c)
s ) obtained from the labelled

source dataset Ds. The main concept is that this discordancy, when applied to the unlabelled target observations
D2

c (x
t
i), will generate the lowest MSD values for target data from the same corresponding class, i.e. data from a class

in the source domain will be most similar to data for its corresponding class in the target domain. In order to make
objective comparisons between each class discordancy, given class imbalance, each discordancy is normalised by its
threshold D̄2

c (xi) = D2
c (xi)/T , where all discordancy values below T are set to zero. The normalised class discordancy

measures
matrix of discordancy vectors for each class). From this discordancy feature space, target pseudo-labels are obtained
by setting the label for the ith target instance to be the class c corresponding to the minimum discordancy, i.e. the c
where D2

c = min(D̄2
C). This initial pseudo-labelling procedure is outlined in the first section of Algorithm 1.

The complete outlier-informed JDA algorithm, shown in Algorithm 1, has two main stages: obtaining initial
pseudo-labels from the outlier approach, then performing JDA given these pseudo-label estimates. It is highlighted
that the main difference to conventional JDA is that O-JDA allows the initial conditional distributions to be more
different, given that the majority of the source and target data for each class are more similar to each other than any
other class.
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Algorithm 1 Outlier-informed joint domain adaptation

Initialise pseudo-labels

Set Nf and M ⊲ Set the number of features and models
Form dataset X = Xs ∪Xt

Initialise D2
C ← {N × C}

for c = 1 : C do

D(c)
s = {xi : xi ∈ Ds ∧ y(xi) = c} ∀i ∈ 1 : N ⊲ Get source data for class c

Initialise D2
M ← {N ×M}

for m = 1 : M do

Sample Nf features from D(c)
s ⊲ Obtain random feature set

Calculate sample mean µ̂m and covariance Σ̂m ⊲ Obtain model parameters
Calculate discordancy D2

m(X) ⊲ Calculate model for all observations
Store discordancy as column in D2

M

end for

Calculate the ensemble average discordancy D2
c (X) = average(D2

M (X))
Obtain the threshold T for a given confidence bound
Normalise the discordancy D̄2

c (X)
Store normalised ensemble average discordancy as column in D̄2

C(X)
end for

Obtain target pseudo-labels ŷ(Xt) = c corresponding to min(D̄2
C(Xt))

Domain adaptation

Set number of iterations
Construct Mc ∀ c ∈ 0 : C from equation 5 given {y(Xs), ŷ(Xt)}
for i = 1 : iterations do

Solve eigen-decomposition in equation 7 and select k smallest eigenvectors to construct W
Calculate projection Z = KW
Train classifier f on Zs and y(xs

i )
Update ŷ(xt

i) from classifier f
Update Mc ∀ c ∈ 1 : C from equation 5 given {y(Xs), ŷ(Xt)}

end for

3 Overcoming the repair problem on the Gnat aircraft wing

Structural repairs cause a shift in the underlying data distributions which is problematic for conventional machine
learning approaches to SHM. Domain adaptation poses a potential solution, allowing label information to be transferred
from the pre- to post-repair dataset. In the following section, a dataset from a Gnat trainer aircraft wing is introduced,
demonstrating the challenge that structural repairs can cause, before demonstrating the effectiveness of domain
adaptation, mainly in the form of O-JDA, as a potential solution.

The Gnat dataset was obtained from an experimental campaign that introduced pseudo-damage scenarios (as it
was not possible to truly damage the structure) via the removal of nine inspection panels [22, 23, 26]. The response
of the system, under a broadband white-noise excitation applied via an electrodynamic shaker below inspection
panel four, was captured by a network of uni-axial accelerometers, forming transmissibility paths. A schematic of
the aircraft wing is shown in Figure 1, highlighting the accelerometer, panel and transmissibility path locations.
The transmissibility paths each covered a particular panel, i.e. the reference (denoted R) and target accelerometers
form a path that crosses one particular inspection panel, where the panels and their associated transmissibilities are
presented in Table 1. Each transmissibility covered a frequency range of 1024-2048Hz containing 1024 spectral lines,
where the real and imaginary parts were converted into magnitude and phase, with the phase discarded. Damage was
introduced sequentially, removing panels in each transducer group, A, B, and C, respectively. For each group, the
panels were removed sequentially, i.e. P1, P2, then P3. In total 25 configurations were measured, each containing
100 repeat measurements, where each damage scenario was repeated twice for each transducer group, and normal
condition data collected before and after. For more details about the experimental campaign, the interested reader is
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Figure 1: A representative schematic of the Gnat aircraft starboard wing (not to scale), indicating the locations of
inspection panels, accelerometers and transmissibility paths. Recreated from [26].

Table 1: Accelerometers used to form transmissibilities and their associated inspection panel [26].

Panel Associated Reference Response

transmissibility accelerometer accelerometer

P1 T1 AR A1
P2 T2 AR A2
P3 T3 AR A3
P4 T4 BR B1
P5 T5 BR B2
P6 T6 BR B3
P7 T7 CR C1
P8 T8 CR C2
P9 T9 CR C3

referred to [22, 23, 26].
The inspection panels are categorised into two types; a set of small panels {P3, P6} — both with an area of

0.00825m2 [26] — and a set of larger panels {P1, P2, P4, P5, P7, P8, P9} — with areas greater than 0.0176m2 [26].
In previous work, it was identified that the smaller panels caused confusion during localisation [26]. Furthermore,
recent analysis on the dataset has demonstrated that a hierarchy of classifiers can be used to classify whether the
class belongs to the large or small panel subsets, before localisation to each specific panel, with the approach showing
boosted classification performance when compared to the complete problem [27]. For these reasons this paper considers
the localisation problem considering only the large panels, i.e. Y ∈ {1, 2, 4, 5, 7, 8, 9}. The feature space is formed
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Figure 2: The first two principal components for the large panel feature set X = log{T1, T2, T4, T5, T7, T8, T9}. Source
data (•) and target data (+) are depicted, where the left and right panels show the mapping training and testing data.

from the log transmissibilities that covered the large panels, i.e. X = log(h+ {T1, T2, T4, T5, T7, T8, T9}), where
a small constant h is added to shift the logarithm of zero elements [28].

The pre-repair (source) Xs ∈ R
700×7168, and post-repair (target) Xt ∈ R

700×7168, datasets were formed from the
first and second repeat of each damage state. The panels were reattached with the same torque between the repeats.
This scenario is reflective of repairs on operational structures, where inspection panels are removed and reattached
as part of structural repairs. The source and target datasets are further divided into mapping training and testing
sets, with 500 and 200 randomly-selected data points respectively. The first two principal components are shown in
Figure 2, which demonstrates the data shift between the pre- (source) and post- (target) repair datasets. Clearly, a
classifier trained on the pre-repair data will not generalise to the target domain.

Domain adaptation was applied to the large panel feature set in the form of O-JDA, JDA and TCA. Each
algorithm was implemented with µ = 0.1 and a flexible RBF kernel — where the hyperparameters were estimated
using a median heuristic [19]. Two transfer components were extracted, highlighting a high level of dimensionality
reduction. Each technique was trained using the (labelled) source and (unlabelled) target training datasets. O-JDA
used an outlier ensemble approach with 1000 members (M = 1000) in each class discordancy and Nf = 8 (using

the heuristic Nf ≈
√
N [25]). A 99% confidence threshold was used to normalise each class discordancy measure,

determined using a Monte Carlo approach with 10000 samples [21]. Figure 3 presents examples of the outlier analysis
for classes one, two and five, which flag the corresponding class in the source testing dataset as inlying, and all other
data as outlying due to the data shift, showing the need for domain adaptation. The spread of classes in the target
data are generally similar to the class spread in the source data, and importantly the closest class for the target
dataset in each ensemble corresponds to the class in which the ensemble was constructed, e.g. the ensemble for class
one produces a discordancy measure that means class one is the closest class to the threshold for the target dataset.
Classes two and four are the only classes where this behaviour is not distinct, causing overlap between two classes.
Using the approach in Section 2.2, pseudo-labels are obtained from the unsupervised outlier-ensemble predictions.
Two confusion matrices in Figure 4 illustrate the accuracy of these initial pseudo-labels, where a large amount of
confusion has only occurred between classes one and two.

The feature spaces obtained from TCA, JDA and O-JDA are presented in Figures 5, 6 and 7. The TCA components
have failed to bring the source and target dataset together due to the differences in the conditional distributions.
This space is used to self-label the target domain in JDA, and hence causes JDA to find a mapping that produces
negative transfer (see Figure 6), i.e. the wrong classes are matched. Due to the improved pseudo-label estimates,
O-JDA produces a mapping with no negative transfer, correctly mapping the pre- and post-repair datasets onto a
shared latent space. The performances of the KNN classifiers are shown in Figure 8 along with the classification
performance of the outlier-informed pseudo-labels (OI) — the initial pseudo-labels used in O-JDA. O-JDA produces
100% classification accuracy, outperforming all other domain adaptation methods that have suffered from negative
transfer.
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Figure 3: Outlier analysis results for the large panel dataset when considering class labels one (top panel), two (top
middle panel) and five (bottom panel). Vertical lines denote the source training, source testing, target training and
target testing datasets.

Figure 4: Confusion matrices for the target datasets when considering pseudo-labels from outlier analysis for the
large panel dataset; mapping training, left panel and mapping testing, right panel.

4 Discussion and conclusions

Structural repairs cause shifts in the underlying data distributions, causing a classifier trained on the pre-repair data
to fail to generalise to the post-repair data. Data shift is problematic for data-based approaches to SHM, and means
that label data collected from the pre-repair structure cannot be used in classifying the post-repair structure. This
paper has demonstrated that domain adaptation can be used as a solution to this problem, finding a shared latent
space where the pre-repair data generalise to the post-repair data.

The paper introduces a novel modification of joint domain adaptation, named outlier-informed joint domain
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Figure 5: Transfer component analysis transfer components for the large panel feature set X =
log{T1, T2, T4, T5, T7, T8, T9}. Source data (•) and target data (+) are depicted where the left and right panels
show the mapping training and testing data.

Figure 6: Joint domain adaptation transfer components for the large panel feature set X = log{T1, T2, T4, T5, T7, T8, T9}.
Source data (•) and target data (+) are depicted where the left and right panels show the mapping training and
testing data. Top panels present the complete data space with the bottom panels showing a zoomed region where
negative transfer has occurred.

adaptation. This algorithm uses an outlier analysis procedure for obtaining target pseudo-labels that can be used to
approximate the post-repair (target) joint distribution. The approach showed a significant improvement on vanilla
JDA, with O-JDA producing 100% classification accuracy on an experimental aircraft wing dataset, compared to
JDA, which found a mapping that produced negative transfer. O-JDA has therefore been demonstrated to be an
effective solution to overcoming the problem of repair.
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Figure 7: Outlier-informed joint domain adaptation transfer components for the large panel feature set X =
log{T1, T2, T4, T5, T7, T8, T9}. Source data (•) and target data (+) are depicted where the left and right panels show
the mapping training and testing data.

Figure 8: Comparison of classification performance given each feature space considering the large panel dataset; left
panel, accuracy of predictions, right panel, F1 scores. OI refers to the outlier-informed pseudo-labels.
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