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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

In metal cutting simulations, it is critical that an accurate 

model of the material constitutive response is used to capture 

the plastic deformation of the workpiece. There are two 

categories of material constitutive plasticity models that are 

implemented into finite element (FE) machining simulations, 

phenomenological and physics-based models. 

Phenomenological models are formulated through empirically 

fitted equations with respect to variables such as the strain, 

strain rate, and temperature; whereas physical models are based 

on the physical mechanisms responsible for strengthening and 

softening [1].  The primary hardening mechanism in ferritic-

pearlitic steels is dislocation-obstacle interaction, while 

softening is driven by dynamic recovery and dynamic 

recrystallisation. 

The most popular phenomenological model used for metal 

cutting simulations in C45 is the Johnson-Cook (JC) strain, 

strain-rate, and temperature-dependent constitutive model [2]. 

This model has been shown to fit very well with experimental 

stress-strain data within the same ranges of strain, strain rate, 

and temperature as the data used to tune the model parameters 

[3].  

Jaspers and Dautzenberg [4] demonstrated that the 

physically based Zerilli-Armstrong model predicted the flow 

stress of C45 much better than the JC model at strain rates up 

to 7500 s-1 and temperatures up to 700°C. However, the errors 

in both models compared to the experimental flow stress were 

not significant. In contrast, another study demonstrated that the 

JC model was superior to the physically-based Zerilli-

Armstrong and Mechanical Threshold Stress models when 

compared with experimental flow stress data at temperatures up 

to 1000°C at a strain-rate of 5000 s-1 [3]. 
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Abstract 

A new modified Johnson-Cook model is developed to capture the non-linear thermal softening behaviour below the austenite 

transformation temperature (723°C) in C45 ferritic-pearlitic steel, which is not captured by the original Johnson-Cook (JC) model. 

The physical mechanisms responsible for this behaviour are also studied. The model is developed by experimental quasi-static and 

high strain rate axisymmetric compression testing from 20°C to 720°C and implemented into 3D finite element drilling simulations. 

The improvement over the original JC model is demonstrated by comparison to experimentally measured torque and thrust force. 
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However, the limitations of the JC model have been 

highlighted by many researchers, these are primarily the 

inability to predict some of the physical hardening phenomena 

such as dynamic strain ageing (DSA) [5] and softening 

phenomena such as dynamic re-crystallisation (DRX) [6] which 

occurs in C45 steel in the high-temperature deformation 

regimes. DSA increases the resistance to dislocation movement 

caused by the mobility of solute atoms that diffuse to 

dislocation sites above certain temperatures, resulting in 

increased strength [7]. 

Courbon et al. [6] demonstrated the formation of DRX in the 

secondary shear zone during high-speed orthogonal cutting and 

developed a material model to account for this. This used the 

Voce model [8] to predict the work hardening and dynamic 

recovery, with a term to reduce the flow stress in the DRX 

regime. This was then implemented into orthogonal cutting 

simulations, although the predicted cutting forces and chip 

thicknesses were similar to those predicted using the JC model. 

Bleicher et al. [9] developed a physically based material 

model for AISI 1045 (C45E equivalent) that uses the Voce 

hardening model to capture the temperature and strain-rate 

effects of hardening, and a gaussian function to capture the 

DSA effects. The cutting force and chip morphology were 

better predicted in orthogonal cutting at higher cutting speeds, 

although, this was not a significant improvement over the JC 

model. Devotta et al. [5] modified the JC model strain 

hardening term to capture this DSA effect at strain rates up to 

60 s-1, which showed a significant improvement over the JC 

model in the DSA regime between 200 - 400°C at the expense 

of adding an additional 10 empirical parameters to be tuned. A 

similarly modified JC model was implemented into orthogonal 

cutting simulations with a modified damage model, which was 

shown to improve the cutting force prediction compared with 

the original JC model [10]. 

This study aims to characterise the C45 non-linear thermal 

softening effects in the 200 - 400°C temperature regime in more 

depth. This is achieved through high-temperature isothermal 

compression testing and metallographic analysis of the material 

after deformation which has not been discussed in the previous 

literature. This behaviour is then captured by developing a 

novel modified JC model with a reduced number of empirical 

parameters compared to the models in the literature. This model 

is then implemented into 3D FE drilling simulations to 

determine the efficacy compared with the original JC model. 

2. Experimental Methodology 

The material used in this study is an annealed C45U steel 

with the chemical composition shown in Table 1. The as-

received material consisted of uniform ferritic-pearlitic 

microstructure with coarse perlite grains due to the annealing 

process as demonstrated by scanning electron (SEM) 

micrographs in Fig. 1a and Fig. 1b. 

Table 1. Chemical composition of C45U annealed material used in this study. 

C Si Mn P S 

0.48 0.280 0.740 0.01 0.03 

 

 

Fig. 1. SEM micrographs of the base annealed C45U material. F and P 

demonstrate a ferrite and pearlite grain, respectively. 

2.1. High-temperature compression testing 

Isothermal high-temperature axis-symmetric compression 

testing was carried out using cylindrical samples with a 10 mm 

diameter and 15 mm length. A 1.1 mm Type N thermocouple 

was inserted into the centre of the sample, through the drilled 

hole, to ensure the required testing temperature is reached and 

recorded during deformation. 

Strain rates of 0.1 s-1 (quasi-static condition) and 10 s-1 were 

used at temperatures from 20 to 720ºC to determine the effect 

of temperature on the flow stress of the material. Fl 

Each test condition was repeated 3 times. The samples are 

heated up to the testing temperature at a rate of 10 °C/s and then 

held at the testing temperature for 120 seconds to allow the 

temperature to stabilise. After this soak time the compression 

test was performed, followed by quenching of the sample to 

room temperature a rate of 100 °C/s with a water mist spray. 

The applied total strain was varied depending on the testing 

temperature to achieve uniform plastic deformation and 

prevent the failure of the sample due to fracture. Table 2 shows 

the applied engineering strains at different testing conditions. 

Table 2. Test matrix for the high-temperature compression testing, value in 

the grid indicates the final engineering strain of the sample. 

 
Strain Rate (s-1) 

0.1 10 

T
e
m

p
e
ra

tu
r
e 

(º
C

) 

20 0.35 0.2 

200 0.5 0.2 

400 0.5 0.2 

600 0.5 0.5 

800 0.5 0.5 

 

The measured load (𝐹𝐹) and displacement (∆𝐿𝐿) are converted 

into the true stress (σt) and true strain (εt) using equations 1 

and 2, respectively. The initial area ( A0 ) and length ( L0 ) 
account for the thermal expansion of the sample. 

 𝜀𝜀𝑡𝑡 = 𝑙𝑙𝑙𝑙 (1 +
−∆𝐿𝐿𝐿𝐿0 )                                                                  (1) 𝜎𝜎𝑡𝑡 =

𝐹𝐹𝐴𝐴0 𝑒𝑒𝑒𝑒𝑒𝑒(𝜀𝜀𝑡𝑡)                                                                     (2) 

3. Experimental Results and Model Development 

3.1. Experimental stress-strain curves 

The true stress-strain graphs at 0.1 s-1 and 10 s-1 are shown 

in Fig. 2a and 2b, respectively. For each test condition, two data 
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sets are shown in this figure (Sample 1 and Sample 2) to 

demonstrate the good repeatability achieved. At the strain rate 

of 0.1 s-1, higher deformation temperatures resulted in reduced 

flow stresses throughout the entire temperature range tested. In 

contrast, at 𝜀𝜀̇ = 10 s-1 the flow stress at 400 °C (the orange line 

in Fig. 2) is slightly higher than at 200 °C (the black line in Fig. 

2), which is within the DSA temperature range reported in the 

literature [5]. Although, it should be noted that none of these 

flow stress curves demonstrate the Portevin Le Chatelier 

serrated flow effect that is associated with DSA [5]. 

The DRX effect is observed at temperatures from 400 °C at 

0.1 s-1, and from 600 °C at 10 s-1. The DRX effect was likely 

not observed at 400 °C at the higher 10 s-1 strain rate because 

the total strain reached was much lower. 

 

 

Fig. 2 (a) quasi-static and (b) 10 s-1 high temperature compression testing true 

stress-strain curves. Sample 1 is represented by a solid line and sample 2, the 

repeat, is represented by a dashed line. 

Fig. 3 highlights the non-linear thermal softening effect at 

0.1 s-1 and 10 s-1 testing conditions, represented by the blue and 

red lines respectively. The material shows a negligible strain 

rate and thermal softening sensitivity up to 400°C where the 

flow stresses are almost constant, apart from a slight increase 

at 400°C in the higher strain rate test. The strain rate sensitivity 

increases above 400°C and there is a significant reduction in 

the flow stress as the thermal softening effect becomes 

dominant. 

 

 

Fig. 3. Non-linear thermal softening effect at strain rates of 0.1 and 10 s-1 at a 

true strain of 0.2. The error bars show the standard deviation. 

3.2. Microstructure analysis 

SEM micrographs of the central section of the deformed 

compression samples from 0.1 s-1 testing conditions are shown 

in Fig. 4. The material has a lamellar pearlitic structure up to 

the testing temperature of 400°C (Fig. 4a, b, and c), which starts 

to transform to a globular perlite structure at 600°C 

(highlighted in red in Fig. 4d). The volume fraction of this 

globular pearlite further increases at 720°C (Fig. 4e). This 

correlates with the temperature from which the increased rate 

of thermal softening is observed in Fig. 3. This effect was also 

observed in the higher 10 s-1 strain rate testing. 

 

 

Fig. 4. SEM micrographs at the centre of the 0.1 s-1 compression testing at (a) 

20°C (b) 200°C, (c) 400°C, (d) 600°C, and (e) 720°C. Green highlights 

regions of the deformed lamella and red highlights the regions of globular 

pearlite structure. 

3.3. Calibration of the original JC model 

The original JC model, shown in Eqn. 3, captures the plastic 

strain 𝜀𝜀𝑝𝑝, plastic strain rate 𝜀𝜀ṗ, and temperature 𝑇𝑇 effects on the 

flow stress. The parameters were determined through a series 

of linear regression curve fitting steps as outlined by 

Murugesan and Jung [11]. The tuned JC parameters using the 

data from the compression testing (detailed in section 3.1) are 

in Table 3. The original JC model has a poor fit with the 

experimental flow stress data, shown in Fig. 5, as it does not 

capture the significant increase in the thermal softening and 

strain rate sensitivity above 400°C. 

𝜎𝜎𝐽𝐽𝐶𝐶 = (𝐴𝐴 + 𝐵𝐵𝜀𝜀𝑝𝑝𝑛𝑛) (1 + 𝐶𝐶 𝑙𝑙𝑙𝑙 (�̇�𝜀𝑝𝑝�̇�𝜀0)) (1 − ( 𝑇𝑇−𝑇𝑇0𝑇𝑇𝑚𝑚−𝑇𝑇0)𝑚𝑚)            (3) 

Table 3. JC model tuned parameters  𝑨𝑨 

(MPa) 

𝑩𝑩 

(MPa) 

𝒏𝒏 𝑪𝑪 𝒎𝒎 𝑻𝑻𝟎𝟎 

(°C) 

𝑻𝑻𝒎𝒎 

(°C) 

𝜺𝜺�̇�𝟎 

(s-1) 

334.6 614.94 0.159 0.0075 1.14 20 1350 0.1 
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Fig. 5. (a) Experimental flow stress data (solid line) compared with the 

predicted flow stress using the original JC model (dashed lined) at (a) 0.1 s-1 

and (b) 10 s-1. 

3.4. Modified JC model development 

To capture the non-linear thermal softening and strain rate 

sensitivity effects demonstrated, a modification to the JC model 

(equation 3) has been implemented. This has been achieved by 

modifying the strain rate sensitivity (𝐶𝐶) and thermal softening 

(𝑚𝑚) parameters to be a function of temperature, as shown in 

equations 4 and 5. These functions were chosen as they 

demonstrate a good fit with the experimental data. This 

modification introduces an additional 4 constants compared to 

the original JC model, with  𝑎𝑎𝑐𝑐 , 𝑏𝑏𝑐𝑐 , 𝑐𝑐𝑐𝑐  as the strain rate 

dependent terms and 𝑎𝑎𝑚𝑚, 𝑏𝑏𝑚𝑚, 𝑐𝑐𝑚𝑚 as the temperature dependent 

terms. 𝐶𝐶(𝑇𝑇) = 𝑎𝑎𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒 (𝑏𝑏𝑐𝑐𝑇𝑇) + 𝑐𝑐𝑐𝑐                                                      (4) 

𝑚𝑚(𝑇𝑇) = 𝑎𝑎𝑚𝑚 exp (− (𝑇𝑇−𝑏𝑏𝑚𝑚𝐶𝐶𝑚𝑚 )2)                                               (5) 

To determine the temperature dependence of the strain rate 

sensitivity (𝐶𝐶) and thermal softening (𝑚𝑚) coefficients, these are 

first calibrated for each test temperature by minimising the 

error between the experimental and predicted flow stress. 

Following this, the additional empirical parameters are 

determined by curve fitting these coefficients with the 

temperature. This is shown in Fig 6a and Fig 6b for the strain 

rate sensitivity and thermal softening coefficients, respectively. 

Fig 6b indicates some strain sensitivity of the thermal softening 

coefficient which is likely due to the DRX effect that is not 

captured by the modified JC model. 

 

 

Fig 6. Variation of (a) C and (b) m coefficient with temperature. The fitted 

model is shown as a solid black line. 

Fig 7 demonstrates that the developed model has a better 

agreement with the measured experimental data compared with 

the original JC model presented in Fig. 5. A significant 

improvement is realised at temperatures above 600°C due to 

the increased strain rate sensitivity and thermal softening 

effect. The final tuned empirical parameters are presented in 

Table 4. 

 

Fig 7. a) Experimental flow stress data (solid line) compared with the 

predicted flow stress using the modified JC model (dashed lined) at (a) 0.1 s-1 

and (b) 10 s-1. 

Table 4. Modified JC model parameters 𝑨𝑨 (MPa) 𝑩𝑩 (MPa) 𝒏𝒏 𝑻𝑻𝟎𝟎 (°C) 𝑻𝑻𝒎𝒎 (°C) 𝜺𝜺�̇�𝟎 (s-1) 

334.6 614.94 0.159 20 1350 0.1 𝒂𝒂𝒎𝒎 𝒃𝒃𝒎𝒎 𝒄𝒄𝒎𝒎 𝒂𝒂𝒄𝒄 𝒃𝒃𝒄𝒄 𝒄𝒄𝒄𝒄 
1.519 358.9 300.9 3.47 x10-5 0.0118 0.00701 

4. Experimental drilling tests and 3D Finite Element 

Modelling 

To further assess the performance of the proposed modified 

JC model, both the modified and the original JC model were 

implemented into a 3D drilling simulation and compared with 

experimental thrust force and torque measurements. 

4.1. Experimental drilling test 

A 7.5mm diameter CoroDrill 460XM, with through-tool 

coolant delivery using 7% Hocut 795 emulsion coolant, was 

used to drill ten 25mm deep blind holes in the same batch of 

C45U material. The manufactures recommended cutting 

parameters were used, this is a feed rate of 0.151 mm/rev a 

surface speed of 109 m/min. This was carried using a DMU 60 

Evo 3 axis CNC machine with a Kistler 9171A dynamometer 

to measure the forces. The averaged experimental thrust and 

torque measurements in the steady-state engagement region are 

shown in Table 5. 

Table 5. Experimental steady-state drilling thrust force and torque. 

 Thrust (N) Torque (Nm) 

Mean 944.5 2.924 

Minimum 927.9 2.848 

Maximum 967.6 3.002 

 

Fig. 8 shows a cross-section of a produced chip that consists 

of heavily deformed pearlite and ferrite grains.  Fig. 8b 

demonstrates the formation of globular pearlite (highlighted in 

red) within the secondary shear zone, which was also observed 

in the compression testing at temperatures from 600°C. 
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Fig. 8. (a) Cross-section of the prepared chip, and (b) a higher magnification 

cross-section with globular pearlite highlighted red. 

4.2. Modelling Methodology 

The updated-Lagrangian with dynamic re-meshing 

methodology was implemented using the DEFORM 3D 

implicit finite element software package with a thermally 

coupled solver. This formulation is reported to be the most 

reliable, yet computationally affordable 3D modelling 

methodology,  as demonstrated by Priest et al. [12]. 

A cone-shaped initial workpiece geometry with element 

sizes ranging from 30 to 60 µm was used to reduce the 

simulation times. The tool was modelled as a rigid body and a 

total step time of 0.01 s was simulated to ensure steady-state 

engagement drilling is reached. The modified JC model was 

implemented by a FORTRAN user-defined sub-routine 

(USR_MTR). A damage model was not implemented given 

that the chip separation was taken care of with continuous re-

meshing. The stick-slip friction model with a constant coulomb 

coefficient of friction of 0.2, and constant limiting shear stress 

of 𝐴𝐴 √3⁄  was used [12]. Further details of the methodology 

used and the physical material properties of the workpiece and 

WC tool used are detailed in [12]. 

4.3. Modelling Results 

Fig.9a and Fig.9b show the predicted transient thrust force 

and torque response, respectively. The predicted transient 

thrust forces using the modified and the original JC model are 

similar up to 0.0085s. After this, once a steady-state is reached, 

the modified JC predicts a lower thrust force. The predicted 

transient torque using the modified JC model is much higher 

with larger fluctuations compared to the original JC model. The 

fluctuations in the predicted torque correlated to the re-meshing 

increments, a coarser mesh resulted in a rapid increase of the 

torque whilst a finer mesh resulted in a rapid decrease of the 

torque. 

The error in the predicted steady-state thrust force and 

torque compared to the experimentally measured data is shown 

in Fig.9c. The modified JC model improved the thrust force 

prediction by approximately 13 % compared with the original 

JC model; predicting the thrust force to within 19  % compared 

with the experimental data. The torque predicted using the 

modified JC model had an error of approximately 40 % 

compared with the experimental data, whilst the original JC 

model predicted this to within 9 % of the experimental data. 

The addition of a friction model that is dependent on the 

local thermomechanical contact conditions, which better 

represents the physics of the problem, will likely further reduce 

the error in the predicted thrust force and torque compared with 

the experimental data. 

 

 

Fig.9. (a) Predicted transient (a) thrust force and (b) torque response, 

comparing the original JC in the solid black line and the modified JC model 

in the dashed red line to the experimentally measured range represented by 

the green band. (c) The average steady-state errors. 

The temperatures predicted after 0.008s of engagement are 

shown in Fig. 10. The modified JC model in Fig. 10b predicts 

higher temperatures (~565 °C)  in the primary and secondary 

deformation zones by approximately 135°C compared to the 

original JC model shown in Fig. 10a. 

 

 

Fig. 10. (a) Original and (b) modified JC model predicted temperature. 

5. Discussion 

The lower rate of thermal softening below 600°C has been 

observed by other researchers, which has been attributed to the 

DSA effect [9][5]. Although, the micrographs of the deformed 

samples at 600 and 720°C demonstrate that the lamella 

structure of the carbides in the pearlite grains transforms to a 

globular structure, which likely also contributes to the 

significant reduction in flow stress at these temperatures. It 

should be noted that the Portevin Le Chatelier serrated flow 

stress effect, which is associated with DSA and observed by 

Moris et al. [5], was not seen in this study. Additionally, the 

strain rates used in this study are much lower than the strain 

rate (3500 s-1 ) the DSA effect was observed at by Bleicher et 

al. [9]. However, as the DSA effect is not observable within the 

microstructure, this cannot be ruled out as a contributing factor. 

The predicted temperature in the secondary deformation 

zone using the modified JC model is around 565 °C, which is 

very closer to the temperature (600 °C) that globular pearlite 
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was first observed in the experimental compression tests. As 

globular pearlite was also observed in the chip, this suggests 

that the temperatures predicted by the modified JC model are 

much closer to the actual experimental temperatures. The 

predicted temperatures using the original model in the 

secondary deformation zone are around 430 °C, globular 

pearlite was not observed in the compression testing around 

this temperature. 

The developed model also fits with the experimental flow 

stress data much better than the original JC model within the 

strain, strain rate, and temperature ranges tested. Although the 

maximum strain rate used in this study (10 s-1) is magnitudes 

below that observed in machining, the JC strain rate sensitivity 

coefficient below 400°C (0.0075 – 0.012) is very similar to that 

determined by Jaspers and  Dautzenberg [4] using much higher 

strain rates (7500 s-1).  

The modified JC model predicts the drilling thrust force and 

temperatures more accurately than the original model when 

used in 3D FE drilling simulations. However, the predicted 

torque using the modified model has a significant error. This is 

likely because the implemented re-meshing criteria, which is 

dependent on the local deformation conditions, caused 

intermittent fluctuations in the mesh quality throughout the 

simulation. Further work to improve the re-meshing criteria to 

prevent this is necessary. 

The lack of dynamic recrystallisation prediction is a 

limitation of the model, as demonstrated in the predicted flow 

stress curves in Fig 7. This becomes apparent when comparing 

the predicted flow stress to the experimental data at 600°C and 

10 s-1 (Fig 7b) where there is a large reduction in the flow stress 

due to DRX. DRX is neglected in this study as this softening 

mechanism is not observed during the drilling of C45 using 

commercially recommended feed rates and surface speeds, as 

demonstrated in the micrograph of the chip in Fig. 8. Therefore, 

in its current form, this model is only suitable for drilling 

simulations. To capture the DRX effect, the strain sensitivity 

term would require modification. 

The developed model is also only valid up to 720 °C, 

temperatures above this are not expected when drilling at 

surface speeds from 80 – 150 m/min, and the temperatures 

predicted by the FE models in this study were also below this. 

6. Conclusions 

A new modified JC model has been developed to capture the 

non-linear thermal softening and strain-rate sensitivity effects 

at temperatures below the austenitisation temperature.  

The physical mechanisms responsible for this effect are 

potentially the dynamic strain ageing effect, although the 

formation of globular pearlite has also been shown to 

contribute to the increased rate of thermal softening at 

temperatures from 600 °C to 720 °C. The formation of globular 

pearlite was also observed in the chip during drilling. 

The developed model fits with the experimental stress-strain 

data and predicts the drilling thrust force better than the original 

JC model. Additionally, the predicted temperature in the 

secondary deformation zone using the modified model is much 

closer to the temperature at which globular pearlite was first 

observed in the compression testing. The original JC model 

predicts much lower temperatures, which is not in line with the 

observation of globular pearlite in the chip. However, the 

predicted torque using the modified model had significant error 

compared with the experimental data. This is likely caused by 

intermittent poor mesh quality, further work to improve the re-

meshing criteria in the 3D FE modelling is necessary to reduce 

this error. 

Currently, this modified JC model is only suitable for 

drilling simulations at commercially recommended cutting 

parameters as it does not capture the DRX effect and is limited 

to a maximum temperature of 720 °C. 
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