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A B S T R A C T   

This paper deals with a coarse-mesh Computational Fluid Dynamics (CFD) approach, referred to as Subchannel 
CFD (SubChCFD), which combines features of the traditional 1-D subchannel analysis tools used in nuclear 
thermal hydraulic analyses and modern CFD. The SubChCFD, which has been previously developed for flow 
simulations, has been extended to perform thermal simulations and is then applied to a complex nuclear fuel 
bundle to explore and demonstrate the capacity of this new tool. SubChCFD allows resolved CFD sub-models to 
be nested into the regions that are of interest to locally improve the prediction, and can be coupled with the 
porous media approach to deal with any sub-scale fine structures that are difficult to be handled using a coarse 
mesh. 

In the present case studied, a SubChCFD baseline model is created, covering the entire heated length of the test 
geometry, to capture the axial developments of the flow and heat transfer in the rod bundle. Spacer grids that are 
used to keep the rods in place are modelled as embedded porous media to account for the associated blockage 
effect and pressure losses. In addition, a resolved CFD sub-model is created and coupled with the baseline model 
to improve the prediction for the region where high fidelity experimental measurements were performed. 
Through the present test, SubChCFD shows good predictability, flexibility and scalability in modelling large 
nuclear reactor components with complex internal structures. With the advanced coupling functionality, it is able 
to produce comparable simulation results to that of conventional CFD methods for regions of interest, with 
greatly reduced computational cost.   

1. Introduction 

Unresolved, coarse-mesh Computational Fluid Dynamics (CFD) ap-
proaches have been increasingly recognised as a promising solution for 
3-D Thermal Hydraulic (T/H) analysis of large-scale reactor structures in 
nuclear systems, such as fuel assemblies or the entire reactor core. These 
structures normally contain hundreds of thousands of flow channels, 
resulting in numerous length scales of the flow therein, and are difficult 
to be handled using resolved CFD due to the high demand in computing 
resources. In a typical coarse-mesh CFD approach, the computing cost is 
reduced by using a low resolution mesh, but the simulation accuracy can 
still be retained to a desired degree depending on the specific purpose of 
the calculation and modelling techniques used. One of the main ad-
vantages of the coarse-mesh CFD approaches over the traditional 1-D 
subchannel analysis tools is their CFD-like capability which allows it 
to resolve some key 3-D flow phenomena that are valuable to reactor 
designers in making early decisions and/or reactor engineers in carrying 

out safety assessments of the reactors. 
In the past decade, multiple coarse-mesh CFD approaches have been 

developed to achieve different levels of reduction in modelling resolu-
tion. Hu and Fanning (2013) developed a momentum source term model 
to mimic the effects of the wire-wrap spacers in a wire-wrapped rod 
bundle without the need to fully resolve the geometrical details of the 
wires using fine meshes. Roelofs et al. (2012) and Roelofs and Doolaard 
(2017) proposed a so-called reduced resolution method in which the 
mesh is carefully coarsened by mainly neglecting the offset layers near 
physical walls. The method was proved to produce results at an accuracy 
comparable to the well resolved simulations, but the mesh used is up to 
10 time smaller than the latter. Despite encouraging performances 
observed, the reduction in mesh resolution in the aforementioned 
methods is limited, as they still rely on the same near-wall modelling 
techniques as conventional CFD does (i.e. wall function approaches), so 
they are still likely to be too computationally expensive for real size fuel 
assemblies. To further reduce the computing cost, Viellieber and Class 
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(2012) employed a much coarser mesh in their so-called Coarse-Grid 
CFD (CG-CFD) approach where the fuel rods are explicitly resolved and 
the spacers are represented using porous media. Instead of solving a full 
set of Navier-Stokes equations, the Euler equations were solved with 
diffusion effects accounted for using a volumetric force extracted from 
the resolved CFD simulations pre-performed on the same geometry. As 
opposed to Viellieber and Class, Hanna et al. (2020) employed a sur-
rogate statistical model to offset the numerical errors arising from grid 
coarsening using the state-of-the-art machine learning technology. 
However, the large amount of data required to train the surrogate model 
are still provided using resolved CFD simulations. Another line to obtain 
a coarse-mesh CFD model is based on the porous media approach, in 
which most of the solid structures, including the fuel rods and spacers, 
are modelled using porous media and the pressure drop and sub-scale 
heat transfer are accounted for using empirical correlations. Such ap-
proaches include, for example, the multi-scale multi-physics reactor 
analysis tool GeN-Foam (Fiorina et al., 2015), CEA’s T/H analysis tool 
PolyMAC (Gerschenfeld et al., 2019) and KAERI’s 3-D subchannel code 
CUPID (Yoon et al., 2017). 

In our recent work (Liu et al., 2019), a coarse-mesh CFD approach 
was developed based on a hybrid technique combining the features of 
the traditional subchannel tools used for nuclear T/H analyses and 
modern CFD. The new method is referred to as Subchannel CFD 
(SubChCFD) in which the main geometry of the subchannel structures is 
resolved similarly as that in the methods of Viellieber and Class (2012) 
and Mikuž and Roelofs (2020) using a very coarse mesh, but differently, 
the wall effects are accounted for using well-validated industry-standard 
correlations that are usually used in traditional subchannel analysis 
codes. This ensures the method to provide results similar to the well- 
calibrated subchannel results for ‘straight’ fuel channels at nominal 
operating conditions. Later, new functionalities that allow SubChCFD to 
be coupled with resolved CFD (Liu et al., 2021a) and the porous media 
approaches (Liu et al., 2021b) were developed. This has enhanced the 
modelling capability of SubChCFD so that it can be used for a wider 
range of flow scenarios. The coupling between SubChCFD and resolved 

CFD is achieved using a novel domain overlapping technique, which 
allows greater details of the flow to be resolved in the regions of interest 
without a significant modification to the mathematical system of 
SubChCFD, making the coupling extremely flexible. Coupling 
SubChCFD with the porous media approach is somewhat more 
straightforward and can be achieved using the so-called model 
‘embedding’ or ‘interfacing’ depending on the specific scenarios being 
dealt with. This enables SubChCFD to handle some complex sub-scale 
structures that are difficult to be resolved using a coarse mesh and en-
sures reliable predictions for some large-scale flow structures and/or the 
overall T/H behaviours of the system. Table 1 shows a summary of some 
representative coarse-mesh CFD approaches that are currently available 
for nuclear T/H analyses. 

The main purpose of this paper is to develop and test heat transfer 
capabilities of SubChCFD and demonstrate the new tool within complex 
industrial applications. In addition, the coupling capabilities that have 
been validated separately using multiple test cases in our previously 
published work (Liu et al., 2021a, 2021b) will be tested simultaneously 
in a single simulation to evaluate the uncertainties and overall perfor-
mance of the code and the compatibility between the different sub- 
model coupling options. The combination of the various functional-
ities of the complete SubChCFD tool together will offer considerable 
benefit in practice. For example, a well-developed SubChCFD model for 
a nuclear reactor core structure would use porous media model to 
approximate complex repetitive structures and resolved CFD sub-models 
to capture the T/H details of the flow in regions of particular interest. 

The case to be studied in this paper is one of the New Experimental 
Studies of Thermal-Hydraulics of Rod Bundles (NESTOR) series of ex-
periments (Wells et al., 2015) in which the test facility used closely re-
sembles a real-world Pressurised Water-cooled Reactor (PWR) fuel 
bundle and the pressure and temperature cover the normal PWR oper-
ating conditions. The experiments provide a variety of high-fidelity 
measured data, including axial mean velocity distribution, Root Mean 
Square (RMS) velocity fluctuation, pressure drop and rod wall surface 
temperature, etc., which are useful detailed data for the validation of 
numerical simulations. In addition, the EPRI’s CFD Round Robin 
benchmark exercise (EPRI, 2015, 2014) based on the NESTOR experi-
ments have attracted participants from various organisations who have 
provided abundant CFD simulation results that can be used for cross- 
code comparison with the current simulation to further evaluate the 
strengths and drawbacks of the new method against conventional CFD 
tools. 

The NESTOR experiments were conducted in two different test loop 
facilities – the isothermal MANIVEL and the thermal OMEGA facilities. A 
case from the latter is used in this paper, though some measurements 
from a MANIVEL test were also used for comparison as described in the 
Section 4. The test section of each facility consists of two types of 5 × 5 
rod bundles: the Simple Support Grid (SSG) bundle and the Mixing Vane 
Grid (MVG) bundle. The two types of rod bundles are very similar in 
configuration with the main difference lying in the spacer grids 
installed. All spacer grids installed in the SSG bundle are SSGs, while 
SSGs and MVGs are installed alternatingly in the MVG bundle. Both 
types of the spacer grids are expected to have significant effects on the 
T/H behaviours of the downstream coolant flow in the rod bundle and 
should be taken into account carefully in the numerical modelling. In 
SubChCFD, the spacer grids can be either modelled using the porous 
media approach for the purpose of capturing the global effects, such as 
flow blockage and pressure drop, or represented explicitly through 
coupling with resolved CFD for the purpose of resolving the details of the 
flow in important regions. In this paper, both of the coupling approaches 
are used. First, a SubChCFD baseline model is created based on the bare 
bundle geometry, then the spacer grids are described using embedded 
porous media, so that the mesh is simple and consistent across the entire 
domain. Finally, a resolved CFD sub-model is created to cover the most 
interested grid span, that is, the so-called target span where experi-
mental measurements were performed, to capture the detailed flow and 

Table 1 
Summary of representative coarse-mesh CFD approaches for nuclear T/H 
applications.  

Methods Fuel rods Spacers and 
other sub- 
scale 
structures 

Closure 
modelling for 
near-wall 
effects 

Mesh 
resolution 

Momentum source 
term (Hu and 
Fanning, 2013) 

Resolved Implicitly 
resolved 

Wall functions 
& momentum 
source 

Medium 

Reduced resolution 
CFD (Roelofs 
et al., 2012; 
Roelofs and 
Doolaard, 2017) 

Resolved Resolved Wall functions Medium 
low 

Low resolution CFD 
(Mikuž and 
Roelofs, 2020) 

Resolved Porous 
media 

Wall functions Low 

CG-CFD (Class 
et al., 2011; 
Viellieber and 
Class, 2012) 

Resolved Porous 
media 

Data from 
resolved CFD 

Low 

SubChCFD (Liu 
et al., 2021a, 
2021b, 2019) 

Resolved Porous 
media 

Empirical 
(subchannel) 
correlations 

Low 

3-D subchannel 
codes (Yoon 
et al., 2017; 
Gerschenfeld 
et al., 2019) 

Porous 
media 

Porous 
media 

Empirical 
(subchannel) 
correlations 

Very low 

Porous media CFD ( 
Fiorina et al., 
2015; Yu et al., 
2015) 

Porous 
media 

Porous 
media 

Empirical 
correlations 

Very low  
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temperature field. 
The SSG bundle is selected for the numerical test considering the 

simplicity of meshing for the SSG in the resolved sub-model. Never-
theless, the associated modelling strategy used and conclusions drawn 
for the numerical assessments also apply to the MVG bundle case. 

The following shows an outline of this paper. In Section 2, the 
methodologies of the baseline SubChCFD and the coupling functional-
ities developed in our previous work are outlined briefly. The test case 
studied and the associated experimental facility used are described in 
Section 3 along with a detailed description of the modelling strategy, 
mesh system and some additional developments to improve the coupled 
simulation. Results are presented and analysed in Section 4. They are 
compared with the experimental data as well as the CFD simulations of 
the Round Robin benchmarking exercise for validation and evaluation of 
the coupled model system. Conclusions are drawn in Section 5. 

2. Outline of the SubChCFD methodology 

2.1. The baseline SubChCFD 

As explained in the introduction, SubChCFD adopts a hybrid tech-
nique combining the features of the traditional subchannel analysis tools 
and modern CFD, in which a dual mesh system is used, including, 
namely, (i) a subchannel filtering mesh which aligns with the mesh used 
in typical subchannel codes, enabling the subchannel-level wall friction 
and heat transfer calculated using existing engineering correlations, and 
(ii) a computing mesh, on which a full set of 3-D Reynolds Average 
Navier-Stokes (RANS) governing equations are solved with a near-wall 
closure method based on calculations of step (i). The computing mesh 
is much finer than the subchannel mesh but is still very coarse in CFD 
standard. The friction and heat transfer obtained from the subchannel 
calculation are used in the CFD via boundary conditions to ensure that 
the integral effect of the flow solution is consistent with existing engi-
neering correlations. On the other hand, the CFD results are integrated 
over the subchannel mesh to produce the integral flow parameters (e.g. 
velocity, thermal properties), which are used in the subchannel calcu-
lations. Details of the development, implementation and validation of 
the baseline SubChCFD were reported in Liu et al. (2019). A brief 
summary of the method is presented below. 

First, the incompressible RANS continuity and momentum equations 
are recalled as follows, 
∇⋅ u→= 0 (1)  

ρ
∂ u
→

∂t
+ ρ∇⋅( u

→⊗ u
→) = −∇p+∇⋅σ + S

→
M (2)  

where u
→ is the velocity vector, ρ is fluid density, t is time, p is pressure, σ 

is the stress tensor including both the viscous and the turbulence con-
tributions, S

→
M is the body force. The computing mesh-based Finite 

Volume (FV) integration of the RANS momentum equation (Eq. (2)) 
with a collocated arrangement of the velocity components can be writ-
ten as follows, 
ρVΩ

Δt
( u→

n+1
− u→

n
)+

∮

S

u→
n+1

(

J
→n

⋅ n→
)

dS

= −

∮

S

(Ip⋅ n→)dS+

∮

S

(
σ

n+1
⋅n
)
dS+VΩSn

M (3)  

where VΩ is the volume of the computing mesh cellΩ, Δt is the time step 
size, superscript n and n + 1 represent the nth and the (n + 1)th time step, 
respectively, J

→
= ρ u

→ represents the convective mass flux, n
→ is the unit 

normal vector of the cell surface, S is the area of the cell surface, I is the 
unit tensor. To implement SubChCFD, the diffusion term of Eq. (3) is 
further decomposed into an interior part and a wall boundary part: 

∮

S

σ⋅ n
→dS =

∫

Sf

σ⋅ n
→dS

⏟̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅⏟

interior

+

∫

Sw

σ⋅ n
→dS

⏟̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅ ⏟

wall boundary

(4)  

where the interior part is modelled no differently from a standard eddy 
viscosity RANS approach and can be written as follows, 
∫

Sf

σ⋅ n
→dS =

∫

Sf

(μ + μt)

[

∇ u
→+ (∇ u

→)T −
2

3
δ∇⋅ u

→
]

⋅ n
→dS (5)  

where μ is the dynamic viscosity of the fluid, μt is the eddy viscosity 
which is modelled using appropriate first order moment closure turbu-
lence models. The wall boundary part, however, is modelled as a whole 
using the following expression, 
∫

Sw

σ⋅ n
→dS = −

1

4
f

1

2
ρSC u

→
SC| u

→
SC|

∫

Sw

dS (6)  

where f denotes the Darcy frictional factor calculated using relevant 
subchannel friction correlations, depending on the specific configura-
tions of the fuel assembly simulated, ρSC and u

→SC are the subchannel 
bulk density and bulk velocity, respectively, derived by averaging the 
CFD solutions over the corresponding filtering mesh cells. 

SubChCFD is currently implemented in and validated for an open- 
source FV CFD package Code_Saturne (Fournier et al., 2011). Howev-
er, it is possible to implement it in other CFD platforms. 

2.2. Coupling with embedded porous media sub-models 

SubChCFD can be coupled with embedded porous media models to 
account for any sub-scale fine structures that are not suitable to be 
resolved using a coarse mesh. In such an approach, a computational 
domain with an explicit representation of the main subchannel geome-
try is still used. Flow regions with sub-scale fine structures are consid-
ered as porous media. A spatial averaging operator is then applied to the 
RANS governing equations (Eqs. (1) and (2)) over the porous media 
regions to obtain the macroscopic equations, which reads as follows, 
∇⋅(γV〈 u

→〉 ) = 0 (7)   

ρ
∂(γV〈 u

→〉)

∂t
+ρ∇⋅(γV〈 u

→〉⊗〈 u
→〉)=−γV∇〈p〉+∇⋅(γV〈σ〉)+γV

〈

S
→

M

〉

+γV R
→

(8)  

where γV is the volume porosity, representing the ratio of the volume 
occupied by the fluid and the total volume of the averaging operator: 

γV =
Vf

V
(9) 

R
→ is an unknown momentum source term that appears due to spatial 

averaging, accounting for the resistance forces exerted by the sub-scale 
fine structures on the fluid. A closure modelling is required to determine 
this term by relating it to the local macroscopic flow quantities. Symbols 
within the angle bracket represent the intrinsic average of the corre-
sponding fluid quantities. The intrinsic average of a variable ϕ is defined 
as follows, 

〈ϕ〉 =
1

Vf

∫

Vf

ϕdV (10) 

It can be observed that the macroscopic governing equations (Eqs. 
(7) and (8)) for the porous media regions closely resemble the RANS 
equations (Eqs. (1) and (2)) for the rest of the domain, although the 
physical meaning of the unknowns are different. Solution of the ob-
tained equation system can be simply organised into a single CFD 
instance with switchable equation coefficients among different regions. 
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Similar to that in the baseline SubChCFD, the FV integration is per-
formed over the coarse-grid computing mesh that covers the entire 
domain to discretise the equations and the near-wall SubChCFD treat-
ment (Eqs. (4)–(6)) is then applied for a near-wall closure modelling. 
Details about the implementation and validation of the coupling be-
tween SubChCFD and the porous media approach can be found in Liu 
et al. (2021b). 

2.3. Domain overlapping coupling with resolved CFD sub-models 

SubChCFD allows resolved CFD sub-models to be nested into the 

regions that are of interest to locally improve the prediction. Such a 
coupling is achieved using a domain-overlapping approach in which the 
resolved fine-mesh model receives data from the coarse-mesh solution to 
define its boundary conditions for the coupling interfaces. A Dirichlet- 
type boundary condition is used for velocity, and accordingly, a ho-
mogeneous Neumann condition is used for pressure. Fig. 1 shows a 
schematic that illustrates how the interface velocity is calculated in a 
coupled mesh system. As can be seen, the interface velocity at target face 
centre F in the fine mesh is calculated using the velocities at cell centre I 
(the cell adjacent to face F in the fine mesh) and J (the cell closest to I in 
the coarse mesh), respectively. The two velocities are then projected 

J

J'

I

I'

O'

F

J
I

F
Zoom-in

Centroids of the fine mesh cells

Centroids of the coarse mesh cells

Centroid of the coupling interface F

Fig. 1. Calculation of the interface velocity.  

Fig. 2. Outline of the SubChCFD methodology.  
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onto the orthogonal line I’J’ to face F at locations with equal distance to 
point F. Then, the interface velocity u

→F is calculated as an equal- 
weighted blending of them using the following equation, 

u
→

F = 0.5
[

u
→

J +∇ u
→

J ⋅
(

JJ
′̅→
+ O

′

F
̅̅→) ]

+ 0.5
[

u
→

I +∇ u
→

I ⋅
(

II
′̅→
+ O

′

F
̅̅→) ]

(11) 
The advantage of such a treatment over using information just from 

the coarse mesh to calculate the interface quantities is to improve the 
numerical stability of the coupling. 

Feedback is also allowed from the resolved fine-mesh model to the 
coarse-mesh SubChCFD model to locally improve the predictions of the 
latter. This two-way coupling is achieved by adding an additional mo-
mentum source term to the coarse-mesh equation as a penalty to force 
the velocity solution to approach that of the resolved fine-mesh model. 
The momentum source is based on the local velocity difference between 
the two meshes and can be formulated as follows, 

S
→n

Δ = η
ρn

Δt
( u→

n

dis − u→
n

loc) (12)  

where u
→n

loc is the cell centre velocity of the ‘local’ coarse mesh, un
dis is the 

velocity of the ‘distant’ fine mesh interpolated from the closest cell 
centre to the location where un

loc is stored, η is a user prescribed 
correction factor, representing to what extent the coarse-mesh result is 
expected to be corrected by that of the resolved model. A more detailed 
description of the coupling between SubChCFD and resolved CFD sub- 

models can be found in Liu et al. (2021a). 
Fig. 2 shows an outline of the SubChCFD methodology, including 

schematics of the baseline model as well as the coupling modules. 

3. Subchannel CFD model of the 5 £ 5 rod bundle 

3.1. Facility and experimental measurements 

The two test facilities used in the NESTOR experiment are depicted in 
Fig. 3. The rod bundles used in these facilities were very similar to one 
another in terms of rod diameter, pitch-to-diameter ratio and axial 
spacing of the spacer grids. The rod bundles consisted of a 5 × 5 square 
array of tube rods enclosed in a square bundle casing. The rod outer 
diameter was 9.50 ± 0.02 mm, and the array pitch and rod-to-wall gap 
were 12.6 mm and 3.1 mm, respectively. The resulted width of the 
bundle casing was 61.1 mm. The total length of the rod was approxi-
mately 5 m, including of a heated length of 3.658 m in the OMEGA 
experiment. The thickness of the tube used in the OMEGA bundle were 
different for the 9 inner rods and the 16 peripheral rods. They were 0.9 
mm and 0.675 mm, respectively, resulting in an inner-to-peripheral rod 
power peaking factor of ~ 1.3. The tube rods used in the MANIVEL fa-
cility were made of 316L stainless steel, while the heater rods were made 
of Inconel 600 precision cold-drawn tubes in the OMEGA facility. Some 
key physical properties of Inconel 600 (used in some of the simulations) 
are given in Table 2. 

The SSG and the MVG used in the MANIVEL and the OMEGA 

Fig. 3. Test sections and measurement information in the NESTOR experiment.  
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facilities were identical. The SSGs were a small honeycomb type grid (8 
mm high and 0.2 mm thick) and were distributed evenly at axial in-
tervals of 279 mm in the SSG rod bundle. The structural details of the 
SSG are shown in Fig. 4. The MVG was representative of the commercial 
Westinghouse F17 × 17 V5H design. Details of the MVG are not pro-
vided here, as the MVG bundle was not actually used in this paper. Those 
who are interested in this can directly refer to the Round Robin CFD 
benchmark reports (EPRI, 2015, 2014) for more details. 

The two facilities were all operated with single-phase water at steady 
state flow conditions. The isothermal MANIVEL facility was operated at 
atmospheric temperature and pressure, providing measurements for the 
axial velocity and pressure drop. Laser Doppler Velocimetry (LDV) was 
used to measure the cross-sectional distribution of the mean and RMS 
axial velocity at several successive axial elevations of the top four grid 
spans. The exact locations of these measuring elevations are shown in 
Fig. 4. For each cross-section, around 1,900 measuring points were used 
to produce high fidelity data sets. The grid span pressure drops were 
measured using eight pressure taps distributed at intervals of 279 mm on 
the two perpendicular casing walls. 

The thermal OMEGA facility was operated at a high pressure of 15.6 
MPa and high inlet temperatures ranging from 250.5 ◦C to 282.2 ◦C, 
which covers the normal PWR operation conditions. Measurements were 
performed for the subchannel centre fluid temperature and the rod wall 

inner-surface temperature of the heating tubes. As is shown in Fig. 3, the 
former was performed at the End of the Heated Length (EOHL) to pro-
duce a full cross-sectional temperature map at the EOHL of the rod 
bundle, while the latter was performed over the uppermost four grid 
spans for the 9 inner rods to collect detailed 2-D distributions of tem-
perature over the inner surfaces of the heated rod walls at axial and 
circumferential increments of 35 mm and 20◦ for the SSG bundle, and 
30 mm and 15◦ for the MVG bundle, respectively. 

3.2. Test case selected for simulation 

One of the thermal cases in the OMEGA experiment carried out 
within the SSG rod bundle test section is selected for the numerical 
modelling. The T/H conditions for this case are shown in Table 3. The 
inlet temperature and the outlet pressure are 250.5 ◦C and 15.6 MPa, 
respectively. The mass flux is 4,540 kg/m2/s, corresponding to a cross- 
sectional average inlet velocity (w0) of around 5.6 m/s. The resulting 
inlet Reynolds number based on the regular subchannel hydraulic 
diameter and w0 is 489,350. 

Table 2 
Some key physical properties of Inconel alloy 600.  

Density (kg/m3) Thermal conductivity (W/m/s) Specific heat (J/kg/K) 
8470  14.9 444  

Fig. 4. Structural details of the SSG and the locations of LDV velocity measurements in the NESTOR MANIVEL experiment.  

Table 3 
T/H conditions of the selected NESTOR-OMEGA test case.  

Outlet pressure 
(MPa) 

Mass flux (kg/m2/s) Reynolds 
number 

Inlet temperature 
(℃) 

15.6 4,540 489,350 250.5 
Inner rod power 

(kW/rod) 
Peripheral rod power 
(kW/rod) 

All rods power 
(kW) 

Total heating 
power (kW) 

94.812 73.902 2,035.7 2,046  
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The heating power of the inner 9 rods is higher than that of the 16 
peripheral rods due to the larger thickness of the heating tube used. They 
are 94.812 kW/rod and 73.902 kW/rod, respectively, based on the 
Inconel 600 heated length without the copper connections, resulting in a 
heating power on all rods of 2035.7 kW. The total heating power given 
in the last column of Table 3 is slightly higher than this value, as it also 
includes consideration of the length of the copper connections. 

3.3. Modelling strategy 

With the rapid increase in computing power, nowerdays, numerical 
simulation of the full span of the SSG rod bundle using conventional CFD 
is possible but still at a high price. In the CFD Round Robin bench-
marking exercise (EPRI, 2014), participants made various assumptions 
to reduce computing cost. For example, a quadrant domain was often 
used to replace the entire lateral domain taking the advantage of the 
geometrical symmetry. For the isothermal case (even some thermal 
cases), some participants only considered several spans in their simu-
lations. They assumed that the flow in these spans has already fully 
developed and can be simulated using axial periodicity. Some partici-
pants divided the entire domain into several segments to reduce the 
demand in computing power. In this approach, numerical simulations 
were performed successively from the first to the last segment. Once the 
simulation was completed for an upstream segment, the converged flow 
and thermal fields at the outlet were mapped to the inlet of the adjacent 
segment downstream to obtain the boundary conditions for the latter. 
This approach enabled CFD simulations to be done for large domains 
like this with limited computer capability, but they may also result in 
extra uncertainties if used inappropriately. 

3.3.1. The SubChCFD baseline model 
Considering the fact that the flow and temperature information are 

accumulated over spans from the beginning of the heated section, a 
coarse-grid SubChCFD baseline model is created, covering the entire 
heated length, to capture the axial development of the flow. In addition, 
the computational domain is extended in both upstream and down-
stream directions to create two unheated sections at the inlet and the 
outlet, respectively. The unheated inlet section is 300 mm long (about 
30Dh), being used to implement a so-called mapped inlet method. That 
is, the velocity and scalars at a downstream location within this 

unheated domain is mapped to the inlet boundary to produce fully 
developed flow conditions before the heated section. The unheated 
outlet section is 100 mm long, being used merely to reduce the potential 
numerical effects of the outlet boundary conditions on the flow in the 
upstream heated section. 

3.3.2. Coupling with embedded porous media 
There are 13 SSGs distributed over the entire heated length and they 

are modelled as embedded porous media within the baseline model, so 
no explicit modifications are required to the coarse-grid mesh across 
these porous media sub-domains. The volume porosity is calculated 
based on subchannels and its spatial distribution is the same for the 
spacer regions of different spans. Fig. 5 shows a cross-sectional view of 
the volume porosity distribution in the porous media sub-domains. 

The spacer-related pressure loss of the SSG is calculated using the 
following equation, 

ΔPG = −
1

2
ρref KG

(
wref ⋅

⃒
⃒wref

⃒
⃒
) (13)  

where KG is the one-grid-span spacer-related pressure loss coefficient, 
taking the value of 0.42 in the present study (Rehme, 1973). More de-
tails of the implementation of the embedded porous media method in 
SubChCFD can be found in Liu et al. (2021b). 

3.3.3. Coupling with resolved CFD sub-model 
The simulation is refined for a target span using a resolved sub- 

model, which is coupled with the coarse-grid baseline model. Accord-
ing to Liu et al. (2021a), one of the key factors that can affect the per-
formance of the coupling between SubChCFD and resolved CFD is the 
size and location of the computational domain used for the resolved sub- 
model. Normally, a relatively large domain should be used to avoid the 
coupling interfaces being placed too close to the regions of interest, so 
that the errors in boundary conditions obtained using the coarse-mesh 
results can be safely neglected. Fig. 6 shows the exact location as well 
as some key dimensions of the resolved sub-model. The main part of the 

Fig. 5. Distribution of the volume porosity in the porous media sub-domains 
(The SSG is also shown). 

 

Fig. 6. Detailed dimensions of the resolved sub-model and axial (i.e. the z di-
rection) elevations of the experimental measurements. 
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model is 279 mm long (i.e. the one-span length), including a 241 mm 
downstream of the SSG, which covers all four elevations where 
circumferential wall temperature measurements are available. These 
elevations are z = –875 mm, z = –945 mm, z = –1015 mm and z =
–1050 mm. The main part is extended by another 120 mm (approxi-
mately 12Dh) in the upstream of the SSG to allow a certain distance 

between the coupling interface and the SSG, resulting in a longer 
domain than one grid span. Feedback from the fine-mesh domain to the 
coarse-mesh domain (two-way coupling) is deactivated in this extended 
transition section to avoid the flow development in the resolved model 
influencing the coarse-mesh model. 

Fig. 7. Spatial arrangement of the computational domains in the coupling system.  

Fig. 8. Cross-sectional views of meshes used in the coupling system: (a) coarse-grid mesh for the SubChCFD baseline model, (b) spacer region of the CFD mesh for the 
resolved sub-model, (c) bare bundle region of the CFD mesh for the resolved sub-model, (d) local zooming in on Figure (b), (e) local zooming in on Figure (c). 
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3.3.4. The overall domain arrangement 
Fig. 7 is a schematic showing the final spatial arrangement of the 

computational domains in the modelling system. The coarse-grid model 
covers the entire length of the heated section with all 13 SSGs accounted 
for using embedded porous media models. The resolved sub-model 
covers mostly the first span of the test section where high fidelity 
experimental measurements for rod wall temperatures were performed. 

3.4. Mesh system 

Fig. 8 shows the cross-sectional views of the meshes used in the 
modelling system. It can be seen in Fig. 8(a) that the coarse-grid mesh 
used for the SubChCFD baseline model is generated based on mesh 
scheme 1 (Liu et al., 2019) and the resulting mesh size is 1.37 million 
cells. The mesh is the same for the bare bundle and the spacer gird re-
gions, as the embedding porous media method does not require a 
separate mesh for the porous media sub-domains. 

The CFD mesh used for the resolved sub-model is block-structured 
and contains purely hexahedral cells. Fig. 8(b) shows the cross- 
sectional view of the CFD mesh at the spacer region. The mesh is suit-
ably refined near the surfaces of the grid straps to capture the wall ef-
fects therein. Such a mesh pattern extends in both axial directions to the 
regions without spacer grid to ensure a conformal transition across the 
interfaces. This is beneficial to the overall numerical accuracy of the 
simulation, but to some extent, results in an increase in cell density for 
those regions. The mesh is laterally periodic and magnified views of 
some representative structures are presented in Fig. 8(d) and (e) to 
shown more details. It can be seen in Fig. 8(d) that geometrical sim-
plifications have been made to the regions where the SSG is in contact 
with the rods and the casing walls. The contact ‘points’ (from a 2-D 
cross-sectional perspective) are replaces with contact ‘lines’ to avoid 
the sharp angles on the two sides so that it is easier to ensure a high 
quality local mesh. In the axial direction, the mesh is refined in the vi-
cinity of the SSG, especially in the downstream region, to capture the 
complex flow features in the wake. Finally, the mesh size for the 
resolved sub-model is 28.9 million cells. 

3.5. Turbulence models 

A two-equation eddy viscosity turbulence model, the k-ω SST model 
(Menter, 1994), is used in conjunction with a two-scale friction velocity 
wall function (EDF R&D, 2019) in the resolved sub-model to model 
turbulence. The same turbulence model is used in the coarse-grid 
SubChCFD baseline model to simplify the data exchange of turbulence 
quantities between the coupled models. 

3.6. Boundary conditions 

3.6.1. The coarse-grid SubChCFD model 
For the coarse-grid baseline model, a recycling method is used, as 

described in Section 3.3.1, to derive the boundary condition for the inlet 
and an outflow boundary condition is used for the outlet. The solid walls 
of the rods and bundle casing are treated using a standard SubChCFD 
approach, where the wall friction factor is calculated using the following 
correlation (Todreas and Kazimi, 1990), 

f =

[

a + b1

(
P

Dh

− 1

)

+ b2

(
P

Dh

− 1

)2
]/

Ren (14)  

where P is the pitch of the square rod array (for edge or corner sub-
channels, P is equal to the rod dimeter plus the gap between the rod and 
the bundle wall), Dh is the subchannel hydraulic diameter, Re is the 
Reynolds number based on Dh and the subchannel bulk velocity, a, b1, b2 
and n are constants, the values of which for different types of sub-
channels are given in Table 4. 

Constant heat fluxes are imposed on the rod walls over the heated 

length based on the values given in Table 3 and the rest of the solid walls 
are assumed to be adiabatic. 

3.6.2. The resolved CFD sub-model 
There are basically two types of boundaries in the resolved fine-mesh 

domain, namely, the actual physical boundaries and the coupling in-
terfaces. All solid walls are actual physical boundaries and have non-slip 
conditions applied. The boundaries through which the flow enters and 
leaves the domain are coupling interfaces, and the boundary conditions 
for them are updated based on the coarse-grid results at each time step 
during the simulation. Dirichlet type boundary conditions are used for 
all variables except pressure at these coupling interfaces. They can be 
derived using equations of similar forms as Eq. (11). In this study, a new 
method has been developed to derive the boundary conditions for the 
inlet interface to improve the quality of the simulation as detailed in 
Section 3.7. 

3.7. Improvements of the coupling methodology 

In reality, the flow is expected to have fully developed before 
reaching the SSG in the target span, as it has actually passed through 
over 10 grid spans. Although the computational domain of the resolved 
sub-model has been extended by about 12Dh at the inlet, it is still not 
likely to be long enough for the boundary layer to fully develop. A 
simple solution is to further extend the domain to ensure the simulation 
results of the region of interest are independent of the location of the 
inlet boundary. However, this will result in a significant increase in the 
overall computing cost. Alternatively, a methodology is developed 
herein for the treatment of the boundary conditions at coupling in-
terfaces (particularly the inlet interface in the present case) to reduce the 
boundary error without further increase in domain size. Details are as 
follows:  

• The coarse-grid velocity and temperature are not directly mapped to 
the fine mesh to derive the inlet boundary conditions for the resolved 
sub-model. Instead, they are averaged over subchannels to produce 
corresponding bulk quantities, which are passed to the fine mesh.  

• Empirical correlations are then used to produce well-developed flow 
and temperature profiles for each of the subchannels at the inlet 
boundary of the fine-mesh domain. Such profiles are further cor-
rected to satisfy the conservation of mass and energy across the 
entire coupling interfaces.  

• Fully-developed boundary profiles for the turbulence quantities 
(namely k and ω in this study) are also generated using relevant 
empirical correlations. 

The empirical correlations used and a detailed procedure for 
implementation of the above methodology can be found in Section A1 of 
the Appendix. 

3.8. Numerical simulation 

A pressure-based steady-state solver is used for both of the coupled 
models. SubChCFD with the embedded porous models was first per-
formed for the coarse-grid domain without coupling with the resolved 

Table 4 
Parameters in the friction factor correlation for square-lattice rod bundles.  

Subchannel type a b1 b2 n 
Interior (laminar)  35.55  263.7  −190.2 1 
Edge (laminar)  44.40  256.7  −267.6 1 
Corner (laminar)  58.83  160.7  −203.5 1 
Interior (turbulent)  0.1339  0.09059  −0.09926 0.18 
Edge (turbulent)  0.143  0.04199  −0.04428 0.18 
Corner (turbulent)  0.1452  0.02681  −0.03411 0.18  
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CFD to gain some initial insights to the flow and provide a starting point 
for the coupled simulation so as to accelerate the convergence of the 
latter. The coupled simulation was then performed on a High Perfor-
mance Computing (HPC) cluster using a total of 256 Central Processing 
Unit (CPU) cores. To achieve the best parallelised performance, CPU 
cores were allocated to the coupled models based on the ratio of their 
mesh sizes used. Consequently, 12 and 244 cores were allocated to the 
coarse-grid model and the resolved sub-model, respectively. Conver-
gence was reached within 6 h (wall-clock time), which is expected to be 
much shorter than that required in a typical CFD simulation for the full 
span of the rod bundle (the computing time needed is estimated to be up 
to 60 h for a same number of CPU cores used). 

4. Results and discussion 

Before going into a detailed discussion of the simulation results, an 
overall picture of the flow predicted by the coupled model system is 
shown first in Fig. 9. It can be seen on the left of the figure that the 
resolved sub-model (in red) occupies a fairly small part of the entire 
geometry of the SubChCFD model system (in green) where the locations 
of the SSG spacers are also indicated. A magnification of the most 

interested region in the model system (i.e. the section enclosed in the 
dashed box) is shown in the rest of the figure, where some details of the 
predicted rod wall temperature and axial velocity distributions at some 
representative elevations are also presented. 

4.1. Flow field 

Fig. 10(a) and (b) show the spatial evolutions of the axial subchannel 
bulk velocity and pressure of an interior subchannel (highlighted in red) 
along the axial direction, respectively. In addition to the results of the 
coupled simulation (baseline + porous + resolved CFD), the SubChCFD 
results of an uncoupled simulation (baseline + porous model) are also 
plotted for comparison. 

It can be seen in Fig. 10(a) that the subchannel bulk velocity grad-
ually increases towards the outlet of the domain as the fluid is heated up 
and expanding due to the density decrease. Velocity spikes appear due to 
the reduction in area of the flow passage when the flow passes through 
the SSGs. Such a phenomenon is correctly captured by the use of the 
embedded porous media model in SubChCFD, as it is evidenced that the 
pattern and height of the velocity spike predicted by SubChCFD (with/ 
without the coupled simulation) agrees well with that of the resolved 

Fig. 9. Overall flow pattern predicted by the coupled model system.  
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sub-model where the SSG in the target span is explicitly resolved. It can 
be noted in Fig. 10(c) that the axial bulk velocity of the highlighted 
subchannel predicted by SubChCFD in the coupled simulation is slightly 
lower than that of the uncoupled simulation in the target span down-
stream of the SSG due to momentum correction through the two-way 
coupling. It is also worth noting that such a difference diminishes in 
the far downstream. 

The overall pressure drop predicted in the coupled simulation is 
about 3.4% (5,000 Pa) lower than that in the uncoupled SubChCFD 
simulation. Such a difference originates, as shown in Fig. 10(b), in the 
grid span where coupling is located. For ease of analysis, the grid-span 
pressure drop can be divided into two components, that is, the fric-
tional loss due to bare bundle and the form loss due to the addition of the 
spacer grid. In uncoupled SubChCFD, prediction of the two relies 
completely on empiricism through Eqs. (6), (14) and Table 4, and Eq. 
(13), respectively. In the coupled simulation, however, the empiricism is 
replaced by RANS CFD in the region of coupling. It can be seen in Fig. 10 

(d) that the coupled simulation agrees with the uncoupled SubChCFD in 
terms of the prediction in frictional loss but gives a much lower pre-
diction of the form loss than that of the latter. This is somewhat 
consistent with what was observed in the Round Robin benchmarking 
exercise on an isothermal MANIVEL case where most of the investigated 
RANS models under-predicted the grid span pressure loss by 25 – 45% 
and the error was considered to be mainly due to the under-prediction of 
the form loss across the SSG (EPRI, 2014). 

Fig. 11 shows a detailed comparison of the predicted grid span 
pressure drop between the present study and a number of CFD results 
produced using full-span-domain simulations in the Round Robin 
benchmarking exercise. These CFD simulations cover a variety of RANS 
turbulence models, wall treatments, mesh sizes and CFD packages used. 
Details can be found in Table 5. 

The SSG is designed to be small and simple, but its effects on the flow 
are still expected to be significant. The axial velocity profile is expected 
to be highly distorted when the flow passes the SSGs. This phenomenon 

Fig. 10. Axial evolution of the flow at an interior subchannel: (a) subchannel bulk velocity, (b) pressure, (c) subchannel bulk velocity of the target span, (d) pressure 
of the target span. 

B. Liu et al.                                                                                                                                                                                                                                       



Nuclear Engineering and Design 393 (2022) 111793

12

cannot be captured by a SubChCFD simulation by definition. One of the 
aims of coupling SubChCFD with a resolved sub-model is to capture 
some details of the grid effects on the flow downstream. Unfortunately, 
there are no measured velocity data available to directly assess the 
simulation results, as LDV measurements were not performed in the 
OMEGA experiments. Considering that the SSG rod bundle used in the 
MANIVEL facility is the same as that used in the current OMEGA case 
simulated herein, the velocity data of an isothermal case in the MAN-
IVEL experiment are used as a base for comparison. 

Fig. 12 shows the cross-sectional locations of the experimental data 
used, including two horizontal lines (Line 1 & Line 2) and two vertical 

lines (Line 3 & Line 4). Since the flow is expected to be symmetric about 
the centrelines, experimental data are averaged over the pair of lines of 
the same orientation. Data at four different axial elevations downstream 
of the SSG in the target span are compared with the simulation results, 
including z-zG = 35 mm, z-zG = 50 mm, z-zG = 100 mm and z-zG = 160 
mm (zG represents the axial location of the downstream edge of the 
target SSG). 

To make suitable comparisons, the velocities from simulations are 
normalised using the cross-sectional average values at each corre-
sponding elevation, whilst the experimental measured data are nor-
malised using the average inlet velocity in the isothermal case used. 
Considering the symmetry of the geometry and the flow, the simulation 
results are plotted only for Line 2. 

Fig. 13 shows comparisons of the axial velocity profiles for the 
aforementioned four elevations. The two sets of experimental data for 
lines of different orientations are plotted separately and they are found 
to be in good agreement with each other. The coarse-grid results derived 
through an uncoupled SubChCFD simulation are also presented in 
addition to the coupled simulation results. It can be seen that the 
distortion to the axial velocity profile caused by the SSG is captured as 
expected by the resolved sub-model in the coupled simulation, although 
the peak values in the edge subchannel are under-predicted by around 
10% for most of the elevations investigated. This may be due to a 
combination of the turbulence model used and the discrepancy of flow 
conditions between the OMEGA case simulated and the MANIVEL 
isothermal case used to provide the experimental data. But in any case, 

Fig. 11. Comparison of grid span pressure drop between the present simulation and some RANS CFD results in the Round Robin Benchmarking exercise.  

Table 5 
Detailed information of the selected full-span-domain CFD simulations in the 
Round Robin benchmarking exercise.  

CFD 
Simulation 

CFD package Mesh 
size per 
grid span 

Turbulence 
model 

Wall 
treatment 

CHT 

A2 ANSYS 
Fluent 

11 
million 
(hybrid) 

Steady RANS, 
k-ω SST 

Enhanced 
wall 
treatment 
(EWT-ω) 

Yes 

B2 STAR-CCM+ 35 
million 
(hexa, 
trim) 

Steady RANS, 
Modified 
quadratic k-ε 

High y+
treatment 

No 

C2 STAR-CCM+ 22 
million 
(hexa, 
trim) 

Steady RANS, 
Modified 
quadratic k-ε 

High y+
treatment 

Yes 

E2 STAR-CCM+ 7.6 
million 
(hexa) 

Steady RANS, 
Realizable k-ε 

Two-layer 
all y+ wall 
treatment 

No 

F2 STAR-CCM+ 32 
million 
(hexa, 
trim) 

Steady RANS, 
Low- 
Reynolds- 
number k-ε 

All y+ wall 
treatment 

Yes 

G2-1 Code_Saturne 12.1 
million 
(hexa) 

Steady RANS, 
SSG RSM, 
SGDH 

One- 
velocity- 
scale wall 
function 

No 

G2-2 Code_Saturne 12.1 
million 
(hexa) 

Steady RANS, 
SSG RSM, 
GGDH (Cθ =

0.15) 

One- 
velocity- 
scale wall 
function 

No  

Fig. 12. Selected lateral locations of the measured mean axial velocity for 
assessment of the numerical simulations. 
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Fig. 13. Comparison of the mean axial velocity profiles normalized by corresponding bulk velocities along Line 2 at different elevations: the experimental data are 
plotted separately for Lines 1&2 and 3&4 (Note: the elevations are based on the MANIVEL isothermal experiment shown in Fig. 4). 
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Fig. 14. Comparison of the region-averaged subchannel centre temperature at the EOHL.  
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the fine-mesh results are a huge improvement over the coarse-grid 
counterparts which naturally do not capture any of the details 
mentioned above. Additionally, the two-way coupling seems to provide 
some noticeable ‘improvements’ to the coarse-grid results especially at 
the near-downstream elevations, in that the velocity peaks at the sub-
channel centres are slightly lowered. However, these improvements are 
small and may not be considered as a definitive conclusion. 

4.2. Thermal field 

4.2.1. Subchannel centre fluid temperature at the EOHL 
Subchannel centre fluid temperatures were measured at the EOHL in 

the OMEGA experiments, so they can be directly used to assess the 
current simulation results. Since the resolved sub-model in the coupled 
simulation does not cover the measurement plane at the EOHL, only the 
coarse-grid results of the SubChCFD models are compared with the 
experiment. Fig. 14 shows the region-averaged subchannel centre tem-
peratures at the EOHL for six different T/H types of subchannels that are 
indicated in different colours. It can be seen that the present simulation 
results agree well with the experiment measurements for most of the 
regions. The biggest disagreement happens at the corner subchannels 
where the temperature is under-predicted by around 3 ◦C. Despite this, 
the predictions of SubChCFD is better than those of most of the CFD 
models shown in Table 5. 

It should be pointed out that no direct thermal coupling is used be-
tween the coupled models in the current simulation. In other words, the 
improvement for the coarse-grid temperature field is achieved through 
momentum corrections rather than being directly based on the fine- 
mesh temperature result. Feedback to the coarse-gird temperature 
field may further improve the results but is not included in the present 
study. Since the effect of momentum correction in the overlapping re-
gion does not propagate that far downstream (see Fig. 10), it is not 
surprising that there is almost no difference observed between the 
uncoupled and coupled SubChCFD results of the subchannel centre fluid 
temperatures at the EOHL. 

4.2.2. Rod wall outer-surface temperature 
A key target variable to assess the quality of the numerical simulation 

in this study is the rod wall outer-surface temperature. In the NESTOR- 
OMEGA experiment, the rod wall outer-surface temperature was 
calculated from the heating power and the measured rod wall inner- 
surface temperature based on the assumption of 1-D (radial) conduc-
tive heat transfer in the solids. In addition to the (calculated) 

experimental data, the results of the CFD models shown in Table 5 are 
also used for comparison. It should be noted that some of the CFD 
simulations also took Conjugate Heat Transfer (CHT) in to account. 

In the coupled simulation, the rod wall outer-surface temperature for 
the target grid span is available in both the fine-mesh and the coarse- 
mesh results. The former is obtained in a standard way through the 
wall function used. The approach used in the SubChCFD model is 
described below. This is calculated based on a local reference fluid 
temperature (Tref) and the subchannel Nusselt number (Nu) using the 
following relation: 

Tw = Tref −
q̇Dh

λNu
(15)  

where q̇ is the local wall heat flux, λ is the thermal conductivity of the 
fluid. The subchannel Nusselt number is calculated using the Nusselt 
number for a circular pipe with a correction factor (Todreas and Kazimi, 
1990): 
Nu = ψ(Nu∞)c.t. (16)  

where ψ = 1 + 0.9120Re−0.1Pr0.4(1 − 2.0043e−B), B = Dh/D, and 
(Nu∞)c.t. is calculated using the Dittus-Boelter correlation (Dittus and 
Boelter, 1985): 

(Nu∞)c.t. =

{

0.023Re0.8Pr0.4 whenthefluidisheated

0.023Re0.8Pr0.3 whenthefluidiscooled
(17) 

Simulation results are first presented in the form of circumferentially 
averaged values. Fig. 15 shows a comparison of the axial evolution of the 
average rod wall outer-surface temperature in the target span. Here, the 
fine-mesh result in the inlet transition section is also included to show 
that the flow and the thermal boundary layers have already well 
developed before entering the target region and hence demonstrating 
the effectiveness of using the empirical correlations for the inlet 
boundary conditions of the fine-mesh domain. Detailed discussion about 
this can be found in Section A2 of the Appendix. 

Interestingly, the coarse-mesh results (in the uncoupled and the 
coupled simulation) agree better with the experimental data than the 
fine-mesh result does in terms of temperature magnitude. They are even 
better than all the full-span CFD results presented. This is because 
SubChCFD incorporates well-validated and application-specific empir-
ical correlations, which are sometimes found to be more accurate than 
resolved CFD. It is, however, worth noting that the coarse-mesh results 
do not show a convex shape as most of the full-span CFD results do in the 

Fig. 15. Comparison of the axial evolutions of the circumferentially averaged rod wall outer-surface temperature over the central rod.  
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target grid span, although the feature is not significant. This is reason-
able as (by definition) the coarse-grid model is not expected to resolve 
the detailed effects of the SSG on the flow and heat transfer downstream. 
Conversely, the fine-mesh result of the coupled simulation agrees well 
with most of the full-span CFD results as well as the experimental data in 
this regard, even though the overall magnitude of the wall temperature 
is over-predicted. It has been discussed in the report of the Round Robin 
benchmarking exercise (EPRI, 2014) that such an over prediction 
happened in all CFD simulations (except A2 and B2 in which a wall 
roughness was used), which may be due to the potential inaccuracy of 
the thermal boundary conditions of the rod walls calculated based on the 
1-D heat conduction assumption. It can be noted that the most accurate 
predictions are observed in the cases where the CHT is taken into ac-
count (Case C2 and F2). 

Fig. 16 compares the detailed circumferential distributions of the rod 
wall outer-surface temperature over the central rod at the four eleva-
tions for experimental measurements depicted in Fig. 6. Despite an over- 
prediction in magnitude, the fine-mesh results of the coupled simulation 

are consistent with most of the full-span CFD results (especially those 
produced using isotropic turbulence models) in terms of circumferential 
variations. A maximum of about 5 ◦C wall temperature variation along 
the circumferential direction of the rod is predicted. However, this is not 
the case observed in the experimental measured data which show a 
rather flat shape instead. It was argued in (EPRI, 2014) that the exper-
iment results did not show a clear and consistent pattern and this may be 
caused by coarse measurement intervals, experimental errors and 
determination biases. 

The circumferential variations of the rod wall outer-surface tem-
perature predicted by the coarse-grid model are highly dependent on 
how the reference temperature in Eq. (15) is selected. In the current 
simulation, the temperature of the wall adjacent mesh cell is selected as 
the reference, leading to very similar predictions of the wall temperature 
distribution to those of resolved CFD approaches (see Fig. 16). It should 
also be noted that, similar to the situation observed for the average 
values in Fig. 15, the circumferential distribution of the rod wall outer- 
surface temperature predicted by the coarse-grid model in the coupled 

Fig. 16. Comparison of the circumferential distributions of the rod wall outer-surface temperature over the central rod at the four elevations shown in Fig. 6.  

B. Liu et al.                                                                                                                                                                                                                                       



Nuclear Engineering and Design 393 (2022) 111793

16

and the uncoupled simulations almost coincide with each other, indi-
cating that the thermal correction due to the two-way coupling is very 
small. 

4.3. Considering CHT in the resolved sub-model 

CHT can be directly taken into account in the resolved sub-model 
without special adjustments to the current coupling framework. One 
of the most significant changes made to the resolved sub-model is to 
create a mesh for the solid zones where heat conduction is to be 
considered. Fig. 17 shows the cross-sectional views of some represen-
tative parts of the mesh. It can be seen that the solid walls of the 9 inner 
and the16 peripheral rods are meshed using 5 and 4 layers of cells in the 
radial direction, respectively. The circumferential divisions in the solid 
mesh are consistent with that in the adjacent fluid mesh to ensure 
conformal interfaces between the two. For simplicity, heat conduction 
inside the SSG (not expected to have significant effects) is not consid-
ered, so it is excluded from the computational domain. The total mesh 
size (including both the fluid and the solid meshes) increased to 34.4 
million cells (28.9 million cells for the fluid and 5.5 million cells for the 
solid). 

In the coupled simulation, the governing equations for the solid and 

the fluid zones in the resolved sub-model are handled in a single CFD 
instance taking advantage of the ‘internal coupling’ functionality of 
Code_Saturne. Adiabatic boundary conditions are used for the rod wall 
inner-surfaces and volumetric energy sources based on the actual 
heating power given in Table 3 are imposed uniformly to the corre-
sponding tube rods over the heated length. Constant solid physical 
properties given in Table 2 are used in the solution of the heat con-
duction equation for the solid. 

Fig. 18 shows the axial evolution of the circumferentially averaged 
rod wall outer-surface temperature over the central rod obtained in the 
new simulation. As expected, the coarse-grid results are almost the same 
as that of the previous simulation. However, the result of the resolved 
sub-model obtained in the new simulation is improved compared with 
the previous one where the CHT is not taken into account, although an 
over-prediction is still observed. As can be seen in Fig. 18, the over- 
prediction of the wall temperature in the new simulation is about 
3 ◦C, whilst the value is about 5 ◦C in the previous one where CHT is not 
considered. This is consistent with what was reported in the Round 
Robin benchmarking exercise that CFD simulations with CHT supposed 
to give better predictions. It is worth noting that a small temperature 
peak is predicted by the resolved sub-model near the SSG in the target 
span. This may be due to the sudden change of the T/H condition of the 

Fig. 17. Cross-sectional views of the mesh used for the resolved sub-model with solid heat conduction taken into account: (a) spacer region, (b) bare bundle region.  

Fig. 18. Comparison of the axial evolutions of the circumferentially averaged rod wall outer-surface temperature over the central rod: CHT is considered in the 
resolved sub-model in the coupled simulation. 
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fluid when it passes the SSG. Such a peak does not appear in the CFD 
results of the Round Robin benchmarking exercise, as they are averaged 
at actual measurement locations which do not coincide with the SSG. 
Moreover, the predicted wall temperature peak here is in an opposite 
direction to that of the previous simulation. In the previous model, the 
wall surface area where the rod and the SSG are in contact are excluded 
from the fluid-domain boundaries, resulting in a slight reduction in total 
heat flux to the fluid in the spacer region, and this may account for the 
opposite prediction of the wall temperature peak. 

Fig. 19 shows circumferential distributions of the rod wall outer- 
surface temperature over the central rod for the new simulation re-
sults. Again, the coarse-grid results are almost the same compared with 
the previous ones. The main difference in the new simulation results 
happens in the fine-mesh model where the overall magnitude of the wall 
temperature predicted is reduced by about 2 ◦C for each of the elevations 
investigated, but meanwhile the shape of the temperature distribution 
does not change significantly. It is a little surprising that the 

circumferential variation of the wall temperature is not smeared more 
significantly by the heat conduction inside the solid. Despite this, the 
result agrees well with that of a similar benchmarking CFD simulation 
with CHT (F2) in terms of the circumferential variation, in which an 
isotropic turbulence model (a low Reynolds number k-ε model) was 
used. 

5. Conclusions 

A 5 m 5 × 5 rod bundle with Simple Support Grids (SSGs) in the 
NESTOR-OMEGA experiment is used to demonstrate the multi-scaling 
simulation capability of SubChCFD in handling complex flow and heat 
transfer problems in large reactor core structures. A body-fitted coarse- 
grid mesh that covers the full length of the rod bundle is created based 
on the bare bundle geometry for the SubChCFD baseline model. The 
SSGs are modelled using the embedded porous media method to account 
for the reduction in area of the flow passages and the resultant pressure 

Fig. 19. Comparison of the circumferential distributions of the rod wall outer-surface temperature over the central rod at the four elevations shown in Fig. 6: CHT is 
considered in the resolved sub-model in the coupled simulation. 
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drop. A resolved sub-model covering a particular grid span of interest is 
coupled with the coarse-grid model to explicitly resolve the detailed 
effects of the SSG on the flow downstream. 

A new method has been proposed herein to improve the treatment of 
the interfacing boundary conditions in the coupling. First, the resolved 
sub-model is extended by 12Dh at the inlet to create a developing zone, 
where feedback from resolved to coarse-mesh model is switched off. 
Then, to accelerate flow development in this region, empirical correla-
tions are used to obtain the inlet boundary conditions for the fine-mesh 
domain based on the bulk quantities from the coarse-mesh model. As a 
result, quasi-fully-developed inlet profiles for flow, temperature and 
turbulence quantities are obtained by the end of this developing zone 
and the axial length required for the flow to fully develop is reduced. 

A two-equation eddy viscosity turbulence model, the k-ω SST model, 
is used for both of the coupled models to simplify the data exchange for 
turbulence quantities in the coupling. A two-scale friction velocity wall 
function is used in the resolved sub-model. The meshes used for the 
coupled coarse-grid and the fine-mesh models are 1.4 million cells and 
28.9 million cells (increasing to 34.4 million cells when Conjugate Heat 
Transfer (CHT) is considered), respectively. The simulation was per-
formed using 256 CPU cores on a HPC cluster, and a maximum 6-hour 
simulation turn-around time was achieved. 

The simulation results are first compared with data of the NESTOR- 
MANIVEL isothermal experiments for the flow field, although the flow 
conditions are not exactly the same. With normalisation using the 
respective bulk velocities, the comparisons show that the axial evolution 
of the axial velocity profile in the target grid span is reasonably well 
captured by the resolved sub-model in the coupled simulation in com-
parison with the experimental data. 

A key variable to assess the quality of the numerical simulation is the 
rod wall outer-surface temperature. Comparisons are made for the cir-
cumferentially averaged values over the central rod between the simu-
lation results and the experimental data as well as a number of CFD 
results of the Round Robin benchmarking exercise. It is shown that the 
coarse-grid result agrees very well with the experimental data in terms 
of the overall temperature variations, but it does not capture some de-
tails of the axial evolutions as expected. In contrast, the resolved sub- 
model captures the variations correctly as most of the reference CFD 
simulations do, but over-predicts the temperature magnitude by about 
5 ◦C. In a subsequent simulation with CHT considered, the over- 
prediction is reduced by 40%. 

In addition, the resolved sub-model of the coupled simulation pre-
dicts very similar patterns of the circumferential variation of the rod 
wall outer-surface temperature to most of the full-span CFD simulations 
in the Round Robin benchmarking exercise (especially those with 
similar turbulence models). However, the amplitude of the wall tem-
perature variation predicted is higher than that observed in the exper-
iment (although this may be due to some uncertainties in the 
experimental measurements). Such a trend does not change significantly 
in the simulation with CHT considered, but the predicted overall wall 
temperature magnitude is much closer to the experiment. 

To summarise, SubChCFD coupled with resolved-CFD and porous 
media model offers significant capability and good flexibility in repre-
senting the overall behaviour as well as resolving selected local flow 
features for a large flow/thermal system with complex internal struc-
tures. It is also noted that the predictions from a resolved CFD sub-model 
within SubChCFD are still limited in their accuracy (when compared 
with experimental data) by the inherent uncertainties and limitations in 
the CFD modelling approach used. For example, the limitations on the 
applicability of different RANS turbulence models to specific types of 
flow apply equally to these sub-models. Similarly, the success of the 
porous modelling approach depends on the suitability of, for example, 
user defined loss coefficients. It may further noted that SubChCFD in-
corporates well-validated and application-specific empirical correla-
tions that are sometimes found to give better quantitative predictions 
than resolved CFD. Therefore, the SubChCFD tool offers the potential to 

achieve predictions that align more closely with experimental data than 
resolved CFD in some cases, as well as offering the large reduction in 
computational expense. 
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