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Abstract—The full utilization of solar energy is of great 

significance for reducing carbon emissions and alleviating 

environmental problems. Fast frequency regulation plays an 

important role in the power system with grid-connected two-stage 

photovoltaic (PV) plants. The presented fast frequency regulation 

method is composed of droop control, virtual inertia control and 

de-loading control. This work focuses on improving droop control 

and virtual inertia control for PV plants connected to grid. Due to 

non-Gaussian disturbance induced by solar irradiance, an 

adaptive control strategy is proposed by minimizing an improved 

performance index which combines mean square error (MSE) and 

minimum error entropy (MEE) criteria together. Based on the 

collected frequency deviation series data, the entropy of the 

frequency deviation is estimated with the aid of a quantizer. The 

droop control coefficient and inertia gain are then solved by an 

improved gravitational search algorithm (IGSA). Finally, the 

effectiveness of the proposed strategy is testified by an illustrative 

power system with a two-stage grid-connected PV plant. 

 
Index Terms—Frequency regulation, gravitational search 

algorithm, particle swarm optimization, photovoltaic. 

 

I. INTRODUCTION 

NERGY transition to carbon neutrality is of vital  

importance. The conventional synchronous generators will 

be replaced by high penetration renewable energy sources in 

power grid. Among various renewable energy sources, solar 

photovoltaic (PV) energy is regarded as one of the most 

promising energy sources, because it has some advantages in 

terms of low maintenance-cost, rapid energy conversion, long 

effective life, high reliability and so on [1-5]. 

The randomness and volatility of photovoltaic output 

induced by weather changes, cloud movement and other factors 

may arise operational and reliability problems. In addition, 

photovoltaic system is connected to the grid by power 

electronic equipment, its active power output is then decoupled 

from the grid frequency. With the continuous increase of 

photovoltaic penetration rate, frequency support capability of  

power systems is reduced. Even the safety and stable operation 
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of the power grid are threatened. Control systems play 

important roles in maintaining the grid frequency within a 

proper range. In this context, it calls for investigating frequency 

regulation methods for the PV plants connected to power 

system. 

Photovoltaic plants participated in frequency regulation can 

be classified into two kinds: PV plants equipped with or without 

internal energy storage systems (ESSs). For the PV plants 

equipped with internal ESSs, PV plants usually operate in 

maximum power point tracking (MPPT) mode while ESSs 

provide frequency response. On the other hand, the PV plants 

without internal ESSs usually operate in a power dispatch mode 

by utilizing some deliberate curtailment strategies.  

When the PV plants operate in MPPT control mode, the 

active power of the PV plant always follows MPP. There isn’t 
any power reserve capability to provide frequency response. 

Accordingly, the PV plants are usually equipped with ESSs 

participated in frequency regulation. At present, the PV plants 

without internal ESSs are also required to participate in 

frequency regulation, the PV plants need provide power 

reserves. Several de-loading control methods have been 

proposed to generate active power reserve. A PV plant power 

control strategy was proposed based on Newton's quadratic 

interpolation in [6], the de-loading control method was 

implemented by iteratively solving a quadratic polynomial. 

Based on a non-simplified single-diode photovoltaic model, a 

power-voltage characteristic fitting curve was introduced to 

realize de-loading control [7]. A photovoltaic system power 

control strategy was presented for generating active power 

reserve under partial shadow conditions [8]. 

Some research efforts have been devoted to the PV plants 

participated in fast frequency regulation without internal ESSs. 

Some virtual inertia control and droop control methods have 

been proposed to improve short term frequency regulation 

capability. 

The fastest type of frequency support is inertia. The PV 

system can obtain inertia support capability. The research on 

the virtual inertia control of the grid-connected PV plants was 

summarized in [2-5, 9-12].  

Droop control can provide fast frequency regulation. The 

frequency deviation of the power grid can be controlled within 

an allowable range by setting proper power-frequency function 

and fixed curtailment during normal operation and fault 

transients [13]. The experimental analysis indicated that the 

distributed voltage and the grid over-frequency can be regulated 

by using active power curtailment, volt-watt control and 
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frequency-watt control together [14]. A droop control method 

was proposed for the PV plants to provide primary frequency 

support, moreover, an emergency controller can be switched to 

prevent system frequency collapse in case of severe faults. A 

frequency regulation scheme was designed for PV plants 

without internal ESSs after the active power curtailment had 

been realized [15]. Nevertheless, the droop controller with a 

fixed slope and a pre-defined dead band were adopted in [13-

15]. To improve primary frequency response, the droop 

coefficient can be continuously adjusted in response to 

varying solar irradiance.  

In addition, virtual inertia control and droop control have 

been combined to modify the reference value of photovoltaic 

active power, the PV plants can regulate frequency quickly [16-

18]. A two-stage grid-connected PV system with frequency 

response capabilities was investigated, the droop controller 

reduces the maximum frequency excursions while the inertia 

controller increases the system inertia [19]. A fast frequency 

regulation scheme was designed for a PV system, in which both 

droop controller and virtual inertia controller were applied to 

provide frequency support [20]. A de-loading fuzzy controller 

and a control mode selector were presented for PV plants, the 

fuzzy controller that comprises droop control and inertia control 

improved the frequency regulation quality [21].  

The aforementioned control methods are based on system 

models. Model-free or data-driven method is an alternative way 

to realize flexible control in practice. In [22-24], three novel 

adaptive dynamic programming based learning algorithms were 

developed for load frequency control in power systems [22], 

ESSs based frequency control systems [23] and electric 

vehicles based frequency control systems, respectively [24]. A 

model-free fast frequency control was presented to realize ESSs 

based frequency support [25]. Few references have focused on 

model-free or data-driven frequency control strategy for PV 

plants so far. The objective functions used in the above data-

driven frequency control strategies [21-25] can not necessarily 

deal with non-Gaussian disturbance induced by solar 

irradiance. It is necessary to investigate data-driven frequency 

regulation under a stochastic framework. 

The challenges in fast frequency regulation of PV plants 

without ESSs are exhibited as: 

(1) For grid-connected PV systems, their accurate models are 

not easy to be obtained using physical principles. 

(2) It calls for a proper control objective to deal with solar 

irradiance disturbance when designing data-driven frequency 

control strategy. 

(3) An optimization approach is needed to solve data-driven 

frequency control problem since there isn’t enough information 

to mathematically formulate the PV frequency control problem. 

Minimum error entropy (MEE) has become an important 

criterion for non-Gaussian systems instead of mean square error 

(MSE), which is usually used to design controller and filter for 

nonlinear and non-Gaussian systems [26-28]. Meanwhile, some 

non-exact innovative optimization approaches have been 

presented to solve complicated optimization problems [29-32].  

Motivated by these investigations, an adaptive control 

strategy is proposed for a two-stage grid-connected PV plant 

participating in frequency regulation. The novelties and 

contributions are briefly summarized as:  

(1) An integrated frequency regulation scheme is presented 

for two-stage PV plants by combining droop control, virtual 

inertia control and de-loading control together. 

(2)  A data-driven droop and inertia control method is 

proposed under a stochastic framework, MEE and MSE criteria 

are employed to formulate the frequency control objective; 

(3) The optimal droop and inertia control algorithm is solved 

by combing gravitational search algorithm (GSA) and particle 

swarm optimization (PSO) technique;  

(4)  Comparative simulation results verify the superiority of 

the proposed adaptive control strategy. 

This paper is organized as follows. In Section II, a fast 

frequency regulation strategy is presented for a two-stage grid-

connected PV plant. Section III introduces the proposed 

adaptive control method in detail. Section IV discusses the 

simulation results of the proposed integrated frequency 

regulation strategy with the adaptive control algorithm. Finally, 

Section V presents conclusions drawn from the simulation 

results. 

II. FAST FREQUENCY REGULATION STRATEGY OF PV POWER 

PLANT 

In order to provide frequency response for the grid-connected 

PV plants, the active power reserve is required. Besides, a 

combination of virtual inertia control and droop control can 

provide inertia and primary frequency support. Hence, a fast 

frequency regulation strategy shown in Fig. 1 is presented for a 

two-stage grid-connected PV plant, where 𝐺1 and 𝐺2 stand for 

the PV plant and the thermal power plant respectively. 𝑈𝑝𝑣 and 𝐼𝑝𝑣  are the output voltage and current of the PV plant 

respectively. 𝐶𝑏1 and 𝐶𝑏2 represent the capacitors on both sides 

of the DC/DC boost converter. 𝑓, 𝑑  and 𝜃 are frequency, cycle 

and phase respectively. 𝑈𝑑𝑐 and  𝑈𝑑𝑐𝑟𝑒𝑓  represent the DC bus 

voltage and its reference voltage respectively. 𝑖𝑎 , 𝑖𝑏  and 𝑖𝑐 are 

three-phase AC current; 𝑢𝑡𝑎, 𝑢𝑡𝑏   and 𝑢𝑡𝑐  stand for three-

phase AC voltage; 𝑖𝑑, 𝑖𝑞 , 𝑈𝑡𝑑 and 𝑈𝑡𝑞 are current and voltage 

in 𝑑𝑞 coordinate system respectively; 𝑖𝑑𝑟𝑒𝑓  and 𝑖𝑞𝑟𝑒𝑓  represent 

the reference currents in 𝑑𝑞  coordinate system respectively; 𝑈𝑑  𝑎𝑛𝑑  𝑈𝑞  stand for the control signals in 𝑑𝑞  coordinate 

system respectively; 𝑢𝑎, 𝑢𝑏 and 𝑢𝑐 are three-phase AC control 

signal respectively. 

Fig. 1.  Frequency control system of a two-stage grid-connected PV plant. 
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The DC/AC inverter side includes a voltage control loop and 

a current control loop, where the voltage control loop maintains 

the stability of the DC bus voltage 𝑈𝑑𝑐 while the current control 

loop generates corresponding control signals to implement the 

inverter process. 

As shown in Fig. 1, the frequency regulation scheme adopts 

a hierarchical control strategy to implement fast frequency 

regulation for grid-connected two-stage PV plants. 𝑒  is the 

frequency deviation. The presented hierarchical control strategy 

mainly focuses on the DC/DC boost converter side. Figure 2 

illustrates the integrated frequency regulation scheme in detail. 

It comprises the droop control and virtual inertia control layer, 

de-loading control layer and power control layer.  

In the droop control and virtual inertia control layer, the 

output active power of the PV plant is controlled according to 

the frequency deviation and the rate of change of frequency 

(ROCOF), the corrected power reference value ∆𝑃 can then be 

obtained, consequently, the PV plant can achieve frequency 

regulation response like a synchronous generator. In the de-

loading control layer, the PV plant obtains a certain amount of 

power reserve. The duty cycle 𝑑  generated from the power 

control layer drives the DC/DC boost converter to adjust the 

output voltage of the PV plant 𝑈𝑝𝑣, as a result, the output power 

of the PV plant 𝑃 tracks its reference 𝑃𝑟𝑒𝑓′ .  

A. De-loading Control 

De-loading control is applied to provide active power reserve 

for the investigated PV plant. Considering the volatility and 

randomness existed in the PV plants, solar irradiance is 

introduced to set the de-loading ratio 𝜎%  for alleviating the 

grid frequency deviation [33].  𝜎% = 𝜎0% ∗ 𝑆/𝑆𝑟𝑒𝑓 (1) 
where 𝜎0%  is the initial de-loading ratio, 𝑆  stands for solar 

irradiance, 𝑆𝑟𝑒𝑓 = 1000𝑊/𝑚2  represents the reference value 

of solar irradiance at standard test condition (STC).  

Hence, the output power of the PV plant in de-loading mode 

is 𝑃𝑟𝑒𝑓 = [𝑃𝑚(1 − 𝜎%)]/𝑃𝑛 (2) where 𝑃𝑚 is the maximum output power of the PV plant, which 

can be estimated by [34] 

𝑃𝑚 = 𝑈𝑚𝐼𝑚𝑈𝑚 = 𝑈𝑚(𝑆, 𝑇) = 𝑎1(𝑆 − 𝑏1)2 + 𝑐(𝑇𝑟𝑒𝑓 − 𝑇) + 𝑑𝐼𝑚 = 𝐼𝑚(𝑆, 𝑇) = 𝑎2𝑆 + 𝑏2(𝑇 − 𝑇𝑟𝑒𝑓)𝑆 (3) 
where 𝑇𝑟𝑒𝑓 = 25℃ is the temperature at STC. 𝑈𝑚  and 𝐼𝑚  are 

the maximum power point voltage and current. The parameters 

are set to 𝑎1 = 4.4 × 10−6, 𝑏1 = 638.25, 𝑐 = 0.0504, 𝑑 = 16.918, 𝑎2 = 8.58 × 10−3 and 𝑏2 = 2.145 × 10−5, respectively. 

B. Virtual Inertia Control 

The ROCOF can be introduced to regulate frequency by 

injecting or absorbing active power into/from the system 

instantaneously. Based on the grid code for auxiliary service 

management for grid-connected power plants in the northeast 

China power grid, the virtual inertia response of the PV plant 

should satisfy ∆𝑃𝑃𝑉 ≈ − 𝑇𝐽𝑓𝑁 𝑑𝑓𝑑𝑡 𝑃𝑛 (4) 
where the virtual inertia response time constant of the PV plants 𝑇𝐽 is set to 4~20s generally. 𝑓𝑁 and 𝑃𝑛 are the rated frequency 

and power of the PV plant respectively. 

Based on the phase locked loop (PLL) control system, the 

frequency can be formulated to read 𝑓 = 𝑈𝑡𝑞2𝜋 (𝑘𝑝 +∫𝑘𝑖𝑑𝑡) (5) 
where 𝑘𝑝 and 𝑘𝑖 are the proportional and integral coefficients 

of the PI controller respectively. The derivative of the 

frequency can be expressed by 𝑑𝑓𝑑𝑡 = 𝑈𝑡𝑞𝑘𝑖42𝜋 (6) 
Substituting (6) to (4), the variation of the active power 

induced by virtual inertia control can be described as follows ∆𝑃𝑃𝑉 = − 𝑇𝐽𝑓𝑁 𝑈𝑡𝑞𝑘𝑖42𝜋 𝑃𝑛 = −𝐾 ∗ 𝑈𝑡𝑞 (7) 
where 𝐾  is the virtual inertia coefficient. The virtual inertia 

control ∆𝑃2 can be implemented by ∆𝑃2 = −𝐾 ∗ 𝑈𝑡𝑞 ∗ 11 + 𝑇2𝑠 (8) 
where a low-pass filter is used to eliminate the noise of 𝑈𝑡𝑞. 

 
Fig. 2.  Integrated frequency control. 
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C. Droop Control 

Droop control is a commonly used primary frequency 

regulation control strategy. A low-pass filter whose time 

constant 𝑇1  is used to eliminate the noise of the frequency 

deviation. As shown in Fig. 4, there are several parameters that 

determine the droop curve characteristic in term of the droop up 

and droop down slopes, dead band and power ramp rate. 

When the PV plant participates in primary frequency 

regulation, the parameters related to the droop curve 

characteristic shown in Fig. 4 are set according to the grid code 

for grid-connected power plants in the northeast China power 

grid [36]. The power reduction range should not be less than 

20%𝑃𝑛, the droop up coefficient is 𝑅2 =2% for over-frequency 

response; The power ascending range should not be less than 

10%𝑃𝑛, and the droop down coefficient is 𝑅1 =5% for under-

frequency response.  

Δ𝑃1 = 𝑃1 − 𝑃0 = {  
  − 1𝑅2 × (𝑓 − 𝑓𝑑2) 𝑓𝑑2 < 𝑓 < 𝑓20 𝑓𝑑1 < 𝑓 < 𝑓𝑑2− 1𝑅1 × (𝑓 − 𝑓𝑑1) 𝑓1 < 𝑓 < 𝑓𝑑1 (9) 

where 𝑓𝑑1 = 49.95Hz  and 𝑓𝑑2 = 50.05Hz  determine the 

frequency dead zone. 𝑅1 and 𝑅2 represent the droop down and 

droop up coefficients, respectively. 

Although the traditional droop controller and inertia 

controller can provide additional active power based on the grid 

frequency deviation and ROCOF, the adaptive control 

algorithm can obtain better primary frequency regulation 

performance. An improved control method will be presented in 

Section III. 

III. AN ADAPTIVE CONTROL STRATEGY 

In this section, an adaptive control shown in Fig. 2 is 

proposed for the grid-connected two-stage PV plant instead of 

the traditional inertia and droop controllers described by Eq. (8) 

and Eq. (9). The slope of the droop curve and the inertia gain 

under adaptive control will be tuned in real-time by solving a 

multi-objective optimal problem. 

A. Improved Performance Index 

The distribution of solar irradiance is usually non-Gaussian, 

so is the frequency deviation of the power system with 

renewable energy sources. Naturally, the adaptive droop control 

coefficient and the inertia gain should be solved under the 

stochastic framework. The MEE criterion can ensure the 

probability density function (PDF) of the frequency 

deviation , 𝑝(𝑒), approach to a narrowly shaped normal 

distribution, however, its Renyi entropy of α(𝛼 > 0, 𝛼 ≠1) order, 𝐻𝛼(𝑒), has the shift-invariance property. As a result, 

the adaptive droop coefficient and the inertia gain  can be solved 

by minimizing following performance index that combines 

MSE and MEE criteria.  𝐽 = 𝛼1𝐻𝛼(𝑒) + 𝛼2𝐸(𝑒2) (10) 
where 𝛼1  is the weight to the entropy of the frequency 

deviation, 𝛼2  the weight to the mean value of the squared 

frequency deviation.  

Let 𝛼 = 2 . Since minimizing quadratic Renyi entropy 𝐻2(𝑒) is equivalent to minimizing the inverse of the quadratic 

information potential 𝐼2(𝑒), the performance index (10) can be 

reformulated as  𝐽 = 𝛼1 1𝐼2(𝑒) + 𝛼2𝐸(𝑒2) (11) 
The PDF of the frequency deviation, 𝑝(𝑒), can be estimated 

using the Parzen window technique �̂�(𝑒) = 1𝑁∑𝐺𝜎(𝑒 − 𝑒𝑗)𝑁
𝑗=1 (12) 

where the frequency deviation series {𝑒1, 𝑒2, 𝑒3…𝑒𝑁}  are 

collected within the sliding window whose width is 𝑁 . The 

kernel function with kernel width 𝜎  is  𝐺𝜎(𝑥) =1√2𝜋𝜎 𝑒𝑥𝑝 (− 𝑥22𝜎2). The quadratic information potential can then 

be calculated by 𝐼2(𝑒) = 1𝑁∑�̂�(𝑒)𝑁
𝑖=1 = 1𝑁2∑∑𝐺𝜎(𝑒𝑖 − 𝑒𝑗)𝑁

𝑗=1
𝑁
𝑖=1 (13) 

It can be seen from (13) that two sums are required to 

calculate the quadratic information potential, and the 

computational complexity is 𝑜(𝑁2) . Hence, a quantizer is 

employed to estimate the quadratic information potential for 

reducing computational burden [28]. Denoting 𝑄[⋅]  as a 

quantizer with a codebook 𝐶 = {𝑐1, 𝑐2, 𝑐3…𝑐𝑀} that contains 𝑀(𝑀 ≤ 𝑁) real-valued code words, the quantizer 𝑄[⋅] can map 

the frequency deviation series 𝑒 = {𝑒1, 𝑒2, 𝑒3…𝑒𝑁} into one of 

the 𝑀 code words in 𝐶. In this work, each frequency deviation 

series is quantized to the nearest code word, the quantized 

quadratic information potential can then be estimated                       𝐼2𝑄(𝑒) = 1𝑁2∑∑𝐺𝜎(𝑒𝑖 − 𝑄[𝑒𝑗])𝑁
𝑗=1

𝑁
𝑖=1= 1𝑁2∑(∑𝑀𝑚𝐺𝜎(𝑒𝑖 − 𝑐𝑚)𝑀

𝑚=1 )𝑁
𝑖=1  

(14) 
where 𝑀𝑚 is the length of the frequency deviation series, which 

can be represented by the 𝑚𝑡ℎ  element in the codebook. 

Obviously, when 𝑀 = 𝑁, ∑ 𝑀𝑚𝑀𝑚=1 = 𝑁. 

It is clear from (14) that the computational complexity of the 

quantized quadratic information potential is simplified from 𝑜(𝑁2) to 𝑜(𝑁𝑀).  
The adaptive droop coefficient and the inertia gain can be 

obtained by minimizing the following performance index 𝐽 = 𝛼1 1𝐼2𝑄(𝑒) + 𝛼2𝐸(𝑒2) (15) 
It is worth noting that the measured frequency implies the 

information of all stochastic disturbances, such as solar 

irradiance disturbance, measurement noise, load disturbance 

and so on. It means that the performance index (15) owns 

abundant statistical characteristics of the frequency deviation. 

B. IGSA 

In order to obtain adaptive droop coefficient and inertia gain 

by minimizing the performance index (15), an improved 

gravitational search algorithm (IGSA) is applied to solve the 

optimal problem by combing particle swarm optimization 
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(PSO) technique and gravitational search algorithm (GSA). 

Gravitational search algorithm has been applied to solve 

optimal problems [30-32]. Every object attracts other objects 

with a gravitational force. 

The force leads to a global movement of all objects toward 

the objects with heavier masses. The optimal solution is the 

position of the object with heaviest mass. 

It is assumed that there are 𝑁  objects in a 𝐷-dimensional 

search space. The position of the 𝑖𝑡ℎ object is defined as follows 𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2. ⋯ , 𝑥𝑖𝑑 , ⋯ , 𝑥𝑖𝐷), 𝑖 = 1,2,⋯ ,𝑁 (16) 
where 𝑥𝑖𝑑  represents the position of the 𝑖𝑡ℎ  object in the 𝑑𝑡ℎ 

dimension. 

At time 𝑡 , a gravitational force 𝐹𝑖𝑗𝑑(𝑡)  from the 𝑗𝑡ℎ  object 

acting on the 𝑖𝑡ℎ object is specified as: 𝐹𝑖𝑗𝑑(𝑡) = 𝐺(𝑡)𝑀𝑝𝑖(𝑡) + 𝑀𝑎𝑗(𝑡)𝑅𝑖𝑗(𝑡) + 𝜀 (𝑥𝑗𝑑(𝑡) − 𝑥𝑖𝑑(𝑡)) (17) 
where 𝑀𝑎𝑗  and 𝑀𝑝𝑖  are the active mass of object 𝑗  and the 

passive mass of object 𝑖 respectively. 𝜀 is a constant. 𝑥𝑖𝑑 and 𝑥𝑗𝑑 

are the position components of objects 𝑖 and object 𝑗 in the 𝑑𝑡ℎ 

dimension, respectively. The gravitational constant at time 𝑡, 𝐺(𝑡), can be calculated by  𝐺(𝑡) = 𝐺0 × 𝑒−𝛼𝑡𝑇 (18) 
where 𝑇  stands for the total number of iterations. 𝛼  is an 

adjustable parameter which controls the convergence speed of 

the algorithm. The gravitational constant at the initial moment, 𝐺0, is determined according to the range of the search space. 

The Euclidean distance between the 𝑖𝑡ℎ  object and the 𝑗𝑡ℎ 

object, 𝑅𝑖𝑗(𝑡), is defined by 𝑅𝑖𝑗(𝑡) = ‖𝑥𝑖(𝑡), 𝑥𝑗(𝑡)‖2 (19) 
A stochastic characteristic is introduced to GSA, the total force 

acting on the 𝑖𝑡ℎ object is calculated by a randomly weighted 

sum of the forces imposed by other objects. 𝐹𝑖𝑑(𝑡) =∑ 𝑟𝑎𝑛𝑑𝑗𝐹𝑖𝑗𝑑(𝑡)𝑁𝑗=1,𝑗≠𝑖 (20) 
where 𝑟𝑎𝑛𝑑𝑗  is a random number uniformly distributed over 

the interval of [0, 1]. 

According to Newton's second theorem, the acceleration 𝑎𝑖𝑑(𝑡) of the 𝑖𝑡ℎ object on the 𝑑𝑡ℎ dimension at time 𝑡 is given 

by 𝑎𝑖𝑑(𝑡) = 𝐹𝑖𝑑(𝑡)𝑀𝑖𝑖(𝑡) (21) 
where 𝑀𝑖𝑖 is the inertial mass of the 𝑖𝑡ℎ object. 

In order to simplify the computation of masses, let the active 

and passive gravitational masses be equal to the inertial mass  𝑀𝑎𝑖(𝑡) = 𝑀𝑝𝑖(𝑡) = 𝑀𝑖𝑖(𝑡) = 𝑀𝑖(𝑡), 𝑖 = 1,2,⋯ ,𝑁 (22) 
The normalized mass inertial mass of the objects can be 

described by 𝑀𝑖(𝑡) = 𝑚𝑖(𝑡)∑ 𝑚𝑗(𝑡)𝑁𝑗=1 (23) 
where the inertial mass of the 𝑖𝑡ℎ object is defined as follows 𝑚𝑖(𝑡) = 𝑓𝑖𝑡𝑖(𝑡) − 𝑤𝑜𝑟𝑠𝑡(𝑡)𝑏𝑒𝑠𝑡(𝑡) − 𝑤𝑜𝑟𝑠𝑡(𝑡) (24) 
where 𝑓𝑖𝑡𝑖(𝑡) represents the fitness value of the 𝑖𝑡ℎ  object at 

time 𝑡. 𝑤𝑜𝑟𝑠𝑡(𝑡) is the worst fitness value in the population. 𝑏𝑒𝑠𝑡(𝑡) stands for the best fitness value in the population. In 

order to solve the optimal droop coefficient and inertia gain by 

minimizing the fitness (15), 𝑤𝑜𝑟𝑠𝑡(𝑡) and 𝑏𝑒𝑠𝑡(𝑡) are defined 

as follows: { 𝑏𝑒𝑠𝑡(𝑡) = 𝑚𝑖𝑛𝑗∈{1,2,⋯,𝑁}𝑓𝑖𝑡𝑗(𝑡)𝑤𝑜𝑟𝑠𝑡(𝑡) = 𝑚𝑎𝑥𝑗∈{1,2,⋯,𝑁}𝑓𝑖𝑡𝑗(𝑡) (25) 
The velocity and the position are then updated based on the 

classical mechanics 𝑣𝑖𝑑(𝑡 + 1) = 𝑟𝑎𝑛𝑑𝑖 × 𝑣𝑖𝑑(𝑡) + 𝑎𝑖𝑑(𝑡) (26) 𝑥𝑖𝑑(𝑡 + 1) = 𝑥𝑖𝑑(𝑡) + 𝑣𝑖𝑑(𝑡 + 1) (27) 
It can be seen from (26) and (27) that the updating rules of 

GSA only use current velocity and position of the object. Unlike 

GSA, PSO utilizes memory and social information [36]. Hence, 

the updating rules of the object's velocity GSA can be improved 

by introducing the following updating rule of the particle's 

velocity shown in PSO algorithm   𝑣𝑖𝑑(𝑡 + 1) = 𝑣𝑖𝑑(𝑡) + 𝑐1𝑟𝑎𝑛𝑑1[𝑝𝑏𝑒𝑠𝑡𝑑 − 𝑥𝑖𝑑(𝑡)]+ 𝑐2𝑟𝑎𝑛𝑑2[𝑔𝑏𝑒𝑠𝑡𝑑 − 𝑥𝑖𝑑(𝑡)] (28) 

Begin

Initialize position of particles (droop coefficient Ri 

and inertia gain Ki) and define the search space

Initialize the velocity , iterations number, 

population, gravitational constant,  learning 

factors  1 and  2, the weights α1 and α2 of Eq.(15) 

and the window width L

Collect the frequency signals to obtain sequence 

data of current frequency deviations e1 and 

historical L-1 frequency deviations [e2 ... eL-1] and 

calculate the control performance by Eq.(15)

Calculate the gravitational constant G, inertial 

mass and acceleration by Eq.(18, 24, 21, 

respectively)

Update the velocity by Eq.(29) and position (droop 

coefficient and inertia gain) by Eq.(30)

If cy>the maximum

 number of iterations?

Yes

Output optimal droop coefficient R and inertia 

gain K

end

Start iteration: cy=1

No

cy=cy+1

Arrange the control performance to obtain the 

current best droop coefficient Rpbest and inertia 

gain Kpbest by Eq.(25)

 
Fig. 5.  Coordinate control of PV plant using IGSA. 

 

https://www.sciencedirect.com/topics/computer-science/gravitational-search-algorithm
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where 𝑐1  and 𝑐2  are learning factors, 𝑟𝑎𝑛𝑑1  and 𝑟𝑎𝑛𝑑2  are 

random numbers in the range of [0,1].  
The velocity (26) can then be updated by 

 𝑣𝑖𝑑(𝑡 + 1) = 𝑐1𝑟𝑎𝑛𝑑1[𝑥𝑝𝑏𝑒𝑠𝑡𝑑 (𝑡) − 𝑥𝑖𝑑(𝑡)]+ 𝑐2𝑟𝑎𝑛𝑑2[𝑥𝑔𝑏𝑒𝑠𝑡𝑑 (𝑡) − 𝑥𝑖𝑑(𝑡)]+ 𝑟𝑎𝑛𝑑3𝑣𝑖𝑑(𝑡) + 𝑎𝑖𝑑(𝑡) (29) 
where 𝑟𝑎𝑛𝑑3  is also a random number within the range 

of  [0,1] . 𝑥𝑝𝑏𝑒𝑠𝑡𝑑 (𝑡) is the best previous position that the 𝑖𝑡ℎ 

object has ever reached until time 𝑡. 𝑥𝑔𝑏𝑒𝑠𝑡𝑑 (𝑡) represents the 

previous best global position. 

The position is still updated based on the classical mechanics 𝑥𝑖𝑑(𝑡 + 1) = 𝑥𝑖𝑑(𝑡) + 𝑣𝑖𝑑(𝑡 + 1) (30) 
 The reasons to enhance the effectiveness of IGSA lie in: 1) 

the integrated PSO uses a memory (𝑝𝑏𝑒𝑠𝑡, 𝑔𝑏𝑒𝑠𝑡) to save the 

position found so far; 2) Each particle can find the best solution (𝑝𝑏𝑒𝑠𝑡, 𝑔𝑏𝑒𝑠𝑡)  and moves towards it; 3) All particles move 

slowly when they approach to a good solution, 𝑔𝑏𝑒𝑠𝑡  can help 

them to exploit the global best; 4) IGSA utilizes the fitness 

value to adjust the accelerations.   

The flow chart of the IGSA based coordinate control method 

is shown in Fig. 5. 

IV. SIMULATION RESULTS  

In this section, some simulations are conducted to testify the 

effectiveness of the proposed frequency control strategy. The 

proposed fast frequency regulation scheme shown in Fig. 2 is 

applied to the simulated power system depicted in Fig. 6. The 

parameters of the PV Plant and optimal methods are listed in 

Table.1.  

De-loading control strategies are same during comparative 

investigations. The traditional droop and inertia control is 

compared with the proposed adaptive control. When the PV 

plant uses the traditional additional frequency control, the 

inertia gain is set to 𝐾 = 10 , the droop up coefficient is 𝑅2 =2% for over-frequency response while the droop down 

coefficient 𝑅1 =5% for under-frequency response.  

The simulation tests are classified into three scenarios. The 

amount of power reserves and their impacts on frequency 

response are analyzed in Scenario 1. There isn’t any stochastic 

disturbance imposed on solar irradiance in Scenario 2, whereas 

a non-Gaussian disturbance is imposed on solar irradiance in 

Scenario 3. 

Scenario 1: Impacts of power reserves 

PV

BUS1
SG1

600MW

PV1

150MW

Load1

603MW

PV irradiance change at 30s
 

Fig. 6.  Simulated power system. 

  
TABLE I 

PARAMETERS OF THE POWER SYSTEM AND OPTIMAL METHODS 

Parameter Value 

Power of thermal power plant 600MW 

Power of photovoltaic power 

plant 
150MW 

Value of initial load 603MW 

Initial de-loading ratio 20% 

Population size 100 

Number of iterations 80 

Initial value of gravitational 

constant 𝐺0 
50 

Learning factor 𝑐1 0.5 

Learning factor 𝑐2 0.5 

QMEE’s weight 𝛼1 0.4 

MSE’s weight 𝛼2 0.6 

Width of sliding window 𝑁 100 

Virtual inertia control gain 𝐾 10 

Droop down coefficient 0.05 

Droop up coefficient 0.02 

Sampling period 5e-5s 

Time constant 𝑇1 1s 

Time constant 𝑇2 2s 

  
Fig. 7.  Impacts on frequency response.  

 
Fig. 8.  System frequency response. (𝜎% = 15%) 

 
Fig. 9.  System frequency response. (𝜎% = 10%) 
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A positive step of load, 73MW, is imposed at 30s in 

following cases. 

Case 1: The effect of power reserves on frequency stability 

under the proposed IGSA based frequency control method is 

investigated. When power reserves are 15MW (𝜎% = 10%), 

22.5MW (𝜎% = 15%) and 30MW (𝜎% = 20%) respectively, 

the system frequency responses are shown in Fig. 7. It can be 

observed that the frequency control performance deteriorates 

with decreasing power reserves. The nadir becomes lower and 

the steady frequency deviates from 50Hz greatly when reducing 

power reserves.  

Case 2: When power reserve is 22.5MW, Fig. 8 plots the 

frequency profiles under four control methods after load 

disturbance. It is clear that the frequency nadir and the steady 

frequency under the proposed control are the largest, hence, the 

proposed control method is superior to other three control 

methods.  

Case 3: When power reserves is 15MW, the system 

frequency response is shown in Fig. 9. The frequency is 

unstable under four control methods, since power reserve is 

insufficient to prevent frequency nadir from going down.  

Scenario 2: Solar irradiance without stochastic disturbance  

Solar irradiance and the temperature are set to 1000W/m2 and 

25℃ respectively. The system load is increased by 60MW at 
30s.  

Variations of droop coefficients and inertia gains are 

displayed in Fig. 10 (a) and Fig. 10 (b), respectively. Responses 

of system frequency and ROCOF under the proposed IGSA 

based frequency regulation are shown in Fig. 10 (c) and Fig. 10 

(d), respectively. The droop coefficient under the proposed 

control is the largest, as a result, the steady frequency is closest 

to 50Hz.  

When the adaptive control methods are adopted based on 

IGSA, GSA and PSO, respectively, it can be observed from Fig. 

10 (c) that the frequency nadirs are 49.7455 Hz, 49.7365Hz and 

49.7323Hz, respectively; the steady frequency are 49.8145 Hz, 

49.81Hz and 49.8079Hz, respectively. On the other hand, the 

frequency nadir and the steady-state frequency value under the 

traditional control are 49.7169 Hz and 49.7951Hz, respectively. 

Obviously, the proposed IGSA based frequency controller 

drives the frequency response to reach its nadir earlier than 

other controllers.  

As shown in Fig. 10 (b) and Fig. 10 (d), the proposed IGSA 

based frequency regulation method is more effective to 

attenuate the ROCOF due to the larger inertia constant at the 

early stage of the incident. 

The active power of the PV plant under four kinds of control 

is compared and displayed in Fig. 11 (a). The additional PV 

power reference ∆𝑝 = ∆𝑝1 + ∆𝑝2 introduced for the droop 

control and inertia control is shown in Fig. 11 (b). The proposed 

IGSA based frequency control method can obtain the largest 

additional PV power reference, consequently, the PV plant 

generates most power. It means that the proposed IGSA based 

frequency controller can bring most economic benefits. 

The frequency control evaluating metrics include root mean 

square error (RMSE), mean absolute error (MAE), MSE, mean 

absolute percent error (MAPE) and standard deviation (SD). The radar chart exhibited in Fig. 12 is introduced for visualizing 

 
Fig. 20.  Solar irradiance. 

  

 
 (a) 

 
 (b) 

 
 (c) 

  
 (d) 

Fig. 10. Comparative results of 4 different control strategies in Scenario 2. (a) 

Droop coefficients. (b) Virtual inertia gains. (c) System frequency response. 

(d) Instantaneous ROCOF. 
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the statistic results of these evaluating metrics. The IGSA based 

adaptive control method can achieve best frequency regulation 

performance, the narrower radar-shadow and smaller covered 

area indicate smaller frequency deviation.  

Figures 10 (c) and 12 reveal the superiorities of proposed 

adaptive control method, which can significantly improve the 

frequency regulation quality. 

 Scenario 3: Non-Gaussian disturbance is imposed to solar 

irradiance  

In this test, the temperature is still set to 25℃, a beta 
distribution is used to describe the PDF of short-term solar 

irradiance [37]. The solar irradiance is shown in Fig. 13 (a). 

Figure 13 (b) presents the test result of normal probability 

distribution based on the solar irradiance data displayed in Fig. 

13 (a). It can be found that the logarithmic diagram of the 

probability density function (PDF) of solar irradiance is not 

linear, hence, solar irradiance is non-Gaussian. 

The comparative droop coefficients and inertia gains are 

displayed in Fig. 14 (a) and Fig. 14 (b), respectively. Figures 14 

(c) and 14 (d) show system frequency and ROCOF profiles 

respectively. It is clear from Fig. 14 (a) that droop coefficient 

under the proposed IGSA based frequency control is always 

greatest, as a sequence, the quasi-steady frequency is also 

greatest as shown in Fig. 14 (c). In addition, the nadir is greater 

using the adaptive control algorithm. Figures 14 (d) 

demonstrates that the proposed IGSA based frequency control 

method can obtain better ROCOF response due to its inertia 

gain shown in Fig. 14 (b). 

Fig. 15 (a) show the active power during the test. The 

additional power reference of the PV plant is compared and 

displayed in Fig. 15 (b). It can be seen from Fig. 15 (a) and Fig. 

15 (b) that photovoltaic generates most power under the IGSA 

based adaptive control method, which obtains the best 

economic benefits. 

The radar chart shown in Fig. 16 demonstrates that the IGSA 

based adaptive control method can achieve best frequency 

regulation performance according to different evaluating 

metrics. 

 

V. CONCLUSIONS  

This paper proposed an integrated frequency regulation 

scheme for two-stage grid-connected PV plants. It includes the 

 
 (a) 

 
 (b) 

Fig. 11.  Comparative results of 4 different control strategies in Scenario 2. 

 (a) Active power. (b) Actual additional PV power reference. 

 
Fig. 12. Frequency control evaluating metrics. 

 

 
 (a) 

 
 (b) 

Fig. 13. Solar irradiance in Scenario 3. (a) Solar irradiance. (b) Normal 

probability distribution test of Solar irradiance. 
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droop control and virtual inertia control layer, de-loading 

control layer and power control layer. A data-driven adaptive 

control method is presented by minimizing an improved 

performance index. The MEE and MSE criteria are combined 

to construct the improved performance index. The optimal 

droop control coefficient and virtual inertia gain are then solved 

by hybrid PSO-GSA technique. Simulation results show that 

the proposed IGSA based frequency regulation method can 

regulate frequency quickly and reduce frequency deviation. The 

proposed IGSA based adaptive control method can be extended 

to implement short term frequency regulation for gird-

connected wind power plants and energy storage systems. This 

work preliminarily investigates short-term frequency regulation 

method. In the future work, many significant issues still need to 

be addressed for power system with PV plants, for example, the 

real-time performance of the IGSA, frequency stability, load 

 
Fig. 16. Frequency control evaluating metrics.  

 
 (a) 

 
 (b) 

 
 (c) 

  
 (d) 

Fig. 14. Comparative results of 4 different control strategies in Scenario 3. (a) 

Droop coefficients. (b) Virtual inertia gains. (c) System frequency response. 

(d) Instantaneous ROCOF. 

 
 (a) 

 
 (b) 

Fig. 15.  Comparative results of 4 different control strategies in Scenario 3. 

 (a) Active power. (b) Actual additional PV power reference. 
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frequency control, tertiary frequency regulation, and so on. 
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