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Abstract

In recent works, Kind (2020a, b) has argued that imagination is a skill, since it 

possesses the two hallmarks of skill: (i) improvability by practice, and (ii) control. 

I agree with Kind that (i) and (ii) are indeed hallmarks of skill, and I also endorse 

her claim that imagination is a skill in virtue of possessing these two features. 

However, in this paper, I argue that Kind’s case for imagination’s being a skill is 

unsatisfactory, since it lacks robust empirical evidence. Here, I will provide evi-

dence for (i) by considering data from mental rotation experiments and for (ii) by 

considering data from developmental experiments. I conclude that imagination is 

a skill, but there is a further pressing question of how the cognitive architecture of 

imagination has to be structured to make this possible. I begin by considering how 

(ii) can be implemented sub-personally. I argue that this can be accounted for by 

positing a selection mechanism which selects content from memory representations 

to be recombined into imaginings, using Bayesian generation. I then show that such 

an account can also explain (i). On this basis, I hold that not only is imagination a 

skill, but that it is also plausibly implemented sub-personally by a Bayesian selec-

tion mechanism.

Keywords Imagination · Skill · Bayesian generation · Control · Mental action

1 Introduction

Imagination is central to human cognition. It is involved in planning (Suddendorf & 

Corballis, 2007), decision-making (Paul, 2004), causal reasoning (Walker & Gopnik, 

2013), and predicting future affect (Wilson & Gilbert, 2000). In this paper, I argue 
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that imagination is a skill by showing that it meets two hallmarks of skill: improv-

ability by practice and control.1

Until recently, there has been little discussion about whether imagination is a skill, 

despite its status as a mental action (Dorsch, 2012) and the interest in characterising 

other mental actions as skills (DeKeyser, 2015). Amy Kind’s recent papers (2020a; 

2020b) constitute the first attempt to establish imagination as a skill. However, I will 
argue that her attempt is ultimately unsatisfactory. Though she rightly maintains that 

in order for it to be a skill, imagination needs to be improvable through practice and 

controlled, the empirical evidence she uses to show that imagination possesses these 

two features is wanting.

In this paper, I build on her arguments and make an empirically well-supported 

case for the claim that imagination is a skill. To show that imagination is improvable 

by practice, I draw on experimental evidence from the study of mental rotation. To 

show that imagination is controlled, I first provide a theoretical account of how this 
could be possible by arguing that controlling our imagination amounts to constrain-

ing it in certain ways, and I then provide data from developmental psychology.

Having established that imagination is a skill, I then take up the question of what 

cognitive architecture imagination needs to be implemented in for this to be the case. 

I begin by considering the issue of how control can be implemented sub-personally. 

To this effect, I develop a Bayesian computational account in line with current cogni-
tive science, which details how imaginings are generated from the content of memory 

representations. I show that this is a plausible hypothesis that sits well with what we 

already know about the sub-personal organisation of imagination, and which gener-

ates a number of interesting testable hypotheses. I also show that this account can 

explain how imagination is improvable by practice.

I thus have two aims in this paper: firstly, to establish that imagination is a skill; 
secondly, to develop a robust testable hypothesis for imagination’s underlying cogni-

tive architecture.

2 Improving imagination by practising

We often praise the imaginative abilities of inventors, writers, and the like, and we 

might have the natural intuition that some are better at imagining than others. This 

raises the question of whether imagination is a skill that one can improve to expert 

levels. To demonstrate this point, Kind (2020b) considers three people with incred-

ible imaginative abilities—in particular, with extraordinary visual imagination—

namely, the engineer Nikola Tesla, the scientist Temple Grandin, and the origami 

folder Satoshi Kamiya. Tesla described how he used visual imagination to work out, 

improve, change, and operate his inventions; Grandin was able to use her imagination 

to visualise how cattle would react when entering a conveyor track in a slaughtering 

plant in order to design a new process where cattle would not panic; and Kamiya has 

said that he uses his visual imagination to figure out how to fold origami, where he 

1  I use ‘imagination’ and ‘the capacity to imagine’ interchangeably in sentences like ‘imagination is a 

skill’ and ‘the capacity to imagine is a skill’.
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visualises the piece completed and then sees in his mind’s eye how it unfolds. Since 

these people all seem to be very good at imagining, Kind concludes that we should 

take them to be skilled imaginers.2

Before considering whether they are skilled, the reader might wonder what ‘being 

good at imagining’ means. How good one is at something normally depends on the 

goal we evaluate it against. For example, it is difficult to evaluate how good someone 
is at running without knowing if the goal is to run 100 metres or a marathon. Endur-

ance, for example, matters to how good one is at running if the goal is to run a mara-

thon, but does not matter if the goal is to run a 100 metre race. The same general point 

applies to imagination. When using imagination to plan for the future, we could say 

that someone is good at imagining if they imagine the future as accurately as possible 

(Suddendorf & Corballis, 2007). If, on the other hand, the goal is to create a fictional 
story, we can measure one’s imaginative capacities in terms how vivid or detailed an 

imagining is (Fulford et al., 2018). For this reason, in this paper, I will not specify 

a general notion of goodness with respect to imagination, but instead specify it on a 

case-by-case basis, depending on the imaginer’s goal.

Now, Tesla, Grandin, and Kamiya all use imagination for practical purposes (e.g. 

solving engineering problems) and it is clear that they are very good at imagining 

with respect to their goals, since their imaginings are extremely accurate. But it is 

less clear that they are skilled, since two important pieces are missing from this story. 

There is widespread agreement among philosophers and psychologists that the two 

hallmarks of something’s being a skill are: (a) skills can be improved through prac-

tice (Anderson, 1982; Stanley & Williamson, 2001; Dreyfus, 2007; Fridland, 2014), 

and (b) skills involve control (Dreyfus, 2002; Stanley & Krakauer, 2013; Fridland, 

2014; Wu, 2016). This provides us with a useful way of testing whether imagination 

is a skill. In this section, I focus on the first criterion.
The problem with the cases of Tesla, Grandin, and Kamiya is that there are two 

possible explanations for their exceptional performance, and we cannot tell these 

two apart: (i) they are exceptionally good at imagining because they improved their 

imagination by practising; (ii) they were simply born with extraordinary imaginative 

abilities. In another recent paper, Kind acknowledges this issue, which she labels 

‘the nativist objection’ (Kind, 2020a). Specifically, this objection states that the fact 
that somebody is a very good imaginer does not provide evidence for the claim that 

imagination is a skill, since that person might simply have an innate capacity to imag-

ine well, rather than having developed this capacity through practice. To address this 

objection, Kind turns to evidence from sports psychology (Kind, 2020a). She consid-

ers how visualisation techniques are used in sports, where athletes imagine them-

selves achieving the desired outcome (e.g. spinning a ball). Since athletes practise 

visualising and, purportedly on the basis of this, improve their sport performances, 

Kind infers that practising visualising improves visual imagination, and this in turns 

improves the sport performance. Hence, it appears that imagination meets the first 
hallmark of skill.

The crux of the matter is whether this inference is justified: do we have good rea-

sons to think that by practising visualising athletes become better at visual imagina-

2  See Kind (2016) for a longer discussion of Grandin and Tesla.
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tion? Unfortunately for Kind, sports psychology cannot provide an empirical basis 

for this conclusion, for the following reason: empirical research into athletes’ use 

of visual imagery does not actually test whether athletes improve at visualising.3 

Instead, researchers are interested in whether athletes improve their athletic skill, 

and questionnaires such as the Sport Imagery Questionnaire are designed to test this 

improvement, rather than to test their potential visualisation improvement (Hall et al., 

1998; Munroe et al., 2000; Beauchamp et al., 2002; Williams & Cumming, 2014). 

Though some studies report on how good athletes are at visualising (often cashed 

out in terms of how vivid their imaginings are), there is still no comparison between 

visualisation ability before and after practising (Baddeley & Andrade, 2000).

However, even if improvement in visualisation is not directly measured, one could 

potentially argue that there is evidence for imagination’s improving with practice, 

since the sports performance is improved. One could claim that the best explanation 

for why athletes perform better at their sport is because their capacity to imagine 

has improved by practice, and this improvement directly affects their performance. 
Unfortunately, even this conclusion is hard to establish, since it is notoriously diffi-

cult to tease out whether and to what extent visualising improves sport performance 

because of the many confounding factors. For example, athletes are often in physi-

cal training as well as using visualising techniques, so visualising cannot easily be 

singled out as the sole factor that contributes to performance improvement, and some 

research has also suggested that visualisation techniques do in fact not improve per-

formance directly, but rather work to boost confidence (Munzert & Lorey, 2013), 

which in turn makes for a better performance. For these reasons, Kind’s inference is 

not as straightforward as it first seems, and sports psychology cannot currently give 
us a conclusive answer as to whether imagination is improvable by practice. Luckily, 
there is another area of research which directly tests whether imagination is improv-

able by practice, making it more suitable for my purposes here.

3 Mental rotation

Whether imagination is improvable by practice has been extensively tested using 

mental rotation tasks. Mental rotation (or visual rotation) tasks are tasks where a 

subject is presented with a picture of a 2D or 3D object, next to four other pictures of 

very similar-looking objects at various angles. Their task is to determine which of the 

four shapes matches the first shape, if the first shape were to be rotated. In order to 
solve the task, the subjects are asked to mentally rotate the original shape to ‘see’ if 

it matches the others. Subjects are put through practice trials where they get to prac-

tise on a large number of different shapes before they go through the test-sessions. 
In both practice trials and test-sessions, subjects are instructed to press one button if 

they think the shapes are the same, and another one if they think that the shapes are 

different. Reaction times and accuracy are measured on both occasions. If the subject 
is able to provide a correct answer more quickly in the test-session than in the prac-

3  For a general discussion on visual imagery in sports, see Munzert and Lorey (2013) and Guillot (2020). 

For a meta-analysis, see Driskell et al., (1994).
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tice trial, they are taken to have improved. This is an important measure, since being 

skilled is positively correlated with performing the task quicker (Anderson, 1982). 

This experimental design, and slight variations of it, has repeatedly been used and the 

results robustly indicate that subjects can improve their capacity for visual rotation 

(Shepard & Metzler, 1971; Kosslyn, 1994; Habacha et al., 2014).4

One might worry about confounding factors here too. For example, these results 

could be due to subjects using techniques other than mental rotation, such as retriev-

ing the right answer from memory. But there are strong reasons to think that this is 

not the case. Provost et al., (2013) observed that participants could potentially solve 

the mental rotation task in either of these ways, so to disentangle these two hypoth-

eses, they introduced a further EEG measurement into the rotation experiment. More 

precisely, they measured the EEG signal Rotational Related Negativity (RRN) dur-
ing task performance, since this positively correlates with mentally rotating shapes, 

but not with retrieving a shape from memory. RRN signals were present during both 
practice and test sessions, thus indicating that subjects are indeed mentally rotat-

ing the shapes on both occasions. At the same time, subjects reduced their reaction 

time by an average of 800ms from practice to test sessions, demonstrating significant 
improvement through practice.

These experiments show that visualising—in particular, visual rotation—can be 

practised such that subjects can improve at it. However, my argument in this paper 

concerns imagination in general, not just mental rotation or visualising, so one pos-

sible objection is that because visualisation is just one kind of imagination, we cannot 

draw such a general conclusion from these studies. We ordinarily distinguish among 

different kinds of imagination, such as visual imagination, auditory imagination, gus-

tatory imagination, and so on, and these distinctions find support in neuroscience, 
which has shown that these different types of imagination are also implemented in 
different brain areas.5 It looks possible that visual imagination is improvable, whereas 

auditory imagination might not be, and hence my conclusion over-generalises.

However, this objection fails to take into account that we have good reasons to 

think that all kinds of imagination work by means of simulation—that is, they all 

work by using a certain sensory/perceptual system for a secondary function.6 For 

example, the primary function of the visual system is to see, and the secondary func-

tion is to visualise.7 Given that this process is universal across different kinds of 
imagination, it would be very surprising to find that one kind of imagination can be 
improved, whereas another cannot. Thus, I take it that the case study of visual imagi-

4  More studies can be found in Kosslyn (1994) and Kosslyn et al., (2006). For a review, see Zacks (2008).

5  See Zvyagintsev et al., (2013) for an overview and details of where visual imagination and auditory 

imagination are implemented.

6  For further discussion on simulation and Simulation Theory, see: Goldman (2006) and Barlassina and 

Gordon (2017). For empirical evidence, see: Kanwisher et al., (1997), O’Craven & Kanwisher (2000), 

Damasio (1990), and Young et al., (1994).

7  Note that my argument does not hinge on the primary/secondary distinction; it only requires that the 

systems have multiple functions, which Predictive Processing accounts do not dispute.
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nation that I have offered indeed generalises to other kinds of imagination, and hence 
that imagination is improvable by practice.8

4 Control in imagination

Things are looking good for imagination so far. I have shown that there is robust 

empirical data supporting the thesis that imagination is indeed improvable by prac-

tice, but that is not enough to conclude that imagination is a skill, since there is 

also widespread agreement that skills involve control (Dreyfus, 2002; Stanley & 

Krakauer, 2013; Fridland 2014; Wu, 2016; Kind, 2020a). For example, a runner can 

control the speed they are running at, and a chess player can control their play by 

setting a strategy for a game. It is less clear what it means to control one’s imagina-

tion, so I will first build a theoretical framework of what control in imagination could 
amount to, before I provide empirical evidence that imagination is indeed controlled 

in this way.9 It should be noted that my account of control spans across the personal 

and sub-personal level. Hence, I will sometimes speak of a person exercising con-

trol in imagination (personal level control), and sometimes of mechanisms exercis-

ing control (sub-personal control). As this distinction has been extensively defended 

elsewhere (see: Fridland, 2014), I will not argue the case here.

4.1 A theoretical framework for control

To build a theoretical framework of control for imagination, I draw on another paper 

of Kind’s, where she argues that we can constrain our imagination by using the Real-

ity Constraint and Change Constraint (Kind, 2016), and I will argue that controlling 

imagination could amount to employing these constraints. 10

Consider the following example. There are many cases where our goal is to imag-

ine things accurately, such as when I moved into my narrow terraced house and tried 

to accurately imagine if my bedframe would fit up the stairs. But note that imagina-

tion is voluntary, and it is not bound by how things actually are (Balcerak Jackson, 

2018). That is, I seem to be able to imagine whatever I want irrespectively of the 

state of the world. Given this, how can we ensure that it is accurate? Kind argues 

that it can be so only if we constrain it by employing the Reality Constraint and the 

Change Constraint. According to the first, an imagining should be constrained by 
the world as it actually is. For example, I should imagine the bedframe and the stairs 

as being the sizes they actually are. According to the second, when we imagine a 
change in the world, we need to be guided by the consequences of that change. When 

8  Note that this is not to say that one kind of imagination is automatically improved when another kind 

is improved. On the contrary, a person who practises auditory imagination will improve their ability to 

imagine sounds and melodies, but not their ability to visualise complex scenes or mentally rotate objects, 

as demonstrated by Habacha et al., (2014). Jakubowski (2020) provides a recent overview of auditory 

imagery in music, which discusses relevant issues.

9  Kind also rightly acknowledges that imagination can be controlled, but does not treat this at length and 

offers no empirical support Kind 2020a, 339).

10  Ideas of constraining imagination have also been developed elsewhere, see Williamson (2016).
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I imagine the bedframe going up the stairs, I should imagine the consequences of that 

state of affairs, namely, that the bedframe ends up upstairs. I should not imagine that 
it suddenly vanishes or that it miraculously shrinks. Note that these constraints are 

indeed different, as I can employ one without another; I can choose not to employ the 
Reality Constraint and imagine something unrealistic, but still employ the Change 

Constraint to imagine things changing as they normally would. Imagining an alliga-

tor driving a car is an example of this, where this is clearly unrealistic, but changes 

in the world remain normal (the alligator turning the steering wheel turns the car’s 

wheels, etc.). To be clear, these constraints are not to be thought of as genuine limits 

on our ability to imagine—of course, we can imagine fantastical scenarios too—but 

rather as strategies that agents can intentionally employ when they want to obtain an 

accurate imagining (Kind, 2016).

Now, I maintain that this gives us a plausible theoretical picture of how imagina-

tion could work in order for it to be controlled: an act of imagining is controlled 

if the imaginer constrains it by employing the Reality Constraint and the Change 

Constraint. On this basis, we can assess whether imagination is a skill by considering 

whether there are actual cases where imagination is controlled in this way. A related 

interesting question is whether all imaginers are able to employ these constraints. 

One might think that we need to learn to do so, similarly to how we have to learn 

to exercise control over our bodily skills by practising (Fridland, 2014). To address 

both these questions at once, I will use studies from developmental psychology, as 

this will also give an indication as to when we are first able to employ the constraints.

4.2 Empirical research on control in imagination

Atance and Meltzof (2005) conducted a study testing children’s ability to imagine 

and plan for the future. I propose that the differential results they got for different age 
groups are best explained by the older children’s being able to control imagination by 

applying the Reality Constraint.11

Children of three, four, and five years were asked to imagine themselves in various 
outdoors locations (such as a desert) and asked what item they wanted to bring with 

them from a set of three. For example, in the desert-case, they could choose from 

soap, a mirror, or sunglasses. If children applied the Reality Constraint, we should 

expect them to choose sunglasses, since that would be in accordance with imagining 

the world as it actually is (deserts are hot and sunny so sunglasses could be useful). 

In fact, this is what children chose. All age groups performed significantly above 
chance, with four-and five-year-olds performing significantly better than three-year-
olds, and explaining their choice with reference to future needs about two thirds of 

the time. It looks as though children have the ability to employ the Reality Constraint 

11  When the capacity to imagine matures is a debated topic, and some suggest that it could be as early as 7 

months, as demonstrated by violation-of-expectation studies (Onishi & Baillargeon, 2005; Scott & Baillar-

geon, 2017) and motor planning studies (Claxton et al., 2003). For a general discussion of the development 

of imagination, see Suddendorf & Redshaw (2013).
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around the age of three, but that they also gradually improve their performance, pos-

sibly by practising.12

Further, children’s ability to employ the Change Constraint has been indirectly 

tested by McColgan & McCormack (2008), who tested three-, four-, and five-year 
olds’ ability to control imagination to solve a planning task. Here, children were 

asked to place a camera on a path along which a doll was going to walk. The doll 

wanted to take a picture of some zoo animals which appeared further down the path, 
and the interesting question was whether children would place the camera before or 

after the zoo animals. It was explained that the doll could not fetch the camera and 
then go back and take the picture, so the only right solution was to place the camera 

before the zoo animals. If children are able to employ the Change Constraint, they 

should imagine that the world changes in different ways depending on whether they 
place the camera before or after the zoo animals. If they place it before, the doll 
would be able to get the camera and take the picture. If they place it after, she would 

not be able to obtain the camera and could not take the picture. Interestingly, only 

five-year-olds reliably passed this task, with both four- and three-year-olds failing. 
Thus, it looks like five-year-olds are able to apply the Change Constraint, whereas 

three- and four-year-olds are not.13

From these two experiments, we get evidence that imagination can indeed be con-

trolled by employing the Reality Constraint and the Change Constraint, that the abil-

ity to do so is likely to be developed already in the pre-school years, and that these 

are indeed two different kinds of constraints, as they develop at different times. Since 
children are able to control their imagination in this way by employing constraints, 

we should think that adults can do so too.14 Taken together with the previous argu-

ment about improvability, we can conclude that imagination is a skill, since both 

hallmarks are now met.

But a pressing question immediately arises, namely: how is imagination imple-

mented sub-personally such that it is improvable and controlled? That is, what are the 

cognitive mechanisms and architecture that make this possible? I take up this issue 

by first considering what cognitive architecture could underlie imaginative control. 
To this effect, I develop a Bayesian computational account of imaginative control. I 
then show that this model also explains how imagination is improvable by practice.

5 A cognitive architecture for control and improvability in 
imagination

A common theme from both philosophy (Fridland, 2014) and psychology (Pezzulo 
& Castelfranchi, 2009) when it comes to giving sub-personal accounts of control 

12  For another verbal study, see Atance and O’Neill (2005). Language could be a confounding factor, so for 
a non-verbal study (in which three-year-olds failed the task), see Suddendorf and Busby (2005).

13  It is worth noting that language could also be a confounding factor here too, but no non-verbal para-

digms have yet been developed—this is a question for future research.

14  This is uncontroversially assuming that capacitates developed in childhood persist to adulthood, rather 

than deteriorate. But this is not to say that empirical research should not be conducted on adults as well, 

since this could further shed light on how and when constraints are employed.
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is to focus on how control can be implemented in a selection mechanism. In Ellen 

Fridland’s work, the idea gets applied to bodily actions, and control is said to involve 

a mechanism that selects the relevant features of the environment. For example, a 

batsman in cricket focuses their attention on the relevant features of the bowler’s 

delivery to determine which shot to play. More interestingly given my purpose, Pez-

zulo and Castelfranchi (2009) develop an account of control for mental actions which 

they apply to imagination specifically.15 They propose that controlled imagination 

involves a selection mechanism selecting relevant representations from memory to 

form imaginings, which are then compared to the agent’s goal. As observed earlier, 

when imagining something, you typically have a goal with that imagining, for exam-

ple to imagine something accurately in order to solve a problem. Consider a person 

whose goal is putting some beers in the fridge, and who is trying to solve the task 

of how to open the fridge door with their hands full, using imagination. Pezzulo and 
Castelfranchi argue that control is exercised here as follows: the selection mechanism 

produces an imagining by selecting a relevant content from memory, which is then 

judged for its aptness. For example, the person can imagine opening the fridge door 

with their foot, and compare this to their goal representation to find out if they will 
satisfy it. If the answer is ‘no’, they can use this feedback to form a new imagining.

I concur with Fridland, Pezzulo, and Castelfranchi, that selection is central to con-

trol, and specifically that control in imagination involves selecting relevant mem-

ory representations to form an imagining. The problem is that there is no detailed 

account of the computational operations guiding the selection mechanism. Pezzulo 
and Castelfranchi tell us that the selection mechanism selects certain contents from 

memory, but they do not say anything about how the mechanism does so. As a result, 

we have no explanation for how an agent produces a particular imagining. This in 

turn will be problematic for explaining how to improve imagination, since this often 

amounts to producing better imaginings. That is, when improving, particular con-

tent that is more apt for the goal needs to be selected over other content. This can 

only be specified if we give a computational account, since just positing a selection 
mechanism cannot tell us why one thing is selected over something else. So, in the 

remainder of this paper, I provide one such computational account.

This account needs to be sensitive to what we already know about the cognitive 

architecture of memory and imagination. This is why, in Sect. 4.1, I briefly outline 
a largely agreed upon model of the relationship between memory and imagination 

(Schacter & Addis, 2007; Schacter & Addis, 2020). Against this backdrop, I then 

develop a Bayesian account of the selection mechanism (Sect. 4.2), which further 

15  Someone might worry that restricting the discussion to control for mental actions excludes an important 

area of imagination, namely prop-based imagination (Walton, 1990). Prop-based imagination is very com-

mon in children, who often imagine everyday objects as being something else (e.g. a stick as a sword), 

and it can also be seen in adults, such as when using pint glasses to represent football players on a field. I 
acknowledge that this is an important area of imagination, but due to space constraints in this paper, my 

discussion will be restricted to non-prop-based imagination. Importantly, the account I develop of the 

selection mechanism where content is selected from episodic/semantic memory does not preclude extend-

ing the cognitive architecture to explain how content can also be selected from perception in certain cases, 

as in prop-based imagination. My cognitive architecture is not a comprehensive one, and future research 

should work on extending it the account to include prop-based imagination. I am grateful to an anonymous 

reviewer for raising this point.
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specifies this account of the cognitive architecture. I then show that this account also 
gives us the tools to explain how imagination can be improved by appealing to the 

cognitive mechanism becoming better at selecting the content from memory repre-

sentations relevant to one’s goal (Sect. 4.3).

5.1 On memory and imagination

Using a large number of behavioural (Levine et al., 2002; Addis et al., 2007; Madore 

et al., 2014, 2016), cognitive (Schacter et al., 2007, 2012; Ward, 2016; Hallford et 

al., 2018), and neurological evidence (Addis et al., 2007, 2009; Benoit & Schacter, 

2015; Axelrod et al., 2017), Donna Rose Addis and Daniel Schacter put forward 
an extremely influential architecture concerning the relationship between memory 
and imagination: the constructive episodic simulation hypothesis (Schacter & Addis, 

2007; Schacter & Addis, 2020).

The hypothesis centres around the idea that a key function of episodic memory 

is to support the construction of what they call episodic future events (imaginings 

about the future), and that it does so by retrieving information about past experiences 

and flexibly recombining elements of these into novel imaginings. Imagination and 
episodic memory thus rely on a number of shared processes, such as the capacity for 

relational processing (i.e. linking together various pieces of information).

Though episodic memory plays a key role on this picture, it does not mean that 

semantic memory plays no role in imagination (Schacter & Addis, 2007). Informa-

tion stored in episodic memory can be cashed out as who-what-where-when informa-

tion, whereas information stored in semantic memory includes semantic knowledge, 

related facts, commentary, or references to other events including general events. 

Imagination recruits both information stored in episodic memory and information 

stored in semantic memory (perhaps to a different extent depending on the imagining).
If we think about how we imagine, we can easily see how this is the case. When a 

subject intends to imagine something, elements are selected from semantic and epi-

sodic memory, before they are recombined. The selected elements are flexibly recom-

bined using a recombination process, which entails that the subject can imagine novel 

events that they have not previously experienced. For example, the representation of 

the content horse could be selected from episodic memory, and combined with the 

representation of the location Iceland from another episodic memory, and semantic 

information about Iceland, such that I can imagine riding a horse in Iceland, even if 

I have not experienced this.

Recombining elements in this way is different from simply selecting a whole 
memory representation and recasting it in a future setting, such as I might do when 

imagining that my kitchen will look the same tomorrow as it did yesterday. Empiri-

cal data suggests that the second case does not involve the recombination process 

to a great extent, and thus requires less effort (Addis et al., 2009; Schacter & Addis, 

2020). Notice that this echoes the evidence from mental rotation in Sect. 2, where 

I argued that different processes underwrite solving the task by mental rotation as 
opposed to retrieving the answer from memory; this could be interpreted as mental 

rotation involving recombination, whereas simple retrieval does not. What we see 

from this discussion is that imagination is generative, rather than simply reproduc-
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tive, and that this account is well-suited to explain the vast amount of different cre-

ative imaginings that subjects generate.16 With this background in place, the selection 

mechanism needs to be sensitive to this cognitive architecture, and I will now explain 

how the selection mechanism selects content from memory representations that is to 

be recombined.

5.2 Bayesian inference and Bayesian generation

My suggestion is that the selection mechanism works by Bayesian generation. The 

idea that selection mechanisms operate according to Bayesian principles is common 

in cognitive science, partly because using Bayesian probabilities is the optimal way 

of making selections in light of available options. The assumption that we should 

start with is that the mind works in this optimal way, before experiments potentially 

prove otherwise (Norris & Cutler, 2021). After all, we should not posit that the mind 

operates sub-optimally unless we have an empirical reason to do so. There are gen-

erally two kinds of Bayesian accounts: Bayesian inference accounts and Bayesian 

generation accounts, which are used in a vast amount of theories. These include Pre-

dictive Processing accounts of perception (Clark, 2013; Kirchhoff, 2018; Hohwy, 

2020; Williams, 2021), as well as theories about causal reasoning and counterfactual 

thought (Walker & Gopnik, 2013), language acquisition (Jusczyk, 2003), and word 

recognition (Norris, 2006). For example, Walker and Gopnik argue that children are 

rational Bayesian learners of causal models, and that Bayesian inference is actually 

implemented in a cognitive mechanism. As a consequence, this theory can explain 

behaviour, because the model attempts to mirror what goes on in the mind. Their 

appeal to Bayesian inference is thus more than a mere modelling of behaviour, which 

would not have this explanatory power.17 As I will show, Bayesian generation suits 

my purpose better here, but my claim is otherwise very similar to this, as I hypoth-

esise that the Bayesian generation in imagination is indeed implemented in this cog-

nitive mechanism. This means that the calculations I describe on the following pages 

are analogous to ones carried out by the mechanism. The upshot is that my account is 

also an attempt to explain behaviour, rather than model it.

For my account to make sense, going over how Bayesian inference works before 

describing Bayesian generation will be helpful. The general idea of Bayesian infer-

ence is that a particular hypothesis can be tested by calculating how likely it is to be 

true, given the data an agent has observed. For example, if I observe my friend Sally 

coughing, how likely is it that she is coughing because she has a cold? The data I am 

observing here is Sally’s coughing, and the hypothesis I am interested in testing is 

whether she is coughing because she has a cold. There are several hypotheses avail-

able, and we will focus on three different ones here: Sally could be coughing because 
she has a cold, she could be coughing because she has heartburn, or she could be 

coughing because she has cancer.18

16  I am grateful to two anonymous reviewers for pressing me on a number of issues in this section.

17  Jones & Love (2011) have termed this approach, which I endorse, ‘Bayesian Enlightenment’.

18  This example is adapted from Perfors et al., (2011). Though a causal link need not be present between 

the hypothesis and evidence for there to be a probabilistic dependence between the two, I assume along 
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To calculate which hypothesis is the most likely, we need to set values for likeli-

hoods and priors. These are supposed to capture what we know about the case. The 

likelihoods capture how likely it is that coughing is a symptom of any of the diseases. 

Since both colds and lung cancer cause coughing, whereas heartburn does not, the 

likelihoods favour these options. That is, it is common to cough when one has a cold 

or lung cancer, but not when one has heartburn. These will thus receive higher values 

and heartburn a lower one (see Table 1). The priors capture how likely it is that one 

has a cold, heartburn, or lung cancer, independently of any observed symptoms. The 

priors favour colds and heartburns over lung cancer, since it is more common to have 

a cold or a heartburn than to have lung cancer. We capture this intuition by assigning 

higher values to colds and heartburns, and a lower one to lung cancer. This can be 

formalised in the following way, where P is the probability, d is the data observed, 

and h is a specific hypothesis:
We can then calculate what we are interested in, which is the posterior probabil-

ity, i.e. the probability that Sally is coughing because she has a cold. We do so using 

Bayes’ formula:

 
P (hcold| d) =

P (d|hcold) P (hcold)

P (d|hheartburn) P (heartburn) + P (d|hcancer) P (hcancer) + P (d|hcold) P (hcold)

This gives us:

 
P (hcold|d) =

(0.8) (0.5)

(0.1) (0.4) + (0.9) (0.1) + (0.8) (0.5)
= 0.754

Hence, the hypothesis that Sally is coughing because she has a cold has a probability 

of 0.75. We can then perform the same calculation for the other hypotheses, and see 

which one comes out as the most likely.

With this in place, let me now elaborate on my account of the cognitive mecha-

nism of control in imagination. Remember, when an imagining is generated, it draws 
on memory representations in semantic and episodic memory. Given that we have a 

vast number of different memory representations, there is also a vast array of imagin-

ings that could be generated, and a cognitive mechanism needs to have a structured 

way of selecting content from one representation over other content. We need to find 
out how this is accomplished to account for how imagination can be controlled with 

with Perfors et al. that there is indeed such a link present here. Thanks to an anonymous reviewer for 

pointing this out.

Likelihoods Priors

P(d|hheartburn) = 0.1 P(hheartburn) = 0.4

P(d|hcold) = 0.8 P(hcold) = 0.5

P(d|hcancer) = 0.9 P(hcancer) = 0.1

Table 1 Likelihoods and priors 
for the Sally example (Perfors 

et al., 2011)

 

  119  Page 12 of 23



Synthese 13

1 3

respect to the cognitive mechanism involved. But it does not look like a Bayesian 

inference account is apt for this task, as it is unclear what would count as a hypothesis 

or a piece of evidence when generating imaginings. Instead, a generative account, 

which does not invoke these notions, is more suitable. This kind of account gener-

ally allows us to calculate the probability of two events co-occurring, by utilising the 

priors and likelihoods. For example, we can find out the probability of Sally having a 
cold and Sally coughing. Assume that P(Cough|Cold) = 0.8, as it is very common to 

cough when one has a cold. This gives us:

 P (Cough, Cold) = P (Cough|Cold) P (Cold)

Plugging in the numbers:

 P (Cough, Cold) = P (0.8)P (0.5) = 0.4

What we have found here is the joint probability distribution; the probability that 

two events co-occur. In other words, the probability that one event occurs, given 

that another event occurs. This seems more apt for the task at hand, as a generative 

account could give us the probability for an imagining to occur, given the contents of 

an agent’s memory representations.19

But an agent is bound to have more than one memory, so the mechanism needs 

to calculate the joint probability distribution for multiple contents, and then select a 

few to be recombined into an imagining. I suggest that the contents of the memory 

representations assigned the highest probabilities are selected to be recombined into 

an imagining. But before we get to this point, we need to assign priors and likelihoods 

just like in the case above. Let us use a simplified example to illustrate this.
An agent, Matilda, tries to accurately imagine what the weather will be like in 

Croatia in spring, because she wants to decide whether to go there. This is her imagi-

native project, IHoliday. We are interested in what content is selected for this imagin-

ing, given the probabilities that the selection mechanism assigns to the content. For 

ease of example, say that Matilda only has four memory representations and that 

these are all mostly episodic: visiting Croatia in the hot summer; a person in Croatia 

saying it often rains there in spring; visiting a rainy and flooded Venice in spring; and 
visiting Leeds for shopping in the summer. To make things easier, let us use these 
categories as shorthand: (1) Croatia; (2) Conversation; (3) Venice; (4) Leeds. Each 

of these memory representations is comprised of different elements, as discussed in 
Sect. 4.2, such as information relating to who-what-where-when, all of which are 

candidates for content that could be retrieved and recombined into a novel imagining. 

For example, Conversation contains both episodic information about a person and 

semantic information about the weather.

How should the priors be assigned in this case? Recall that in the example of 
Sally, priors were assigned on the basis of how likely an event was to occur indepen-

dently of any other event. Could it be the case that priors here too are determined by 

19  See Williams (2021) for a discussion of generative Bayesian accounts in imagination.
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episodes’ independent probabilities of occurring? This does not seem likely, as the 

mind does not have access to these probabilities. As mentioned, I am giving a real-

ist account of the selection mechanism, whereby the Bayesian selection mechanism 

is actually implemented in the mind, and which aims to explain behaviour. For this 

to be viable, the mind needs to have access to the probabilities that it uses in cal-

culations. But it does not seem like the mind has access to these independent prob-

abilities. For example, there is an independent probability of the event of an apple 

falling occurring right now, but it would be unfounded to think that my mind has 

access to this probability. Instead, I suggest that prior probabilities are determined by 

something that the mind does have access to: the emotional intensity of stored epi-

sodes.20 This hypothesis predicts that emotional episodes (negative or positive) are 

more readily retrieved in greater detail than neutral episodes (Brown & Kulik, 1977; 

Talarico et al., 2004).21Prima facie, the emotional intensity of episodes seems highly 

relevant for remembering/imagining, and this suggestion tallies well with evolution-

ary theories, which suggest that emotionally intense episodes are more useful for an 

animal to remember/imagine, than neutral ones (Suddendorf & Corballis, 2007). To 

take an extreme but illustrative example, if a pre-historic human is planning a trip to 

the waterhole, it holds a greater payoff for them to more readily retrieve a memory 
of a fearful episodic of being attacked at the waterhole, than a neutral one of having 

a quiet drink, even if the neutral episodes have happened more frequently. It seems 

that more readily recalling intense episodes could drastically increase the chances of 

survival, and it could thus be more useful to more easily retrieve emotionally intense 

episodes.

Now, going on holiday might not be that emotionally intense, but it still has a 

significant degree of emotional intensity. Hence, both Croatia and Venice should be 

assigned high priors, reflecting that they are highly likely to be recalled and used in 
imaginings. Particular conversations about the weather are not emotionally intense, 

so Conversation should be assigned a very low prior. Similarly, visiting Leeds for 
shopping is not likely to be very emotionally intense, so this should also be assigned 

a low value.22

What about the likelihoods? These should capture how likely it is that a particular 

imagining is created, given the content of a memory representation. Now, we should 

assign Croatia a high likelihood, since it is likely that a memory of Croatia in the 

summer will be drawn on when trying to imagine the weather there in spring. Con-

versation, though having a low prior, should be assigned a high likelihood, since it 

concerns the weather in Croatia—the very thing the imaginer is trying to imagine. 

Venice is also fairly likely to be drawn on, since it is a memory of a place geographi-

cally close to Croatia and it is a memory of springtime. On the other hand, Leeds 

20  Note that this does proposal does not entail that emotionally neutral episodes cannot be recalled/imag-

ined, as priors alone do not determine the probability. I thank an anonymous reviewer for raising this issue.

21  This is not true across the board, as suppression mechanisms can sometimes work to suppress nega-

tively valenced episodes, especially if a person has experienced trauma (Ryckman et al., 2018). However, 

the cases I am concerned with are not cases of trauma, so I assume that no suppression mechanisms are 

involved here. Thanks to an anonymous reviewer for raising this interesting point.

22  Some other possible options for setting priors include recency and frequency of recall (Talarico et al., 

2004).
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seems very unlikely to be drawn on, since the location is nowhere near Croatia, and 

the memory concerns summer rather than spring.23 Below, the priors and likelihoods 

are assigned to reflect this:
What we are trying to find out, then, is how likely it is that a particular imagining 

is generated, given the memory representation: P(iHoliday,mCroatia). In other words, we 

are trying to find out the joint probability distribution. We calculate this in the fol-
lowing way:

 P (iHoliday, mCroatia) = P (iHoliday|mCroatia) P (mCroatia)

This gives us:

 P (iHoliday, mCroatia) = (0.9) (0.9) = 0.81

From this, we can see that the content of the memory representation Croatia is 

assigned a high probability, making it highly likely to be used in generating the imag-

inative project. From this alone, it looks likely that the Matilda would produce an 

imagining of a sunny Croatia, but, remember, we have only considered content in 

the memory representation Croatia so far. Since we are interested in how likely it is 

that the agent will imagine a certain scenario (rainy spring in Croatia) given all her 

memory representations, we need to also assess how likely the content from other 

memory representations are to be drawn on; I will leave these calculations out here, 

but the results are as follows:

What we have done above is analogous to the computations carried out by the 

selection mechanism. But the selection mechanism needs to do more than just cal-

23  It might be helpful to think of the agent as ‘priming’ certain memory representations here. When prim-

ing a memory, a subject is presented with a certain cue, and this makes it more likely that they recall 

memories that are related to the cue (e.g. mouse-cheese) (McNamara, 2005).

Likelihoods Priors

P(iHoliday|mCroatia) = 0.9 P(mCroatia) = 0.9

P(iHoliday|mConversation) = 0.8 P(mConversation) 

= 0.3

P(iHoliday|mVenice) = 0.2 P(mVenice) = 0.8

P(iHoliday|mLeeds) = 0.2 P(mLeeds) = 0.3

Table 2 Likelihoods and 

priors. I use the notation 

‘m’ for ‘memory’ and ‘i’ for 

‘imagining’

Croatia Conversation Venice Leeds

P(iHoliday, 

mCroatia)

P(iHoliday, mConversation) P(iHoliday, 

mVenice)

P(iHoliday, 

mLeeds)

0.81 0.24 0.16 0.06

Table 3 The joint probability 

distribution
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culate the probabilities of various memory contents’ being used in imaginings; it 

needs to actually select the content too. Just like there is a structured way of calcu-

lating probabilities, there needs to be a structured way of selecting content based on 

these probabilities. A plausible assumption is that only the top-ranking content gets 

included in the imagining, since otherwise all content would be included to some 

degree, no matter their joint probability distribution. It will suffice for my demon-

stration here to assume that the three top ranking are selected. In that case, the con-

tents of Croatia, Conversation, and Venice will be selected to be recombined into an 

imagining. Since these together contain the vital semantic information about rain in 

the spring, an episodic representation of rain, and the episodic representation of the 

location Croatia, Matilda generates an accurate imagining of it raining in the spring 

in Croatia.24

The reader might at this point worry that this is a ‘just so’ story, which does not 

make any precise predictions, and lacks any empirical support. Without predic-

tions and support, characterising the selection process as Bayesian might itself seem 

unfounded.25 This would be a considerable problem for the account, but luckily, it 

is more than a ‘just so’ story. Here is an example of a prediction of the account: if 

emotional intensity determines priors, emotionally intense episodes should be more 

likely to be recalled/imagined than neutral episodes. There are two telling instances 

of this. Firstly, patients with PTSD are more likely to recall/imagine negative emo-

tionally intense episodes, than neutral episodes (Pearson et al., 2015; Pearson, 2019). 

Secondly, multiple studies have found that people often suffer from an intensity bias 

when imagining/recalling episodes, whereby episodes are imagined/recalled as overly 

emotionally intense (Wilson et al., 2003; Gilbert & Wilson, 2007; Ebert et al., 2009). 

Both of these findings are predicted and can be explained by appealing to priors being 
set by emotional intensity. Note that this is not to say that we cannot imagine neutral 

episodes; of course we can. Even though an episode could have a low prior due to low 

emotional intensity, it could still be selected due to high likelihood (recalling cereal at 

the breakfast table would have a low prior due to not being emotionally intense, but 

in a context where an agent’s intention is to remember their breakfast table, the likeli-

hood would rise significantly). The claim is rather that, ceteris paribus, emotionally 

intense episodes are more likely to be chosen over non-emotionally intense ones, due 

to emotional intensity determining priors.

24  Interestingly, there are actually two different probabilities at play here. The probability of Matilda 
generating an accurate imagining is an objective probability, whereas the probabilities assigned by the 

selection mechanism to content are subjective probabilities. Subjective probabilities are probabilities rep-

resented by a vehicle, whereas objective probabilities are probabilities of representing something. Like 
most Bayesian theories in cognitive science, the account I have given is concerned with subjective prob-

ability. However, if we are interested in modelling behaviour, we can also infer an objective probability 

from the subjective probabilities, as the subjective probabilities assigned by the selection mechanism bears 

on the probability that Matilda generates an accurate imagining. See Hájek (2019) for a discussion. I thank 

an anonymous reviewer for raising this issue.

25  I am grateful to three anonymous reviewers for pressing me on this point.
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5.3 Improving imagination

This computational account thus explains how control as selection could be imple-

mented sub-personally, thus solving half of the problem of the cognitive architec-

ture of imagination necessary to explain how it could be a skill. As it turns out, 

improvability can easily be accommodated for in this architecture too, by appealing 

to the agent’s ability to change the likelihoods depending on their epistemic feelings. 

To clarify, my suggestion is that when an imagining has been generated, an agent 

can evaluate whether they think this imagining is realistic or not depending on their 

epistemic feelings about the imagining, such as a feeling of certainty or uncertainty 

(Arango-Muñoz, 2014; Michaelian & Arango-Muñoz, 2014). Feelings of certainty/

uncertainty have been shown to be reliable, and could thus be taken as an indicator 

that the imagining is indeed accurate or inaccurate (Fernandez Cruz et al., 2016). 

If someone imagines a scenario and has a feeling of uncertainty about it, this could 

trigger a thought process by which they can realise what is potentially wrong about 

the imagining. This in turn can trigger a change in the values of the likelihoods of 

the memory representations, such that when they try to imagine it the next time, 

these likelihoods have been set differently, and as a result, a different imagining is 
generated. For example, Matilda might imagine that she would enjoy a holiday in 

Croatia during the spring despite the rain, but have a feeling of uncertainty about it. 

When being reminded by her friend of how it feels to have soaked shoes for a week, 

she realises why she was feeling uncertain about it, and revises her imagining. This 

points to the same dynamic process of imagining scenarios, evaluating imaginings, 

and re-imagining scenarios as Pezzulo and Castelfranchi (2009) highlight. It also 

illustrates one of the ways in which one can practise to become better at imagin-

ing, which involves improving the cognitive mechanism of control using feedback 

from personal level epistemic feelings. Having some kind of feedback loop to adjust 

likelihoods has proven useful in improving other Bayesian systems, as in machine 

learning, and it therefore looks viable as a way of improving imagination too (Gopnik 

& Tenenbaum, 2007). This account can thus also account for improvement sub-per-

sonally by appealing to the likelihoods being changed, and hence a new imagining 

being generated.

Before concluding, I will address a worry that the reader might have about the 

tractability of my account. The reader might think that the account looks compu-

tationally intractable, since for any imagining, one’s cognitive mechanism would 

need to assign a prior and likelihood to every single one of thousands of contents in 

memory representations. This simply looks like too big a task and it does not seem 

plausible that this is what goes on sub-personally. There are two different ways to 
deal with this concern. One could either simplify the Bayesian generation, or one 

could say that memory representations are stored in a more economical way. I think 

that both ways are viable, and that combining them overcomes the problem. Firstly, 

Bayesian accounts can be simplified using variational approximation methods, which 
are widely used in machine learning and cognitive science (for example, see: Smith 

(2021)).26 Secondly, contents in memory representations are in fact stored schemati-

26  See Jones & Love (2011) and Shultz (2007) for a discussion of further methods and examples.
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cally, meaning that only memories which relate to certain topics would need to be 

assigned values (Bartlett, 1932; Brewer & Treyens, 1981), and it has been argued that 

pre-existing knowledge in the form of schemas also guide the selection and integra-

tion of relevant episodic and semantic memory content when imagining something 

(Irish et al., 2012; Addis, 2018). It is thus plausible that only the content of memory 

representations within a certain schema are assigned values. If I intend to imagine an 

office, only memory contents in the office-schema are assigned values and recom-

bined into imaginings, whereas contents in a holiday-schema are not. Which sche-

mas are selected could be accounted for by the cognitive mechanism’s sensitivity to 

the semantic content of the agent’s intention. If the intention includes ‘holiday’, the 

cognitive mechanism is sensitive to this.27 Finally, another reason to think that this 

actually is a computationally tractable account is that Bayesian models very similar 

to this have already been developed in computer science for generating novel virtual 

worlds from a limited set of ‘memory representations’ (Fisher et al., 2012; Davies, 

2020). I thus take it that this is a computationally tractable account of content genera-

tion for imagination.

Importantly, this is a novel account of the selection mechanism for which I have 

provided indirect evidence for its plausibility. Though it has not yet been tested 

directly, it makes a number of interesting testable predictions which will generate 

future research. For example, my account predicts that an imagining which is accom-

panied by a feeling of uncertainty is less likely to be accurate. This could easily be 

tested by a method similar to the one used by Fernandez Cruz et al., (2016), who 

investigated the reliability of epistemic feelings with respect to solving mathematical 

problems. To test imagination, subjects could for example be asked to imagine how 

they would feel in various hypothetical scenarios, and subjective uncertainty about 

imaginings could be measured. Previous research suggests that we are often inac-

curate when imagining our future emotions (Wilson & Gilbert, 2000), and together 

with these findings, my account predicts that an inaccurate imagining about a future 
emotion would be accompanied by a higher degree of subjective uncertainty. My 

account also predicts that we learn to become better imaginers by cycling through 

imaginings and evaluating them in this way, which could be tested by using a qualita-

tive methodology. Like with other Bayesian accounts, it could also be modelled using 
computer simulations, and running computer simulations could tell us more about 

how this process is optimised.

6 Conclusions

In this paper, I first provided empirical support for the claim that imagination is a 
skill. I identified improvability by practice, and control as two hallmarks of skill, and 

I argued that imagination meets both. Specifically, I showed that subjects can improve 
their visual rotation performance by practising, and that imagination is intentionally 

controlled by employing the Reality Constraint and Change Constraint. After estab-

lishing that imagination is a skill, I asked how this could possibly be implemented in 

27  This is similar to the linguistic cues discussed by Jones and Wilkinson (2020).
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a cognitive architecture. Here, I argued that plausibly there is a Bayesian selection 

mechanism that selects content from memory representations to generate imaginings. 

This is not only a valuable addition to the literature on skill, but it also contributes 

to the literature on cognitive architecture by further developing the selection mecha-

nism posited by Pezzulo and Castelfranchi (2009), and it creates new avenues for us 

to continue research to learn more about skilled imagination.
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