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ALADDIn: Autoencoder-LSTM based Anomaly

Detector of Deformation in InSAR
Anza Shakeel, Richard J Walters, Susanna K Ebmeier and Noura Al Moubayed

Abstract—In this study we address the challenging problem
of automatic detection of transient deformation of the Earth’s
crust in time-series of differential satellite radar (InSAR) images.
Detection of these events is important for a wide range of
natural hazard and solid earth applications and InSAR is an
ideal data source for this purpose due to its frequent and global
observational coverage. However, the size of this dataset precludes
systematic manual analysis and low signal to noise ratio makes
this task difficult. We present a novel method to address this
problem. This approach requires development of a novel network
architecture to take advantage of the unique structure of the
InSAR dataset. Our unsupervised deep learning model learns
the ‘normal’ unlabeled spatio-temporal patterns of background
noise signals in 3D InSAR datasets and learns the relationship
between the input difference images and the underlying unknown
set of individual 2D fields of noise from which the InSAR images
are constructed. The detection head of our pipeline consists
of two complementary methods, semivariogram analysis and
density-based clustering. To evaluate, we test and compare three
increasingly complex network architectures: compact, deep, and
Bi-deep. The analysis demonstrates that the Bi-deep architecture
is the most accurate and so it is used in the final detection
pipeline (ALADDIn). The analysis of experimental results is
based on detection of a synthetic deformation test case, achieving
a 91.25% overall performance accuracy. Furthermore, we show
that ALADDIn can detect a real earthquake of Magnitude 5.7
that occurred in 2019 in south-west Turkey.

Index Terms—Unsupervised Deep Learning, Anomaly Detec-
tion, InSAR, Satellite Radar Data, Earthquake.

I. INTRODUCTION

TWO new radar satellites, the Sentinel-1 constellation,

are revolutionizing the way we measure deformation of

the Earth’s surface, generating high-spatial-resolution, near-

global imagery of on-shore crustal deformation on a daily-

to-weekly basis [1]. This new dataset of Sentinel-1 InSAR

(Interferometric Synthetic Aperture Radar) images affords a

major opportunity to investigate the prevalence of transient

deformation phenomena that may have remained undetected

in previous datasets [2]. InSAR datasets have a unique 3D

structure, where individual images (interferograms) are in

fact the difference in phase between two individual radar

images taken of the same area but at different times. This 3D

interferogram (referred as IFG) dataset is very different to

the real-world video time-series that is a common dataset for
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deep-learning analysis, including anomaly detection, where an

individual image instead captures information at a particular

instant in time.

Detecting and measuring transient episodes of crustal de-

formation is important for a wide range of solid earth and

natural hazard applications, e.g. for improving understanding

of seismic and volcanological hazards and for monitoring

anthropogenic deformation. It is important to characterize

when and where such events have occurred in order to

illuminate the basic physics of these deformation processes

and to accurately estimate the hazards they pose to human

populations. However, such a large dataset of satellite images

(10TB/day, 1000-2000 images/day) [3] precludes systematic

manual analysis, and the large magnitude of atmospheric

and other nuisance signals relative to deformation signals of

interest makes this task difficult. Therefore, this important

objective requires the development of new automatic-detection

tools based on cutting edge machine-learning methods.

Machine learning has been successfully applied to a wide

variety of remotely-sensed satellite datasets for scene classifi-

cation, object detection and mapping purposes [4], [5]. How-

ever, the application of machine learning and deep learning

algorithms for analysis of InSAR data is still in its infancy.

The majority of the early attempts to apply machine-learning

to detection and extraction of deformation signals in InSAR

datasets have involved relatively inflexible, off-the-shelf and

supervised solutions, for example AlexNet [6] was used for

supervised classification of volcanic signals in 2D images [7],

a VGG [8] network was employed to detect volcanic unrest

in 1D time-series [9], a supervised FCN [10] was designed

based on UNet [11] to separate volcanic signals from time-

consecutive InSAR-derived 2D time-series [12] and a super-

vised autoencoder [13] was trained to reconstruct accumulated

ground deformation.

These existing approaches all have one or more of several

major limitations: I) they are limited to analysis in space (2D)

or time (1D) only, or else use higher-level InSAR-derived

products that involve filtering or modelling constraints that

make a priori assumptions about the signal; II) they require

resource-intensive pixel-wise labelling on a limited dataset of

real-world examples; III) they are restricted to focus on a

single type of deformation only (e.g. volcanoes); IV) they

preclude the important ability to detect deformation signals

with previously unobserved spatial or temporal structure. To

overcome all these issues we take full advantage of the unique,

differential and multi-linked 3D nature of InSAR datasets.

We have developed a new, unsupervised, event-agnostic, and

state-of-the-art deep-learning based approach for automatic
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Fig. 1. Cartoon illustrating the unique structure of the InSAR dataset, in particular the relationship between the measured inteferograms (IFGs, phase-change
∆∅ij shown in top part) and the unknown epoch images (EP , ∅i shown in grey box in (a) and (b)). Pink outlined images in (a) show how nuisance signals
associated with an individual epoch (e.g. the red signal in the bottom-right of the ∅3 image) contribute to all linking interferograms, some in a positive sense
(e.g. a similar red signal in ∆∅13, ∆∅23) and some in a negative sense (e.g. a blue signal of similar shape in ∆∅34). Vertical red line in (b) represents a
transient episode of deformation taking place between ∅2 and ∅3. Red outlined images in (b) show how this deformation contributes in a positive sense to
any inteferogram that spans this event (e.g. a similar circular structure that is always red in the bottom left of ∆∅13, ∆∅23, ∆∅14 and ∆∅24).

detection of transient deformation.

In this novel approach we adopt an anomaly detection

framework, based on convolutional neural networks (CNNs)

and neural networks (NNs). Under this framework, anomalies

correspond to any transient phenomena that deviates from

the ‘normal’ spatio-temporal patterns in the dataset. Such

‘normal’ phenomena arise from a combination of atmospheric

signals, satellite orbital errors and other unwanted ‘nuisance’

signals [14] [15]. We exploit the fact that the unknown 2D

fields of nuisance non-deformation signals associated with

individual SAR acquisition dates (these are termed ’epoch

images’ or EP here, following the domain nomenclature, and

are not to be confused with the typical machine-learning

definition of epoch) map into signals in interferograms with

a fundamentally different temporal pattern to ‘anomalous’

deformation signals (Figure 1). By training a deep-learning

algorithm to map common noise signals in inteferograms

into the unknown EP time-series (Fig1a) we are then able

to detect rare deformation events that map into the EP time-

series differently (Fig1b). Our approach therefore allows us

not only to estimate a background time-series of the unknown

non-deformation signals, but also to identify deformation and

effectively and accurately separate it from this background. In

comparison to the past work, the main contributions of this

work are:

• We have established a novel network architecture using

CNNs and NNs that transforms InSAR data into an

EP image sequence. It models the spatial and temporal

patterns and the connection between interferograms and

their corresponding EP images.

• Our model is unsupervised and is event-agnostic anomaly

detection, where anomalies correspond to any tran-

sient phenomena that deviates from the ‘normal’ spatio-

temporal pattern.

• We have successfully trained the framework on a set

of interferogram sequences with multiple outputs. First,

the automatic prediction of EP image responses (that

are originally unknown). Second, the reconstruction of

interferograms using these predicted EP responses, and

last but not least the detection of anomalies within the

sequence.

• We have developed a novel detection-and-extraction ap-

proach, that flags anomalies, estimates their spatial struc-

ture and separates them from noise.

• Finally, we present an accurate analysis of a test set

with and without synthetic anomaly with spatial extent

and amplitude similar to the background noise, achieving

a true positive rate of 81.25% and an overall accuracy

of 91.25%, and we also successfully demonstrate our

method’s ability to detect a real earthquake of Magnitude

5.7 that occurred in south east Turkey (a region outside

the training set).

In this study, we first provide an introduction about InSAR

data (II) and how it can be used with deep learning. Then we

present our methodology explaining all three network architec-

tures (Compact, Deep and Bi-Deep) and detecting mechanism

in III. As ALADDIn is designed to cater for unique InSAR

like data structures, it is erroneous to compare it with existing

off-the-shelf deep learning based anomaly detectors that are

trained on a frame-frame video data. Finally, as a proof of

efficiency and accuracy, we put forward detailed experimental

analysis of test results for real, normal and synthetic test cases

when passed through all three models (Compact, Deep and

Bi-Deep) in Section IV. In conclusion, we discuss the key

contributions of this paper in Section V.

II. INSAR DATA

A Synthetic Aperture Radar (SAR) satellite image is a

2D array of complex numbers encoding amplitude and phase
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Fig. 2. The network architecture of (a) Compact, (b), Deep and (c) Bi-Deep models are shown. Compact includes time-distributed 2D convolutional layers
with stride in place of maxpooling, followed by layer normalization, 2D convolutional LSTM, a fully connected layer and transpose convolutions to decode
the encoded features. Where as the Deep includes greater number of conv-LSTM layers in the ecoder as well as the decoder, with an extra fully connected
layer, maxpooling layers replaced by stride in convolutions and upsampling layers instead of transpose convolution. The Bi-Deep architecture is similar to the
Deep one but with a major difference in input of each layer, here skip connections are placed to merger features and a bi-directional LSTM layer is added
in the end.

information of microwave radar waves that are emitted by

satellite, backscattered from the Earth’s surface, and recorded

again by the satellite’s antenna. In order to measure movement

of the Earth’s surface, two SAR images of the same location

but captured at different times can be used to construct an

unwrapped Interferometric SAR (InSAR) image. This image

is called an unwrapped interferogram (hereafter referred to

simply as an interferogram or InSAR image) and represents

a map of how the ground has moved towards or away

from the satellite (i.e. a 1D displacement in the satellite’s

’line-of-sight’) in the time interval between the two SAR

measurements. The largest nuisance signals in interferograms

arise from uncertainties in satellite orbits and from changes in

atmospheric conditions, and are commonly considered as noise

when trying to measure ground motion. In this study we use

unwrapped Sentinel-1 interferograms obtained from the global

LiCSAR processing system developed by the UK’s Centre for

the Observation and Modelling of Earthquakes, Volcanoes and

Tectonics (COMET) [3]. These images typically cover a region

of the Earth’s surface ∼250 km × 250 km, with pixels of size

80× 80 m. There is a major difference between regular video

data that is commonly analysed using deep-learning methods

and InSAR data. In video data an individual image contains

information on the position of objects at a single acquisition

time, but an individual interferogram instead contains infor-

mation on the difference in position between two acquisition

times. The unique structure of the dataset is illustrated by

Figure 1a; in this simple example, six interferograms (curved

lines) capture the differences between four epoch images

(circles) that are each associated with an individual SAR

satellite image. These epoch images are always unknown; due

to the way in which unwrapped interferograms are constructed,

these 2D fields cannot be directly calculated from the SAR

images themselves. Nuisance signals associated with an epoch

(e.g. Ep3 in Figure 1a) can be mapped into associated interfer-

ograms (pink outlined images and lines) via a simple spatio-

temporal relationship. But permanent ground displacement that

takes place between two Epochs (e.g. between Ep2 and Ep3
in Figure 1b) maps into a different set of interferograms (red

outlined images and lines) according to a different relationship.

In the following section we describe how it is possible to use

CNNs to exploit this key difference and therefore to detect

deformation.

III. METHODOLOGY

Autoencoders are a type of artificial neural network that

are designed to understand the underlying distribution of a

dataset by learning to reconstruct the data from a transformed

version of them. The transformation of the input is referred

to as an encoding and usually results in a compressed rep-

resentation of the data. The reconstruction of the data is

referred to as decoding and usually involves up-sampling of

the encoded data. This has proven to be a very powerful

approach with applications in image denoising, segmentation,

2D-reconstruction and image generation purposes [16], [17],

[18]. Autoencoder-based anomaly detection in deep learning

often refers to training a model to learn normality underlying

a given labelled dataset. The autoencoder learns to reconstruct

the input, which can be an image or a video sequence [19] or

multivariate sequence data [20] [21]. So when fed with new

input data the anomalies are identified with high error. The

autoencoder based anomaly detection can be designed using
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Fig. 3. (a) The map shows the geo location of the train and test data. (b)
The training frame is located in the north-east of Turkey, where as the real
earthquake test case, shown in (c) and (d) is located in the south-western part
of Turkey. (d) Shows the zoomed-in image of the region where earthquake
occurred on the 20th of March 2019. The spatial structure of earthquake which
is estimated by our model is shown here in (d) (shown in 7).

different combinations of deep learning layers for example

convolutional (for spatial data) [22], LSTM (for temporal data)

[23] or combined Convolutional-LSTM (for spatio-temporal

data) [24].

The solution to an anomaly detection problem can be

developed by first understanding the data (InSAR data in this

case) and defining the ’anomolous’ class (crustal deformation)

in it. The low absolute numbers of interferograms containing

transient deformation, and even lower numbers where defor-

mation has been labelled makes this problem better suited to

an unsupervised learning.

A. Deep Learning For InSAR

InSAR data have inherent inter-dependent spatial and tem-

poral patterns associated with background nuisance signals

due to the unique data structure (Figure 1a). This prominent

feature of the data can be learned so that anomalous signals

corresponding to deformation (Figure 1b) are identified. Long

Short Term Memory (LSTM) cells [25] are often used in

similar cases to learn from time dependent data. LSTMs are a

type of Recurrent Neural Network (RNN) that directly model

the temporal dynamics in the data stream for more accurate

prediction. RNNs are commonly used for speech recognition,

language modeling, translation and image captioning [26],

[27], [28], but they suffer from a vanishing-gradients problem

which limits how much memory they can hold. Information is

propagated through each time-point in a RNN and so gradients

are computed for each hidden layer (all across time) using

backpropagation starting from final layer to the initial layer.

Depending on the length of time and the number of layers, the

small derivatives when multiplied together (causing a ripple-

effect) decreases (vanishes) the gradients exponentially [29].

In contrast, LSTMs are capable of retaining information for

longer intervals so they have been successfully used for captur-

ing changes that are prolonged in time, e.g. CCTV surveillance

[30]. LSTM models tend to learn from the temporal dynamics

of the sequence in 1D, whereas multiple filters in a convolu-

tional layer span and perform convolutions on 2D or 3D data,

preserving pixel-based spatial information. For problems like

the one tackled in this study, where, to detect the time-stamp

and location of anomaly it is important to learn both the spatial

structures and temporal patterns of input data, the LSTM cells

are applied with convolutions as a mathematical operator.

The internal 1D matrix multiplications in the LSTM layer

are converted in convolution operations. These are termed

as convolutional LSTMs [31] and are able to maintain the

dimensions of the input data for images or videos. Where

there is no ground truth available and it is both expensive

and time consuming to mark, label or caption abundant video

or image data, unsupervised or semi-supervised deep learning

techniques involving convolutional LSTMs [32] are used to

understand changes and track object movements [33].

In contrast to the existing approaches to machine-learning

analysis of InSAR data [7], [12], [9], [13], we develop our

method starting with three building blocks: the encoder that

models spatio-temporal patterns in the interferogram sequence;

the fully connected (FC) layers that transition these encoded

features to corresponding epoch responses; and the decoder

that then up-samples these epoch responses. A FC layer is a 1D

layer containing feed forward neurons. Each neuron in them

is connected to every single feature encoding of preceding

and succeeding layers, representing every pixel in time and

space. This strictly ensures that the model learns: (I) the

spatio-temporal patterns within the interferogram set (while

encoding); (II) the relationship within epoch responses and

their difference (while transitioning using the fully connected

layers and also constrained by the loss function, that is defined

in eq 1); and (III) the spatio-temporal patterns within the

sequence of epochs (while decoding). In order to encode the

distribution of an input sequence, so that the LSTM layers can

learn spatio-temporal patterns from it, the input images are fed

to convolution blocks each block includes a time-distributed

convolution and a layer normalization. The benefit of time-

distributed layer is that it ensures the same convolution is

applied on each temporal instance in the input sequence. For

example, as we have X IFG in the sequence, then in the time-

distributed layer there would be X number of convolutional

filters applied individually on each interferogram, giving us

X number of features in time that each contain 2D spatial

information. The weights of this layer are distributed among

the X filters, this helps to connect the features learned for

each temporal instance within an input sequence and makes it

computationally manageable for backpropagation.

The approach of [13] is in some respects similar to ours,

although the time-series (in our case epochs that are generated

by our model) they used for training is computed using SBAS

inversion and topography is added as an extra channel mid-

way in the model. Although, the same length of epoch time-

series is used, [13] select a much lower (48 x 48) spatial

resolution. Unlike our approach, the autoencoder is supervised

and trained on synthetic data. Although [13] predicts the

accumulated ground deformation of an InSAR time-series, but
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the model does not know if that deformation is anomalous or

not. In addition, the model prediction in [13] provides only the

spatial structure of cumulative deformation, without allowing

the exact timing or duration of the event to be retrieved.

1) Compact Model: We start by training a Compact model

(figure 2a), with just four of these blocks, two with time-

distributed convolution layers with strides and two with conv-

LSTM. For an input of X IFG that are made from Y EP, the

encoded features, which are ordered in time and are passed to

LSTM blocks that learn and retain the spatio-temporal pattern.

To reconstruct the EP responses from these features, they are

first transformed to Y representations in temporal order by the

FC layers, where Y is the number of EP responses. At this

stage the features are of size X × 16× 16× F (where F is the

number of filters) and the number of neurons in the FC layers

are used in accordance with the size of features we require

after transformation, i.e. Y × 16 × 16 × F . Likewise, in the

decoder, transpose convolution layers are used to upsample the

reshaped NN features. The NN with 2304 neurons are used

for the transformation of X IFG to Y EP, where X is 26,

Y is 9, so, the number of neurons are 9 × 16 × 16 = 2304.

2) Deep model: We further developed these building blocks

and increase the overall depth of our model, creating what

we call the Deep model (figure 2b). This is designed with a

balance of time-distributed convolutions and the conv-LSTM

layers in the encoder as well as the decoder. Each of the

convolution blocks in the Deep model includes a maxpooling

layer that removes invariances like shift and scale in the

feature representation and ensure computationally manageable

trainable parameters across the model by down-scaling and

extracting most important features. Apart from depth, other

major changes are the addition of upsampling layers instead

of the stride, smaller filter size (to precisely capture local

features) in the convolutions and tanh [34] as an activation

layer after each layer except the neural network. An activation

function is applied on the top of layers to introduce non-

linearity and output of tanh is zero-centered and ranges from

−1 to 1, hence strongly mapping both negative and positive

inputs.

3) Bi-Deep model: Finally, for the Bi-Deep model (figure

2c) we added separate skip connections for encoder and

decoder and also included a bidirectional-conv-LSTM layer.

These skip connections ensure the forwarding of any residual

feature representation in the previous layer also it helps in

merging features learned by a time-distributed convolution and

a conv-LSTM layer and other combinations like a FC layer and

a time-distributed convolution layer etc. Unlike U-Net [11],

long skip connections cannot be used because of different

feature sizes, as our model reconstructs Y EP from the

encoded X IFG. So, to ensure flow of information between

layers of our autoencoder, we perform feature concatenation

via short skip connections separately for encoder and decoder.

The bidirectional-conv-LSTM layer retains information by

spanning the features propagating both forwards and back-

wards in time, to prevent bias in the predicted EP sequence

associated with their order in time.

TABLE I
DATASET DETAILS

Data No. of patch
locations

No. of sequences for each
patch location

Total
sequences

Train 365 25 9125

Validation 62 25 1550

Synth Test 1 10 10

Real EQ 1 7 7

B. Experimental Details

In general all these models (Compact, Deep and Bi-Deep)

attempt to learn the relationship between normal spatio-

temporal patterns of background noise in a set of related in-

terferograms and the unknown 2D fields of that same noise in

their constituent epochs (e.g. Figure 1a). Our model transforms

X IFG in the encoding feature space to Y EP in the decoding

feature space. The transformation is constrained through the

loss function

Loss = MSE(IFG2TS(Output), Input) (1)

, where IFG2TS is a custom layer that converts the sequence

of Y estimated epochs into X interferograms by simple

subtraction in each case of the 1st constituent epoch from

the 2nd, as per Figure 1a. Therefore, the mean squared error

(MSE) is computed between the input set of interferograms

and the reconstructed ones.

The data values in the interferograms are of varying range

and positive and negative values hold equal importance, so

activation layers like ReLU (ranges from 0 to ∞) and

Sigmoid (ranges from 0 to 1) cannot be used. Therefore

a tanh activation function is applied for all convolutions

except the output time distributed convolution layer, so that

the prediction of EP values are not bound by any range.

We train and test our method using Sentinel-1 InSAR data

from Turkey (figure 3), obtained from the COMET LiCSAR

processing system [3]. Turkey has been a focus area for initial

development of this processing system, so has the largest

dataset available for training and testing our method [35].

The data frame on the northern coast of Turkey (LiCSAR

Frame name: 014A 04939 131313 2214 2147, spatial extent

∼ 250km× 250km) is used for training. In order to manage

the complexity of model and memory required to train large

number of parameters, the frame is divided into cubes of

size 256× 256× 26 pixels (a spatial extent of approximately

20.5km × 20.5km) with a fifty percent spatial overlap (in

both E-W and N-S directions) and instead of passing the

whole time-series in every training iteration, a set of 26
interferograms that cover 9 EP is passed. The temporal sliding

window is 9 EP in length, and moves with a stride of 4
ensuring a temporal overlap of > 50% between successive

input sequences. The 26 interferograms link each EP with all

successive and preceding EP within the sequence, up to a

maximum distance of 4 forwards and backwards in time. For

example, the central EP is linked by 8 interferograms to all
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Fig. 4. The results for the synthetic test case (detailed discussion in section IV-A). The synthetic test signal - a 2D Gaussian with peak amplitude of 4.34 cm
and exponential length-scale of 10.5 km; this signal was added to the interferogram time series. Following the synthetic input, are the EP predictions, using
them the interferograms are reconstructed and residuals are computed. These residuals are used in least square inversion to compute residual based epoch
intervals.

other EP, but all other EP in the sequence are linked with less

than 8, to a minimum of 4 interferograms for the EP at the

start of the sequence and the EP at the end of the sequence.

The order with which the 26 IFG are passed to the model is

sequential, for example, the first sequence passed is in order:

• 26 Interferograms: IFG12, IFG13, IFG14,IFG15,

IFG23, IFG24, IFG25, IFG26, IFG34, IFG35,

IFG36, IFG37, IFG45, IFG46, IFG47, IFG48,

IFG56, IFG57, IFG58, IFG59, IFG67, IFG68,

IFG69, IFG78, IFG79, IFG89.

• Covering initial 9 Epochs: EP1, EP2, EP3, EP4, EP5,

EP6, EP7, EP8, EP9.

The dataset details are given in Table I. The model is trained

using Keras with TensorFlow backend. Due to the large size

of the images in memory the batch size was set to 1. Adam

optimizer [36] was used with a learning rate of 0.00001. A

lower learning rate gives the model a chance to learn features

through steady changes in loss instead of rapid fluctuations.

C. ALADDIn: Autoencoder-LSTM based Anomaly Detector of

Deformation in InSAR

The deep learning models are trained on background at-

mospheric noise, so that in case of an anomaly there must

be a misfit. The training data has been manually reviewed

for any anomolous events, thus confirming that the training

patch sequences contain only the ’normal’ background at-

mospheric noise. Once the test data are passed through the

models, the residuals are computed between the reconstructed

interferograms and original data. Because any anomaly will

appear in multiple interferograms (and therefore also multiple

residuals), we first reduce the residual dataset down to a

mutually exclusive set of NEI (figure 4) ”epoch intervals”. An

epoch interval is a difference image that spans two successive

epochs, so therefore NEI is equal to one less than the number

of epochs. In order to estimate this set of NEI residual epoch

intervals, we perform a linear least squares inversion on a pixel

by pixel basis of our NIFG residuals as follows (based on the

SBAS approach from [37]):

dIFG = G.mEI , (2)

where dIFG is a NIFG × 1 array containing pixel values

of all NIFG residual interferograms, mEI is the NEI × 1
vector of epoch intervals that we wish to solve for, and G
is the NIFG × NEI sized design matrix for this system of

equations, containing 1s and 0s only. Eq 3 shows an example

of matrix G for a set of six residual interferograms (IFG12,

IFG13, IFG14, IFG23, IFG24, IFG34) corresponding to

the simplified cartoon structure shown in Figure 1, constructed

from four epochs (EP1, EP2, EP3, EP4), which will output

three epoch intervals (EI12, EI23, EI34) based on the resid-

uals. These intervals are essentially equivalent to the shortest
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Fig. 5. The ALADDIn pipeline is shown here. (a) shows the Bi-Deep model (sec III-A3) plugged in with the detecting mechanism that involves semivariogram
analysis (sec III-C1) and DBSCAN clustering (sec III-C2), summing up the ALADDIn pipeline. (b) shows the semivariogram plot, red lines are the synthetic
anomalies- all have high RMSE with respect to the majority of semivariograms corresponding to ’normal’ epoch intervals (blues lines). (c) shows the results
of clustering when it is applied on residual epoch intervals. The results for the synthetic test case (detailed discussion in section IV-A). (d) and (e) are one of
the normal and anomolous residual epoch intervals (also shown in figure 4). (f) Shows the confusion matrix for the synthetic test results for the Bi-Deepmodel,
where 13 out of a total of 16 are correctly detected. (g) The synthetic test signal - a 2D Gaussian with peak amplitude of 4.34 cm and exponential length-scale
of 10.5 km; this signal was added to 8 different time intervals in the interferogram time series, which makes a total of 16 anomalies due to the overlap
between successive sequences. (h) shows the estimated spatial structure of synthetic anomaly for one of the intervals and (i) shows the undetected output of
same interval when the estimated structure is subtracted and the data is reprocessed.

spanning set of residual interferograms (e.g. EI12 is equivalent

to IFG12 = EP2 - EP1) but are instead estimated from the

full set of residual interferograms so are more robust to noise

in any one residual image.
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Due to the overlap between successive sequences, most

epoch intervals occur twice in the time series and some appear

three time. Epoch intervals for every sequence are computed

by solving equation 2 for mET and then they are concatenated

together to make one overlapping time-series of residual epoch

intervals. These intervals are then automatically analysed for

the presence of spatial anomalies. This is achieved by two

complementary analysis methods: semivariogram analysis [38]

and density based clustering [39].

1) Semivariogram: An empirical semivariogram is an es-

timate of how pairs of samples within a dataset differ as a

function of distance. The semivariance γ(h) for distance h is:

γ(h) =

∑

N(h) [Zi − Zi+h]
2

2(|N(h)|)
, (4)

where Zi is the value at pixel location i and N(h) is the total

number of pairs that lie at distance h. The spatial variability

measured by the semivariogram can account for deformation

that affects only certain spatial frequencies, e.g. capturing

deformation that is spread over small regions, and separating

such anomalies from larger areas that are ’normal’. These

small but significant changes are less likely to be detected

by simply computing bulk differences between actual and

reconstructed images (e.g. by a Mean Squared Error).

We expect that epoch intervals containing no anomaly

will all have similar spatial structure and therefore will also

have similar empirical semivariograms, whilst epoch intervals

containing anomalies will have semivariograms that differ

substantially from this normal structure. This can be seen in

Figure 5b, where the semivariograms for residual EI that
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Fig. 6. (Bottom) The plot shows the comparison of RMSE i.e. the reconstruction error all models. (TOP) The plot shows the percentage increase in the error
when synthetic anomaly (represented by black star) is added in the same testing sequence. These plot indicates that the Bi-Deep has lowest reconstruction
error (bottom) and when an anomaly is added, it has a highest percentage increase in reconstruction error (top) that is required to detect them. The x-axis
covers total 10 sequences each containing 8 epoch intervals, and last 4 of every sequence overlaps with first 4 of next sequence.

TABLE II
MEAN RECONSTRUCTION ERROR OF INTERFEROGRAMS, EP-INTERVALS

Mean RMSE IFG Mean RMSE Ep-Intervals

Normal Synth-
Anomaly

% Increase
(Synth)

Real-
Anomaly

Estimated
Anomaly
Removed

% Increase
(Real)

Normal Synth-
Anomaly

% Increase
(Synth)

Real-
Anomaly

Estimated
Anomaly
Removed

% Increase
(Real)

Test Compact 1.05 1.15 15.18 1.59 1.53 9.95 0.99 1.03 9.48 1.40 1.38 2.46

Test Deep 0.53 0.66 33.7 0.87 0.82 18.8 0.48 0.56 23.49 0.75 0.73 7.67

Bi-Deep (ALADDIn) 0.40 0.47 28.73 0.79 0.77 10.35 0.30 0.36 29.42 0.66 0.65 6.66

contain synthetic anomalies (red lines) are significantly dif-

ferent from semivariograms corresponding to ’normal’ epoch

intervals (blue lines). A semivariogram is calculated for each

residual epoch interval, and the root-mean-squared-error is

computed between each semivariogram and all others in the

entire set of residual epoch intervals across all sequences.

The threshold used to separate the anomalous values varies

per study and is not fixed a-priori, as the spatial structure

of the background noise will vary depending on the dataset,

resulting in varying semivariance values. But in each case

the key assumption is that deformation events are rare. The

threshold is computed using the inter-quantile range of the

average error values.

2) Density Based Spatial Clustering (DBSCAN): The sec-

ond detection operation we perform is density based clustering

(DBSCAN) [39] of the residual epoch intervals. Under normal

circumstances the residual epoch intervals are expected to

be similar with values near to zero (as they are accurately

reconstructed by the model, e.g. see figure 4 bottom row),

but in case of an anomaly or multiple anomalies within a

sequence, there must be an interval containing the spatial
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structure of that anomaly. So, the goal is to separate all

normal intervals in one cluster and anomalies in other clusters

without any prior knowledge of the instances of anomalies

in a sequence. This algorithm performs clustering based on

the density of data points and has the advantage for this

unsupervised problem of not requiring a-priori specification of

the number of clusters. As we have an overlapping sequence of

residual epoch intervals, so each time-interval occurs at least

twice. We use the prior knowledge of this overlap in epoch

intervals to set the minimum points in a cluster to be two. Due

to the varying nature of data-points, we compute search radius

(epsilon) for the algorithm separately for each sequence, by

sorting and plotting the distance to the nearest n points for

each point. Epoch intervals are classed as anomalous if they

do not fall within the predominant cluster (Figure 5c).

Finally the classified anomalies from the semivariogram and

clustering analysis of epoch interval time series are combined

using an AND operation in order to reduce the number of false

positives. DBSCAN clustering is prone to false positives due

to its sensitivity to the distance metric, and for our synthetic

test set we reduce the number of false positive from 12 when

using DBSCAN to just 4 when combining it with the semi-

variogram analysis. Table III shows that combining DBSCAN

and semivariogram analysis gives high overall accuracy, as the

false positives from DBSCAN are mitigated by incorporation

of the semivariogram analysis.

IV. RESULTS AND ANALYSIS

We evaluate all our models with three testing scenarios,

i.e. a normal test sequence with no deformation (see fig 3b),

the same normal test sequences but with synthetic anomalies

added, and test data that contains a real earthquake (see figure

3c). The purpose of normal test case is to show the comparison

of reconstruction error between an anomaly that occurred

within a normal sequence (as demonstrated in figure 6). All of

these testing sequences are from a different location than the

training data. Due to the fact that no ground truth is available

for the epoch responses, the extent of our model’s accuracy can

be judged by the accuracy of interferogram reconstruction. The

reconstruction error used for analysis is root-mean-squared-

error RMSE between input IFG i.e. ground truth and the

reconstructed IFG. An accurate model should result in a

reconstruction error near to or equal to zero when a normal

test sequence is passed, where as the error should increase

by a large fraction when a synthetic deformation is added in

that same normal test sequence. The detecting mechanism rely

on the output (EP responses) of all three models, the overall

accuracy of detection depends on TP (true positives), TN

(true negatives), FP (false positives) and FN (false negatives),

where positive refer to anomolous class and negative refers

to normal class. We independently analyse the test results of

all models first, then plug in the detection mechanism on top

of it and independently investigate the overall accuracy of

detection by splitting up the semi-variogram and DBSCAN

mechanism and also by merging them together in an AND

and OR combination.

A. Synthetic test case of Gaussian deformation signal

Ground truth for real-world deformation signals in InSAR

data is rarely available, so in order to assess the accuracy of

our framework we first simulate a simple deformation anomaly

(figure 5g) that has the structure of a 2D Gaussian in space

and is effectively instantaneous in time with respect to the

temporal-frequency of the data (i.e. the deformation event

takes place completely in the time-period between two epochs,

which in this dataset is 6 days). The spatial structure of this

signal is given by:

Z(x, y) = A. exp (−(x2 + y2)/r) (5)

where the exponential length-scale r = 10.5 km, the amplitude

A = 4.34 cm and x and y are spatial coordinates relative to the

location of Gaussian peak. This is an ideal test signal as the

amplitude and spatial size of this structure is similar to that of

noise in the data, as shown in Figure 4 and 5g. To enable

robust assessment of our detection accuracy and minimise

the impact of the natural variability of noise throughout our

dataset on this assessment, we create a synthetic test case with

the same anomaly added to our data at multiple instances in

time. Therefore the synthetic anomaly is added at 8 different

time instances in the real interferogram dataset for a patch

location that is separated from the train and validation data.

Each interval occurs twice due to the overlap of successive

sequences, so in total there are 16 anomalous synthetic de-

formation structures in the test case. This patch features in

a total 10 sequences spanning July 2017 to April 2018, and

contains 260 interferograms and 80 epoch intervals, out of

which 16 are anomalous and 64 are normal. The reconstruction

error is plotted in figure 6(bottom), showing minimum error

recorded by Bi-Deep model, although an elevation in error

can be seen when in the same normal sequence the synthetic

anomaly is added (figure 6 (top)). A comparison of mean

error values for all scenarios and all models (Compact, Deep

and Bi-Deep) can be seen in table II. In order to further

analyse the difference in error, percentage increase in RMSE

is also computed between the ’real’ anomolous test set and the

cleaned set (when estimated structure of anomaly is removed).

The model predicts the time and location of these anomalies

with an overall accuracy of 91.25% (presented in table III)

and a true positive rate of 81.25%. The full confusion matrix

is shown in figure 5 (f). To compute the confusion matrix

and the accuracy score, each overlapping interval is treated as

an individual anomaly. figure 4 also shows the results from

the 10th and final sequence, which is the worst constrained

sequence in the dataset as there is no overlapping sequence

available for the last 4 epochs. Despite this, the images in

figure 4 show how the anomaly is still accurately detected in

the residual images. Figure 4 (purple box) also demonstrates

how our method can accurately estimate the spatial structure

of interferograms even when the ground truth images contain

missing data (purple box figure 4 first and third row).

B. Earthquake test case

Finally, we also test our model’s ability to detect a real

Magnitude 5.7 earthquake that occurred in south west Turkey
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TABLE III
OVERALL ACCURACY OF MODELS WITH ALL TESTING SCENARIOS.

Semivariogram Analysis Clustering Analysis V AND C V OR C

Normal Synth-Anomaly Real Normal Synth-Anomaly Real Normal Synth-Anomaly Real Normal Synth-Anomaly Real

Test Compact 0.825 0.76 0.78 0.45 0.57 0.60 0.91 0.78 0.92 0.36 0.55 0.46

Test Deep 0.77 0.95 0.82 0.40 0.42 0.58 0.81 0.83 0.82 0.36 0.53 0.58

Bi-Deep (AladdIn) 0.88 0.91 0.83 0.96 0.90 0.73 0.96 0.91 0.85 0.88 0.90 0.71
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Fig. 7. The figures shows the results of detection and estimation of anomaly
when a real earthquake of magnitude 5.7 is tested through the model. Top
row shows the residual epoch intervals that are detected as anomolous. 2nd
row shows the estimated spatial structures of detected anomalies, which are
subtracted from the time series before this ’cleaned’ data is then processed
again. 3rd row shows the new detection output, after removing previously
detected anomalies (pink box) and reprocessing it through the method. Bottom
row, pink box, is still identified as an anomaly, which is also unwrapping
errors. In contrast, the earthquake intervals are now identified as normal

on 20th March 2019 [40]. Unlike many transient deformation

signals of interest, both the time of this event and its location

are known, which means we can verify whether our model

can correctly identify the earthquake interval as anomalous.

Sentinel-1 InSAR data for this test case includes 7 sequences

starting from September 2018 to April 2019, and due to the

overlap between successive sequences, both the 6th and 7th

sequences include the earthquake anomaly.

The 2 realisations of the earthquake interval are accurately

detected as anomalous (shown in figure 7 pink box), along

with another anomaly which on further inspection is a feature

of InSAR data known as an unwrapping error (Figure 7 pink

box). These errors occur during the process of converting dis-

crete cycles (‘fringes’) of +/−π phase into continuous values

and are particularly significant in areas of phase incoherence

associated with steep topography, changes to surface scatterers

between satellite image acquisitions or exceptionally high

deformation rates. Phase unwrapping errors have magnitudes

in multiples of 2π in individual interferograms (potentially

several cm apparent displacement) and propagate through

time series analysis to hinder the interpretation of tectonic

or volcanic deformation. Deep learning approaches to phase

unwrapping for InSAR have been proposed by [41], [42], [43]

The identification of such errors is valuable in itself, as they

often need to be fixed in order to improve a wide range of

InSAR-derived products and results. The spatial structures of

these three anomalies are then computed by taking the mean

of all original data interferograms that contain the anomalous

epoch interval (Figure 7 2nd row). In future, for more complex

temporal patterns of deformation than those investigated here,

where some interferograms may include contributions from

more than one anomaly, we can use the same inversion ap-

proach as we applied to the interferogram residuals in Equation

3. This would enable us to jointly estimate the spatial structure

of each anomaly from the subset of original interferograms

that have been identified as containing anomalies. In order

to examine our detection results and predicted estimate of

anomaly, we remove these estimated anomaly signals from

our original interferogram time-series and then re-process our

analysis. The re-processed results (Figure 7 3rd row) show that

the spatial and temporal patterns of earthquake deformation

have been accurately predicted and largely removed because

the intervals containing the earthquake are no longer identified

as anomalous by the detecting mechanism. In contrast, the

unwrapping error persists and is flagged again because it is

a data error rather then a natural transient phenomena. In all

experiments, the first 4 and last 4 epoch intervals are ignored

during the identification of anomalies because they are always

poorly estimated, and are always separated by DBSCAN into

the negative cluster with epoch intervals that derived from

interferograms with large amounts of missing data.

V. CONCLUSION

In this paper, we have attempted to systematically automate

the detection and extraction of transient episodes of crustal

deformation applicable to global InSAR datasets, a goal which

is valuable for a wide range of solid earth and natural

hazard applications. We propose a new, state-of-the-art deep-

learning based anomaly detection approach for the automatic

identification of transient deformation events (anomalies) in

noisy time-series of unwrapped InSAR images, without re-

quiring supervision or labelling of known example events. Our

novel workflow learns patterns of the ‘normal’ non-tectonic

signals in the InSAR dataset, leveraging the unique three-

dimensional structure of the interferogram stack to estimate

the unknown 2D fields that correspond to individual SAR

acquisition dates (epochs). Our method automatically flags
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intervals containing deformation and separates the deformation

from the normal background time-series. Our method can

successfully identify synthetic deformation signals with peak

line-of-sight displacements of 4.3 cm and of length scale

10 km, with high overall accuracy 91.25% and true positive

rate 81.25%, and has also been used to successfully identify

a Magnitude 5.7 earthquake and unwrapping errors within

data from SW Turkey - a geographic region distinct from the

location of the training dataset. We plan to further develop this

method by incorporating joint analysis of data from multiple

overlapping InSAR tracks, undertaking detailed testing on de-

formation events with varying temporal and spatial signatures,

and employing domain adaptation so that the method can be

applied to varied global regions beyond the training region.
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