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# The method of fundamental solutions for pointwise source reconstruction 

Jairo Rocha de Faria ${ }^{\text {a }}$, Daniel Lesnic ${ }^{\text {b }}$, Rômulo da Silva Lima ${ }^{\text {a }}$, and Thiago<br>José Machado ${ }^{\text {a }}$<br>${ }^{a}$ Universidade Federal da Paraíba, João Pessoa, Paraíba, Brasil<br>${ }^{b}$ Department of Applied Mathematics, University of Leeds, Leeds, LS2 9JT, UK


#### Abstract

This work deals with the reconstruction of point sources in the modified Helmholtz equation in two and three dimensions. This problem has critical applications in engineering and medicine, such as the identification of dipoles and monopoles in electroencephalography and magnetoencephalography and locating sources of environmental pollution. From the numerical point of view, we apply the method of fundamental solutions to solve the direct problems arising from the sensitivity analysis. In addition to the recognized advantages of this meshless spectral method over the traditional meshbased numerical methods, this approach represents the pointwise sources adequately. Our numerical examples show that the algorithm is capable of accurate reconstruction even when noisy data are inverted.
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## 1. Introduction

The aim of this work is to propose a stable, reliable and efficient reconstruction algorithm for the solution of an inverse source problem for the modified Helmholtz equation governing steady-state diffusion-reaction phenomena. This inverse problem presents relevant applications, among which we can point out: identification of pollution sources in a river based on chemical and biological oxygen demand [15]; reconstruction of source term of accidental release of atmospheric pollutant [32]; susceptibility map reconstruction of brain images [12]; computed tomography and ultrasound [10];
reconstruction tomography for optical molecular imaging, aiding in cancer diagnosis and nondestructive tests on components [25].

In related work, Machado et al. [28] conducted a study of the pointwise source reconstruction from a single set of boundary Cauchy data in the twodimensional Laplace's/Poisson's equation using the finite elements method (FEM) [33]. In the present work, we extend the analysis of [29] to the modified Helmholtz equation (as a lower-order perturbation of the Laplacian). Furthermore, instead of discretization domain FEM, taking into account the suitable representation of pointwise sources, we apply the method of fundamental solutions (MFS) in order to solve the associated direct problems. The advantages of this meshless numerical technique over methods of discretization are the ease and simplicity of implementation, rapid convergence and high accuracy $[20,21]$. We also minimize a least-squares boundary integral instead of the Kohn-Vogelius domain integral as in [28, 6].

We perform numerical tests to analyze the proposed methodology in two and three dimensions inverting noisy data for reconstruction of up to threepoint sources.

The paper is structured as follows. In Section 2, we present the mathematical formulation of the inverse problem and the associated optimization problem. In Section 3, we perform a sensitivity analysis of the shape functional that is minimized. Section 4 discusses the adaptation of the MFS made in this work to represent the pointwise sources considering singularities within the solution domain. In Section 5, the results of numerical experiments are presented and discussed. Finally, in Section 6 we provide some conclusions and discuss some proposals for future work.

## 2. Mathematical Formulation

### 2.1. The inverse problem

Let $\Omega \subset \mathbb{R}^{d}, d=2,3$, be an open and bounded domain with Lipschitz boundary. Consider the following overdetermined boundary value problem

$$
\left\{\begin{array}{rll}
(\lambda I-\Delta) z & = & b^{*}  \tag{1}\\
z & = & u^{*} \\
-\partial_{n} z & = & q^{*}
\end{array}\right\} \quad \text { in } \quad \Omega
$$

where $\lambda$ is a given positive constant and $\underline{n}$ is the unit normal to the boundary $\partial \Omega$. The elliptic linear partial differential equation in (1) is called the modified Helmholtz equation and it governs steady-state reaction-diffusion
processes. In this work, the constant $\lambda$ is considered strictly positive and it is called the intensity of reaction. We highlight that when $\lambda=0$ we have the Laplace equation and when $\lambda<0$ we obtain the Helmholtz equation. Convective/advective terms of the form $\underline{v}_{f} \cdot \nabla z$, where $\underline{v}_{f}$ is the fluid velocity of the flow propagating through the medium $\Omega$, can also be added to the governing equation [17].

The underlying inverse problem consists of finding the unknown source $b^{*}$ in $\Omega$ from the Cauchy data $u^{*}$ and $q^{*}$ on $\partial \Omega$. In general, this problem has no unique solution. However, if we consider the set of admissible pointwise sources:
$C_{\delta}(\Omega)=\left\{\begin{array}{l}b \in L^{1}(\Omega), \text { for which there exists } n \in \mathbb{N} \backslash\{0\}, \alpha_{1}, \ldots, \alpha_{n} \in \mathbb{R} \\ \text { and } \underline{y}_{1}, \ldots, \underline{y}_{n} \in \Omega \text { such that } b(\underline{x})=\sum_{i=1}^{n} \alpha_{i} \delta\left(\underline{x}-\underline{y}_{i}\right)\end{array}\right\}$,
where $\delta$ is the Dirac-delta generalized function, then the inverse problem (1) has at most one solution $b^{*} \in C_{\delta}(\Omega)$, see $[15,16,17]$. The pointwise source $b^{*}$, solution of the inverse problem (1), belongs to $C_{\delta}(\Omega)$ and, therefore, has the representation

$$
\begin{equation*}
b^{*}(\underline{x})=\sum_{i=1}^{m^{*}} \alpha_{i}^{*} \delta\left(\underline{x}-\underline{y}_{i}^{*}\right), \tag{3}
\end{equation*}
$$

where $m^{*} \in \mathbb{N} \backslash\{0\}, \underline{\alpha}^{*}=\left(\alpha_{1}^{*}, \ldots, \alpha_{m^{*}}^{*}\right) \in \mathbb{R}^{m^{*}}$ and $\underline{y}^{*}=\left(\underline{y}_{1}^{*}, \ldots, \underline{y}_{m^{*}}^{*}\right) \in \Omega^{m^{*}}$ denote, respectively, the number, intensities and locations of the pointwise source $b^{*}$. The objective is to reconstruct parameters $m^{*}, \underline{\alpha}^{*}$ and $\underline{y}^{*}$. Similar inverse pointwise source identification problems can be considered for the advection-diffusion-reaction equation [17], the Stokes equations of slow viscous flow [2], the heat equation $[26,14]$ and the wave equation [13].

Let $\mathcal{M}(\Omega)$ be the set of real and regular Borel measures equipped with the following norm [9]:

$$
\begin{equation*}
\|\mu\|_{\mathcal{M}(\Omega)}=\sup \left\{\int_{\Omega} \varphi d \mu ; \varphi \in C^{0}(\Omega) \text { and }\|\varphi\|_{\infty}=1\right\} \tag{4}
\end{equation*}
$$

where $\|\cdot\|_{\infty}$ denotes the supremum norm defined on the set $C^{0}(\Omega)$ of continuous functions with compact support, namely, $\|\varphi\|_{\infty}=\sup _{\underline{x} \in \Omega}|\varphi(\underline{x})|$. According
to Riesz representation theorem, $\mathcal{M}(\Omega)$ is the dual space of $C^{0}(\Omega)$. It is possible to demonstrate that $C_{\delta}(\Omega) \subset \mathcal{M}(\Omega)$.

### 2.2. The optimization problem

Next, we consider an optimization problem equivalent to the inverse problem (1). Let us consider Cauchy data pair $\left(u^{*}, q^{*}\right)$. First, we use $q^{*}$ to define a Neumann condition for a direct auxiliary problem whose source term is an element of the set of admissible pointwise sources $C_{\delta}(\Omega)$ defined in (2). In other words, we have the following boundary value problem:

$$
\left\{\begin{array}{rll}
(\lambda I-\Delta) u & =b_{0} \quad \text { in } \quad \Omega,  \tag{5}\\
-\partial_{n} u & =q^{*} \quad \text { on } \partial \Omega .
\end{array}\right.
$$

The source term $b_{0}$ is taken arbitrarily in $C_{\delta}(\Omega)$. In addition, the Dirichlet data $u^{*}$ is used to define the least-squares functional

$$
\begin{equation*}
\mathcal{J}(u)=\frac{1}{2} \int_{\partial \Omega}\left(u-u^{*}\right)^{2} d s \tag{6}
\end{equation*}
$$

Note that the functional (6) implicitly depends on the source term $b_{0}$ through the problem (5). In this way, the optimization problem that we want to solve consists of minimizing this functional within the admissible set $C_{\delta}(\Omega)$ of pointwise sources. In other words, we are looking for a source term $b^{o p t} \in$ $C_{\delta}(\Omega)$ such that

$$
\begin{equation*}
b^{o p t}=\underset{b_{0} \in C_{\delta}(\Omega)}{\arg \min } \mathcal{J}(u) . \tag{7}
\end{equation*}
$$

In order to show the equivalence between the inverse problem (1) and the optimization problem (7) it is necessary to ensure that the functional (6) has an unique minimum in the set $C_{\delta}(\Omega)$ and, furthermore, to obtain that $b^{o p t}=b^{*}$. The result enunciated and demonstrated in Proposition 1 guarantees that the functional (6) reaches a minimum value when evaluated at the solution of the inverse problem.

Proposition 1. Let $u$ be solution of the problem (5) and let $b^{*}$ be the unknown pointwise source of the inverse problem (1). If $b_{0}=b^{*}$, then $\mathcal{J}(u)=0$.

Proof. Define $\Psi=u-z$, where $z$ is the solution to problem (1). Then, $\Psi$ is the solution of the following boundary value problem:

$$
\left\{\begin{array}{rccc}
(\lambda I-\Delta) \Psi & = & \text { in } \quad \Omega,  \tag{8}\\
-\partial_{n} \Psi & = & 0 & \text { on } \quad \partial \Omega,
\end{array}\right.
$$

After multiplying the differential equation by $\Psi$ and using integration by parts, we have

$$
\begin{equation*}
\int_{\Omega}\left(\lambda \Psi^{2}+|\nabla \Psi|^{2}\right) d x=0 \tag{9}
\end{equation*}
$$

We have that $\Psi \equiv 0$ on $\Omega$ provided that $\lambda>0$. Therefore, $u=z$, which concludes the proof.

Although the above result is trivial and has a standard demonstration, we keep it in the text for the sake of completeness. In fact, the result presented in Proposition 2 is much more relevant, as it provides the regularity of the solution to the direct problem (5) and an estimate of this solution as a function of the source term.

Proposition 2. Let $b_{0} \in \mathcal{M}(\Omega)$ and $u \in L^{2}(\Omega)$ be such that

$$
\begin{equation*}
\int_{\Omega} u(-\Delta \varphi+\lambda \varphi) d x=\int_{\Omega} b_{0} \varphi d x, \quad \forall \varphi \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega) \tag{10}
\end{equation*}
$$

Then, $u \in W_{0}^{1, p}(\Omega)$ for all $p \in\left[1, \frac{d}{d-1}\right)$ and there exists $D_{p}>0$ such that

$$
\begin{equation*}
\|u\|_{W_{0}^{1, p}(\Omega)} \leq D_{p}\left\|b_{0}\right\|_{\mathcal{M}(\Omega)} . \tag{11}
\end{equation*}
$$

Proof. The proof can be found in [8].

## 3. Sensitivity Analysis

### 3.1. Perturbed problems

In this section, we perform an arbitrary perturbation on the source $b_{0}$ in order to evaluate the sensitivity of the functional (6) with respect to the set of admissible sources $C_{\delta}(\Omega)$. Namely, we introduce $m$ arbitrary pointwise sources with locations $\underline{y}_{i}$ and intensities $\alpha_{i}$, which provides the following perturbed source:

$$
\begin{equation*}
b_{\delta}(\underline{x})=b_{0}(\underline{x})+\sum_{i=1}^{m} \alpha_{i} \delta\left(\underline{x}-\underline{y}_{i}\right) \tag{12}
\end{equation*}
$$

Note that $b_{\delta} \in C_{\delta}(\Omega)$. The perturbation on the source of problem (5) provides the following perturbed boundary value problem:

$$
\left\{\begin{array}{rlll}
(\lambda I-\Delta) u_{\delta} & = & b_{\delta} & \text { in } \quad \Omega  \tag{13}\\
-\partial_{n} u_{\delta} & = & q^{*} & \text { on } \partial \Omega
\end{array}\right.
$$

$$
\begin{equation*}
(\lambda I-\Delta) v(\underline{x})=\sum_{i=1}^{m} \alpha_{i} \delta\left(\underline{x}-\underline{y}_{i}\right) . \tag{16}
\end{equation*}
$$

Equation (16) implies that, besides spatial variable $\underline{x}$, the function $v$ also depends on the variables $m, \underline{y}$ and $\underline{\alpha}$. Let us consider the following decomposition of $v$ :

$$
\begin{equation*}
v(\underline{x})=\sum_{i=1}^{m} \alpha_{i} v_{i}(\underline{x}) \tag{17}
\end{equation*}
$$

Consequently, we have that the function $v_{i}$ depends only on the spatial variable $\underline{x}$ and on the locations $\underline{y}_{i}$, for $i=1, \cdots, m$. It follows that each $v_{i}$ is the solution to the following boundary value problem:

$$
\left\{\begin{align*}
(\lambda I-\Delta) v_{i} & =\delta\left(\cdot-\underline{y}_{i}\right) & & \text { in } \quad \Omega,  \tag{18}\\
-\partial_{n} v_{i} & =0 & & \text { on } \quad \partial \Omega .
\end{align*}\right.
$$

The objective is to evaluate the variation of the functional (6) with respect to the parameters $m, \underline{y}=\left(\underline{y}_{1}, \ldots, \underline{y}_{m}\right)$ and $\underline{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{m}\right)$, which define the perturbation on the functional. For this purpose, let us initially consider the following relation between solutions to problems (5) and (13):

$$
\begin{equation*}
u_{\delta}(\underline{x})=u(\underline{x})+v(\underline{x}) . \tag{15}
\end{equation*}
$$

Then, we have that
Therefore, the perturbed counterpart of the functional (6) is given by

$$
\begin{equation*}
\mathcal{J}\left(u_{\delta}\right)=\frac{1}{2} \int_{\partial \Omega}\left(u_{\delta}-u^{*}\right)^{2} d s \tag{14}
\end{equation*}
$$

Proposition 3. The set $\left\{v_{1}, \ldots, v_{m}\right\}$ consists of linearly independent functions.

Proof. Consider $c_{1}, \ldots, c_{m} \in \mathbb{R}$ such that

$$
\begin{equation*}
c_{1} v_{1}(\underline{x})+\ldots+c_{m} v_{m}(\underline{x})=0, \quad \forall \underline{x} \in \Omega . \tag{19}
\end{equation*}
$$

By applying the differential operator $(\lambda I-\Delta)$ on both sides of the above equation, it follows that

$$
\begin{aligned}
0 & =(\lambda I-\Delta)\left(c_{1} v_{1}(\underline{x})+\ldots+c_{m} v_{m}(\underline{x})\right) \\
& =c_{1} \delta\left(\underline{x}-\underline{y}_{1}\right)+\ldots+c_{m} \delta\left(\underline{x}-\underline{y}_{m}\right),
\end{aligned}
$$

${ }_{127}$ for all $\underline{x} \in \Omega$. In particular, by taking $\underline{x}=\underline{y}_{i}$ it is possible conclude that
128 $c_{i}=0$ for each $i=1, \ldots, m$, which concludes the proof.

$$
\begin{equation*}
\mathcal{J}\left(u_{\delta}\right)=\mathcal{J}(u)+\int_{\partial \Omega}\left(\sum_{i=1}^{m} \alpha_{i} v_{i}\right)\left(u-u^{*}\right) d s+\frac{1}{2} \int_{\partial \Omega}\left(\sum_{i=1}^{m} \alpha_{i} v_{i}\right)^{2} d s \tag{20}
\end{equation*}
$$
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### 3.2. Variation of the functional

We can now calculate the variation of functional (6). Considering the expression (15) and using it in (14), we obtain:

Note that the expression on the right hand side of (20) depends explicitly on parameters $m$ and $\alpha_{i}$, for $i=1, \ldots, m$. On the other hand, it depends implicitly on $\underline{y}_{i}$ through functions $v_{i}$, for $i=1, \ldots, m$. Then, we can rewrite it as follows:

$$
\begin{equation*}
\mathcal{J}\left(u_{\delta}\right)-\mathcal{J}(u)=J(m, \underline{\alpha}, \underline{y}) . \tag{21}
\end{equation*}
$$

${ }_{136}$ In order to simplify the notation, let us define the vector $\underline{d} \in \mathbb{R}^{m}$ and the matrix $H \in \mathbb{R}^{m \times m}$ whose entries are defined by:

$$
\begin{equation*}
\mathrm{d}_{i}=\int_{\partial \Omega} v_{i}\left(u-u^{*}\right) d s \tag{22}
\end{equation*}
$$

138 and

$$
\begin{equation*}
H_{i j}=\int_{\partial \Omega} v_{i} v_{j} d s \tag{23}
\end{equation*}
$$

139 Then, we can rewrite (21) in the following matrix representation [29]:

$$
\begin{equation*}
J(m, \underline{\alpha}, \underline{y})=\underline{\mathrm{d}} \cdot \underline{\alpha}^{T}+\frac{1}{2} \underline{\alpha} \cdot H \underline{\alpha}^{T} . \tag{24}
\end{equation*}
$$

${ }_{140}$ Proposition 4. The matrix $H$ is symmetric and positive definite.
${ }_{141}$ Proof. The symmetry of $H$ follows straight from definition (23). Let $\underline{\xi}=$ ${ }_{142}\left(\xi_{1}, \ldots, \xi_{m}\right) \in \mathbb{R}^{m}$ be an arbitrary vector. Note that:

$$
\begin{equation*}
\underline{\xi} \cdot H \underline{\xi}^{T}=\int_{\partial \Omega}\left(\sum_{i=1}^{m} \xi_{i} v_{i}\right)^{2} d s \geq 0 \tag{25}
\end{equation*}
$$

143

$$
\begin{equation*}
\sum_{i=1}^{m} \xi_{i}^{0} v_{i}=0 \tag{26}
\end{equation*}
$$

145 It follows from Proposition 3 that $\underline{\xi}^{0} \equiv 0$.

Since $H$ is a symmetric and positive definite matrix, then $J(m, \underline{\alpha}, \underline{y})$ is strictly convex with respect to the parameter $\underline{\alpha}$. In other words, for fixed values of $m$ and $y$, there is a global minimum $\widehat{\widehat{\alpha}}$, which is obtained by solving the following system:

$$
\begin{equation*}
\left\langle D_{\alpha} J(m, \underline{\widehat{\alpha}}, \underline{y}), \underline{\beta}\right\rangle=0, \quad \forall \underline{\beta} \in \mathbb{R}^{m}, \tag{27}
\end{equation*}
$$

where $D_{\alpha} J$ is the Jacobian of $J$ with respect to $\underline{\alpha}$. Solving (27) and considering the symmetry of $H$, we have

$$
\begin{equation*}
H \underline{\widehat{\alpha}}^{T}=-\underline{\mathrm{d}}^{T} . \tag{28}
\end{equation*}
$$

Since $H$ and $\underline{d}$ depend on the functions $v_{i}$, which in turn depend on the locations vector $y$, then it is possible to conclude that $\underline{\widehat{\alpha}}=\underline{\widehat{\alpha}}(y)=-H^{-1}\left(\underline{\mathrm{~d}}^{T}\right)$. Introducing this into (24), the optimal locations $\underline{y}^{\text {opt }}$ can be obtained by a combinatorial search over the domain $\Omega$. These locations are solutions to the following minimization problem:

$$
\begin{equation*}
\underline{y}^{o p t}=\underset{\underline{y} \in X}{\operatorname{argmin}}\left\{J(m, \underline{\widehat{\alpha}}(\underline{y}), \underline{y})=\frac{1}{2} \underline{\widehat{\alpha}}(\underline{y}) \cdot \underline{\mathrm{d}}^{T}\right\}, \tag{29}
\end{equation*}
$$

where $X \subset \Omega$ is a set of admissible source locations of size $\# X \geq m$. In practice, $X$ is a set grid points in the problem domain $\Omega$. Finally, the vector of optimal intensities is given by $\underline{\alpha}^{\text {opt }}=\underline{\widehat{\alpha}}\left(\underline{y}^{\text {opt }}\right)$. Since the functional $J$ is strictly convex with respect to the variable $\underline{\alpha}$, then the optimization process defined by Eqs. (28) and (29) provide a global minimum, regardless of the initial guess.

It is important to emphasize that, for a fixed $m$, it is possible to obtain a pair of optimal solutions $\left(\underline{y}^{o p t}, \underline{\alpha}^{o p t}\right)$ using the algorithm described in $[29,6]$. The problem on how to find the optimal number of pointwise sources $m^{o p t}$ will be discussed in Section 5 .

## 4. The Method of Fundamental Solutions

The Method of Fundamental Solutions (MFS) is a meshless collocation method for the numerical solution of boundary value problems (BVP) with an available fundamental solution, see e.g., $[7,18,22]$ and the references therein. In this case, the solution is sought as a linear combination of fundamental solutions with 'singularities' placed outside the domain. In this work, the

MFS is reformulated by taking singularities located outside and inside the domain. This approach allows an adequate representation of the pointwise sources, as well applies the MFS directly to the associated non-homogeneous BVP [1].

Definition 1. Let $\Omega \subset \mathbb{R}^{d}$, with $d=2,3$, be a open and bounded domain. Consider the following problem

$$
\begin{equation*}
\mathbb{L}[u(\underline{x})]=0, \quad \underline{x} \in \mathbb{R}^{d}, \tag{30}
\end{equation*}
$$

subject to a boundary condition given by

$$
\begin{equation*}
C[u(\underline{x})]=0, \quad \underline{x} \in \partial \Omega, \tag{31}
\end{equation*}
$$

where $\mathbb{L}$ is a linear differential operator and $C$ denotes a Dirichlet, Neumann or Robin boundary condition [19]. The approximate solution $u_{M}(\underline{x})$ using the MFS for problem (30)-(31) is given by the following finite linear combination

$$
\begin{equation*}
u_{M}(\underline{x})=\sum_{i=1}^{M} c_{i} \Phi\left(\underline{x}, \underline{P}_{i}\right), \quad \underline{x} \in \bar{\Omega}, \tag{32}
\end{equation*}
$$

where $\underline{P}_{i}$ are the 'singularities' of the fundamental solution $\Phi$ of (30), which are located outside $\Omega$. The coefficients $c_{i}$ in Eq.(32), with $i=1, \ldots, M$, can be determined by Eq.(31), that is, using collocation on $\partial \Omega$ and solving the associated linear system of equations.

The set of points $\underline{P}_{i}$, for $i=1, \ldots, M$, belonging to the boundary $\widehat{\partial \Omega}$ of a set $\widehat{\Omega} \supset \Omega$, is also called an external source points set. The set of points $\underline{x}_{k}$, for $k=1, \ldots, L$, on $\partial \Omega$ is called $a$ boundary collocation points set. The boundary $\widehat{\partial \Omega}$ is called the fictitious boundary and the boundary $\partial \Omega$ from $\Omega$ is called the physical boundary. Figure 1 shows both physical and fictitious boundaries, with their respective external source points and boundary collocation points. The number and locations of collocation and source points are pre-assigned, adding some additional arbitrariness in the MFS.

The MFS can be used to properly represent a source $b$ with $m$ pointwise internal sources by inserting $m$ source points inside the domain $\Omega$. Consider the following Dirichlet direct problem for the modified Helmholtz equation:

$$
\left\{\begin{align*}
-\Delta u+\lambda u & =b \quad \text { in } \quad \Omega,  \tag{33}\\
u & =u^{*} \quad \text { on } \partial \Omega
\end{align*}\right.
$$



Figure 1: A MFS scheme applied to a boundary value problem.

$$
\begin{equation*}
\phi(\|\underline{x}\|)=\frac{1}{2 \pi} K_{0}(\sqrt{\lambda}\|\underline{x}\|) \tag{36}
\end{equation*}
$$

204
in $\mathbb{R}^{2}$, and

$$
\begin{equation*}
\phi(\|\underline{x}\|)=\frac{e^{\sqrt{\lambda}\|\underline{x}\|}}{4 \pi\|\underline{x}\|} \tag{37}
\end{equation*}
$$
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where $\lambda>0$ and the source $b$ is given by

$$
\begin{equation*}
b(\underline{x})=\sum_{j=1}^{m} \alpha_{j} \delta\left(\underline{x}-\underline{y}_{j}\right), \tag{34}
\end{equation*}
$$

$$
\begin{equation*}
u_{M F S}(\underline{x})=\sum_{i=1}^{M} c_{i} \phi\left(\left\|\underline{x}-\underline{P}_{i}\right\|\right)+\sum_{j=1}^{m} \alpha_{j} \phi\left(\left\|\underline{x}-\underline{y}_{j}\right\|\right) \tag{35}
\end{equation*}
$$

with $m, \alpha_{j}$ and $\underline{y}_{j} \in \Omega$ for $j=1, \ldots, m$ being the number, intensities and locations of the pointwise sources that compound the source $b$. For the solution of (33) with $b$ given by (34), using the MFS, we propose
where $\phi(\|\underline{x}\|)$ is the fundamental solution of the modified Helmholtz equation
.
in $\mathbb{R}^{3}$, with $K_{0}(\|\underline{x}\|)$ being the modified Bessel function of the second kind of zero order. For the Dirichlet boundary condition of the problem (33), we have

$$
\begin{equation*}
\sum_{i=1}^{M} c_{i} \phi\left(\left\|\underline{x}_{k}-\underline{P}_{i}\right\|\right)=u^{*}\left(\underline{x}_{k}\right)-\sum_{i=1}^{m} \alpha_{i} \phi\left(\left\|\underline{x}_{k}-\underline{y}_{i}\right\|\right) \tag{38}
\end{equation*}
$$

where $\underline{x}_{k}$ are boundary collocation points on the physical boundary $\partial \Omega$ for $k=1, \ldots, L$. Thus, we can find the approximate solution of (33) by solving the linear $L$ algebraic equations (38), with $M$ unknowns represented by the vector of coefficients $\underline{c}=\left(c_{1}, \ldots, c_{M}\right)$. The flux $q^{*}$ can be easily obtained by calculating the normal derivative of equation (35) to give

$$
\begin{equation*}
\partial_{n} u_{M F S}(\underline{x})=\sum_{i=1}^{M} c_{i} \partial_{n} \phi\left(\left\|\underline{x}-\underline{P}_{i}\right\|\right)+\sum_{j=1}^{m} \alpha_{j} \partial_{n} \phi\left(\left\|\underline{x}-\underline{y}_{j}\right\|\right) . \tag{39}
\end{equation*}
$$

This facility in calculating derivatives is, in fact, another advantage of the MFS. It is worth noting that the numerical solution of the direct problem associated with functions $v_{i}$, for $i=1, \ldots, m$, presented in Subsection 3.1 is a particular case of the problem (33), where $u^{*}$ is zero and $b$ is a single point source of unit intensity.

Some works deal with the relationship between the MFS convergence and the fictitious values of the limit radius and the number of source points. In $[3,23,24]$ it is possible to find error estimates for interior and exterior domain problems, which evidence the exponential convergence dependence with the number of source and collocation points. On the other hand, these parameters also make the condition number of the coefficient matrix resulting from the MFS grow exponentially. Besides the fictitious boundary radius value and number of source points, such estimates also depend on the domain dimension and its area or volume. For general considerations, the reader may also consult [11]. Finally, we stress that the combinatorial nature of the problem makes an exhaustive search quickly unfeasible when the number of point sources increases [28].

## 5. Numerical Results

### 5.1. 2D Case

In this subsection, we present four 2 D examples. In all examples the set of admissible point source locations $X$ is generated using a distribution of sunflower seeds [31]. The flux data $q^{*}$ was generated numerically by solving
the direct problem using the MFS, as explained in Section 4, where $\left.u\right|_{\partial \Omega}$ is given by

$$
\begin{equation*}
\left.u\right|_{\partial \Omega}=u^{*}(x, y)=\cos (x) \text { for all }(x, y)=\underline{x} \in \partial \Omega \tag{40}
\end{equation*}
$$

The calculation of matrix $H$ and vector $\underline{d}$, defined in (22) and (23), were performed using Simpson's $1 / 3$ numerical integration technique with 25 points on the physical boundary $\partial \Omega$. Each pointwise source is represented by a circle, where its center corresponds to the location and its radius is proportional to its intensity.

The first example consists in performing the adjustment of the radius $R>1$ of the fictitious boundary $\partial \widehat{\Omega}$ for two different values of $\lambda$. The second example illustrates the procedure for identifying the correct number of pointwise sources. The third example analyzes the influence of the size of the set $X$ of admissible sources. For the sake of simplicity, in the first three examples, the domain $\Omega$ is the unit circle centered at the origin $\Omega=B_{1}(\underline{0})$. However, the fourth example reconstructs the pointwise sources considering noise in measured data $q^{*}$ for a non-symmetric bean-shaped domain $\Omega$.

## Example 1

The objective of this example is to investigate the effect of the radius $R$ of the MFS fictitious boundary $\partial \widehat{\Omega}$ for two different values of $\lambda$, namely $\lambda_{1}=9.5$ (large reaction) and $\lambda_{2}=1.0$ (moderate reaction). In both cases, we consider that the set of admissible point-source locations $X$ has $m=100$ points.

For $\lambda=\lambda_{1}=9.5$, the target to be reconstructed consists of a single pointwise source with intensity $\alpha^{*}=10$ and located at $\underline{y}_{1}^{*}=(-0.11+\Delta x,-0.22-$ $\Delta y$ ), where $\Delta x=\Delta y=0$ or $\Delta x=\Delta y=0.05$. It is important to note that $\underline{y}_{1}^{*} \in X$ iff $\Delta x=\Delta y=0$. We fix the numbers of boundary collocation and 'singularity' points as $L=L_{1}=15$ and $M=M_{1}=12$, respectively. In order to evaluate the accuracy of reconstruction, the relative error $E$ between target intensity $\alpha^{*}$ and optimal intensity $\alpha^{o p t}$ is calculated, namely,

$$
\begin{equation*}
E=\frac{\left|\alpha^{o p t}-\alpha^{*}\right|}{\left|\alpha^{*}\right|} \times 100 \tag{41}
\end{equation*}
$$

Figure 2(a) shows the variation of such relative error $E$ as radius $R$ of the fictitious boundary is increased and corresponds to the case where $\Delta x=$ $\Delta y=0$, i.e. $\underline{y}_{1}^{*} \in X$. Observing the relative error, it is possible to conclude that a reconstruction of the intensity is almost exact. In addition, obtained
optimal location $\underline{y}^{\text {opt }}$ matches the exact location $\underline{y}_{1}^{*}$, i.e., $\left\|\underline{y}^{\text {opt }}-\underline{y}_{1}^{*}\right\|=0$. For the case where $\underline{y}_{1}^{*} \notin X$, we can observe in Figure 2(b) that the relative error is stable for $R \geq \overline{1} .2$, attaining values close to $5 \%$. Moreover, by calculating the Euclidean norm of the localization error, we have obtained $\left\|\underline{y}^{\text {opt }}-\underline{y}_{1}^{*}\right\|<0.07$ for $R \geq 1.2$.

For $\lambda=\lambda_{2}=1.0$, the target considered also contains only one pointwise source located at $\underline{y}_{1}^{*}=(-0.39+\Delta x, 0.43-\Delta y)$ with intensity $\alpha^{*}=20$. In this case, we take $L=L_{2}=15$ boundary collocation points and $M=M_{2}=16$ 'singularity' points. The analysis of quality of reconstruction is analogous to what was previously obtained in Figures 2(a) and 2(b) for $\lambda=\lambda_{1}=9.5$. As we can see in Figures 2(c) and 2(d), the same behaviors can be observed with respect to the reconstruction of the intensity, except for the region where some oscillations occur in the case where $\underline{y}_{1}^{*} \in X$. Regarding the locations, the results obtained are similar.

In the subsequent examples 2-4, we consider $\lambda=9.5, L=L_{1}=15$ and $M=M_{1}=16$. In order to avoid committing an inverse crime, we consider $R=2$ to obtain the flux from the direct problem and $R=3$ in the inverse reconstruction algorithm.

## Example 2

In this example, the objective is to reconstruct a target source with three pointwise sources $\left(m^{*}=3\right)$, whose locations are given by $\underline{y}_{1}^{*}=(-0.39,0.43)$, $\underline{y}_{2}^{*}=(-0.45,-0.34)$ and $\underline{y}_{3}^{*}=(0.57,0.40)$, with same intensities: $\alpha_{1}^{*}=\alpha_{2}^{*}=$ $\alpha_{3}^{*}=6$. Figure 3 shows the target to be reconstructed. The optimization problem has a different solution for each value of $m$. In this example, we propose a method to determine the correct number of pointwise sources $m^{o p t}$. Initially, the reconstruction method looks for a solution with one point source ( $m=1$ ) and proceeds to increase value of $m$ until the vector of optimal intensities $\underline{\alpha}^{\text {opt }}$ contains one entry with negligible value. Figure 4 illustrates the results obtained for each value of $m$. As expected, the reconstruction is exact when $m=m^{*}=3$, i.e., $\underline{y}_{i}^{\text {opt }}=\underline{y}_{i}^{*}$ and $\alpha_{i}^{\text {opt }}=\alpha_{i}^{*}$ for all $i \in\{1,2,3\}$. In addition, for $m=4$, the vector of optimal intensities has four entries, where three of them coincide with the entries obtained when $m=3$ and the fourth entry has negligible value in relation to the others. This situation can also be seen in Figure 5 which illustrates the value of the functional $\mathcal{J}$, given by Eq.(6), for each value of $m$. Note that for $m=3$ the functional vanishes, as expected by Proposition 1. Therefore, we can conclude that the correct number of pointwise sources is $m^{o p t}=3$. Table 1 shows the entries of the


Figure 2: Example 1: Radius $R$ of the fictitious boundary versus the relative error $E$. vector of optimal intensities for different values of $m$.

Table 1: Example 2: The vector $\underline{\alpha}_{m}^{o p t}$ of optimal intensities for different values of $m$.

| $m$ | $\underline{\underline{\alpha}}_{m}^{\text {opt }}$ |
| :---: | :---: |
| 1 | 38.618 |
| 2 | $(5.2421,20.736)$ |
| 3 | $(6.0000,6.0000,6.0000)$ |
| 4 | $(6.0000,6.0004,5.9989,0.0002)$ |



Figure 3: Example 2: Target.

## Example 3

This example aims to analyze the sensitivity of the reconstruction method concerning the size of the set of admissible locations $X$. Let us consider the reconstruction of a source with a single pointwise source located at $\underline{y}_{1}^{*}=$ $(0.25,-0.32)$ with intensity $\alpha^{*}=10$. Four different sizes are considered for the set $X$, namely $\# X \in\{20,100,200,500\}$. In addition to the optimal intensities and locations, Table 2 also shows the distance between the optimal and target locations, as well as the relative error (41). Note that results get more accurate as of the size of $X$ increases.

Table 2: Example 3: Results obtained for different sizes of the set of admissible locations.

| $\# X$ | $y^{\text {opt }}$ | $\left\\|y^{\text {opt }}-\underline{x}^{*}\right\\|$ | $\alpha^{\text {opt }}$ | $E$ |
| :---: | :---: | :---: | :---: | :---: |
| 20 | $(0.40,-0.25)$ | 0.1673 | 7.8314 | $21.6 \%$ |
| 100 | $(0.29,-0.29)$ | 0.0530 | 9.6264 | $3.7 \%$ |
| 200 | $(0.21,-0.32)$ | 0.0390 | 10.354 | $3.5 \%$ |
| 500 | $(0.24,-0.33)$ | 0.0180 | 9.7806 | $2.1 \%$ |

## Example 4

In this example, the reconstruction behavior for noisy data is analyzed. Instead of using the pair $\left(u^{*}, q^{*}\right)$ to perform the reconstruction, we corrupt the Neumann data by noise and invert the pair $\left(u^{*}, q_{\mu}^{*}\right)$. The noisy measured
data is $q_{\mu}^{*}=q^{*}(1+\mu \eta)$, where $\eta$ is a function that generates random values in the interval $[-1,1]$ and $\mu$ corresponds to the noise level. Dirichlet data $u^{*}$ can also be corrupted by noise. The considered noise is multiplicative but additive noise can also be simulated. In fact, one advantage of the gradientbased method of Section 2.2 has over statistical methods of optimization is that it does not require any assumption on the type of noise the data is contaminated with. The solution domain $\Omega$, illustrated by Figure 6, is the bean-shaped domain, given by the radial parameterization

$$
\begin{equation*}
r(\theta)=\frac{0.55+0.30 \cos (\theta)+0.1 \sin (2 \theta)}{0.6+0.3 \cos (\theta)}, \quad \theta \in(0,2 \pi] . \tag{42}
\end{equation*}
$$

The target contains three pointwise sources located at $y_{1}^{*}=(0.72,0.30)$, $\underline{y}_{2}^{*}=(-0.38,0.26)$ and $\underline{y}_{3}^{*}=(0.46,-0.54)$, with intensities $\alpha_{1}^{*}=5, \alpha_{2}^{*}=10$ and $\alpha_{3}^{*}=15$. Table 3 shows the results obtained for the following noise levels: $\mu=5 \%, \mu=10 \%$ and $\mu=20 \%$, where $E_{i}$ represents the error, given by Eq. (41), of component $i$. From this table it can be seen that the reconstruction of $\underline{\alpha}^{\text {opt }}$ is close to the exact value $(5,10,15)$ when up to $10 \%$ noisy data are inverted. For higher level of noise such as $20 \%$ the reconstruction starts to significantly deteriorate.

Table 3: Example 4: Results obtained for different levels of noise.

| $\mu$ | $\underline{\alpha}^{\text {opt }}$ | $\sum_{i=1}^{3} E_{i}$ |
| :---: | :---: | :---: |
| $0 \%$ | $(5.0003,10.0014,14.9993)$ | $0.02 \%$ |
| $5 \%$ | $(4.9514,10.2605,15.1807)$ | $4.78 \%$ |
| $10 \%$ | $(5.1044,11.0354,14.0925)$ | $18.49 \%$ |
| $20 \%$ | $(5.6081,16.9403,3.8614)$ | $155.82 \%$ |

### 5.2. 3D Case

We also show four examples for the three-dimensional case with the same purposes as the previous 2D case. The domain $\Omega$ is given by the unit sphere centered at the origin. On the boundary, we prescribe homogeneous Dirichlet data and the corresponding Neumann data $q^{*}$ is generated as explained in Section 4. For the numerical solution of auxiliary problems, the pointwise sources are distributed over the boundary of a sphere centered at the origin whose radius and the number of 'singularity' points are adjusted for different values of $\lambda$. In addition, an adjustment is also made for the
number of collocation points on the boundary, where the implementations sphere_cubed_point_num, sphere_cubed_points and sphere_cubed_points_face [5] are used to generate points on the physical and fictional boundaries of the direct problems. Figure 7 illustrates a simulation of the distribution of source and collocation points using a radius $R=2$ for the fictitious boundary, with 53 points on both boundaries. The set of admissible source locations is computed by the implementations grid_ball and grid_ball_count [4]. The Hessian matrix $H$ and the vector $\underline{d}$ are calculated by evaluating the surface integrals using the implementation getLebedevSphere [30] based on the Lebedev quadrature [27].

## Example 5

As in Example 1, in this example the radius $R$ of the fictitious boundary is adjusted for a given $\lambda$ in a three-dimensional domain. Thus, taking initially $\lambda_{1}=9.5$, we perform the reconstruction of a single pointwise source at location $y_{1}^{*}=(-0.66+\Delta x,-0.33-\Delta y,-0.33+\Delta z)$, with $\Delta x, \Delta y, \Delta z \in\{0.00,0.05\}$ and intensity $\alpha^{*}=2$, in order to analyze the behavior of the method according to the changes in the radius $R$, in cases where $\underline{y}_{1}^{*} \in X$, when $\Delta x=\Delta y=\Delta z=0$, and $\underline{y}_{1}^{*} \notin X$ when $\Delta x=\Delta y=\Delta z=0.05$. $\bar{T}$ The number of points in the set of admissible source locations is fixed at 117. Setting $L=L_{1}=26$ collocation points and $M=N_{1}=56$ source points, the reconstruction method provides very satisfactory results. Figures 8(a) and $8(\mathrm{~b})$ show relative error of intensity reconstruction considering $\underline{y}_{1}^{*} \in X$ and $\underline{y}_{1}^{*} \notin X$, respectively. Note that for $R=1.5$ in Figure 8(b), the error stabilizes around $8 \%$. However, the error in Figure 8(a) is around $10^{-7 \%}$ for $R \in[2.6,4.3]$. The location is reconstructed exactly when $\underline{y}_{1}^{*} \in X$ and with error $\left\|\underline{y}^{\text {opt }}-\underline{y}_{1}^{*}\right\|=0.0866$ when $\underline{y}_{1}^{*} \notin X$ for all $R \in[1.1,5]$.

For $\lambda_{2}=1.0$, taking $L=L_{2}=26$ and $N=N_{2}=56$, we also reconstruct a single pointwise source, located at $\underline{y}_{1}^{*}=(0.33+\Delta x,-0.33-\Delta y, 0.66+\Delta z)$, with intensity of $\alpha^{*}=4$. Figures $8(c)$ and $8(d)$, respectively, show the relative error of $\alpha$ in cases where $\underline{y}_{1}^{*} \in X$ and $\underline{y}_{1}^{*} \notin X$. Note that the curve in Figure 8(d) begins to stabilize from $R=2$, with error close to $12 \%$. In Figure 8(c), the error was obtained around $10^{-16} \%$ for $R \in[1.1,3.4] \cup[4,5]$. With respect to the pointwise source location, the results are analogous to the case when $\lambda=\lambda_{1}=9.5$.

## Example 6

In this example, considering $\lambda=\lambda_{1}=9.5$, the source to be reconstructed contains three pointwise sources located at $\underline{y}_{1}^{*}=(0.00,0.34,0.34)$, $\underline{y}_{2}^{*}=(-0.34,0.00,-0.34)$ and $\underline{y}_{3}^{*}=(0.68,0.34,-0.34)$, with intensities $\alpha_{1}^{*}=$ $\alpha_{2}^{*}=\alpha_{3}^{*}=8$. The procedure used to obtain the correct number of sources is analogous to that performed in Example 2. Figure 9 shows the results obtained for $m \in\{1,2,3,4\}$. For $m=4$, the method reconstructs a fourth source with negligible intensity (see Table 4). Thus, one can conclude that the correct number of pointwise sources is $m^{o p t}=3$.

Table 4: Example 6: Results obtained for different values of $m$, for $\lambda=\lambda_{1}=9.5$.

| $m$ | $\underline{\alpha}_{m}^{\text {opt }}$ |
| :---: | :---: |
| 1 | 36.630 |
| 2 | $(7.3595,23.767)$ |
| 3 | $(8.0000,8.0000,7.9999)$ |
| 4 | $(8.0000,7.9999,8.0000,0.0000)$ |

Taking $\lambda=\lambda_{2}=1.0$, we consider the same locations of the sources previously studied, with intensities $\alpha_{1}^{*}=3, \alpha_{2}^{*}=8$ and $\alpha_{2}^{*}=13$. Table 5 shows numerical results and Figure 10 illustrates geometrical results obtained for each value of $m$. Note that the method reconstructs three pointwise sources of close intensities for $m=3$ and $m=4$. In addition, a fourth source with negligible intensity is obtained for $m=4$, setting the method's stopping criterion. The locations of the sources for $m=3$ are reconstructed exactly.

Table 5: Example 6: Results obtained for different values of $m$, for $\lambda=\lambda_{2}=1.0$.

| $m$ | $\underline{\alpha}^{\text {opt }}$ |
| :---: | :---: |
| 1 | 20.096 |
| 2 | $(14.314,9.7602)$ |
| 3 | $(12.9999,8.0000,3.0000)$ |
| 4 | $(12.8650,7.8493,2.6605,0.6130)$ |

## Example 7

In order to analyze the reconstruction of source in the presence of noise, we consider three pointwise sources located at $\underline{y}_{1}^{*}=(0.00,0.27,0.27), \underline{y}_{2}^{*}=$ $-(0.00,0.81,0.27)$ and $\underline{y}_{3}^{*}=-(0.54,0.54,0.27)$, with intensities $\alpha_{1}^{*}=5, \bar{\alpha}_{2}^{*}=$

10 and $\alpha_{3}^{*}=15$. Let us take first $\lambda=\lambda_{1}=9.5$. The Neumann data $q^{*}$ is corrupted with noise in the same manner as Example 4, with noise levels $\mu=0 \%, 5 \%, 10 \%$ and $20 \%$. Table 6 contains the results for intensities on each noise level. It is observed that the reconstructed intensities do not present great differences in relation to their exact values considering up to $10 \%$ noise.

Table 6: Example 7: Results obtained for different levels of noise, for $\lambda=\lambda_{1}=9.5$.

| $\mu$ | $\underline{\alpha}^{\text {opt }}$ | $\sum_{i=1}^{3} E_{i}$ |
| :---: | :---: | :---: |
| $0 \%$ | $(4.9999,10.0001,15.0021)$ | $0.02 \%$ |
| $5 \%$ | $(5.0543,9.8340,15.4140)$ | $5.51 \%$ |
| $10 \%$ | $(5.1831,9.4872,16.1300)$ | $16.32 \%$ |
| $20 \%$ | $(5.2454,14.1235,5.9912)$ | $106.20 \%$ |

Performing the same procedure for $\lambda=\lambda_{2}=1.0$, we consider the same locations of the sources previously used, taking now an intensity of $\alpha^{*}=5$ for all of them. Table 7 shows the results obtained. Note that, again, the reconstructed intensities do not present discrepancies in relation to their exact values. Locations are reconstructed exactly for both $\lambda=\lambda_{1}=9.5$ and $\lambda=\lambda_{2}=1.0$.

Table 7: Example 7: Results obtained for different levels of noise, for $\lambda=\lambda_{2}=1.0$.

| $\mu$ | $\underline{\alpha}^{\text {opt }}$ | $\sum_{i=1}^{3} E_{i}$ |
| :---: | :---: | :---: |
| $0 \%$ | $(5.0000,4.9999,4.9999)$ | $0,004 \%$ |
| $5 \%$ | $(5.0396,5.0365,4.9747)$ | $2,03 \%$ |
| $10 \%$ | $(5.1433,5.0874,4.9617)$ | $5,38 \%$ |
| $20 \%$ | $(4.5836,5.6699,4.5572)$ | $30,58 \%$ |

## 6. Conclusions

The main purpose of this paper was to reconstruct the location and the intensity of a set of pointwise sources, given by a linear combination of Diracdelta functions, from Cauchy data on the boundary of the solution domain for a model given by the modified Helmholtz equation. The strategy used to solve the inverse source problem consisted in defining an equivalent optimization problem and performing a sensitivity analysis of the associated least-squares
functional, which led us to a strictly convex problem with respect to the intensity vector.

Next, we have proposed a reconstruction algorithm based on the MFS. Furthermore, by considering source points inside the domain, we have applied the MFS directly to the homogeneous and non-homogeneous associated direct problems.

We have performed several numerical tests to evaluate the algorithm in relation to grid size, the number of 'singularities' and placement points, and the distance between the fictitious and physical boundaries. Several examples have been investigated for two and three-dimensional problems showing that the proposed algorithm is accurate (for exact data) and stable (for noisy data). Future work will concern extending the results obtained for models given by other linear PDEs.
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Figure 4: Example 2: Reconstructed sources for different values of $m$.


Figure 5: Example 2: Number of pointwise sources $(m)$ versus the values of least-squares functional (6).


Figure 6: Example 4: Target.


Figure 7: Distribution of source and collocation points on the physical and fictitious boundaries.


Figure 8: Example 5: Radius $R$ of the fictitious boundary versus the relative error (41).


Figure 9: Example 6: Reconstructed sources for different values of $m$ and large reaction $\lambda=9.5$.


Figure 10: Example 6: Reconstructed sources for different values of $m$ and moderate reaction $\lambda=1.0$.

