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ON SELF-EXTENSIONS OF IRREDUCIBLE MODULES OVER

SYMMETRIC GROUPS

HARALAMPOS GERANIOS, ALEXANDER KLESHCHEV, AND LUCIA MOROTTI

Abstract. A conjecture going back to the eighties claims that there are no non-trivial
self-extensions of irreducible modules over symmetric groups if the characteristic of the
ground field is not equal to 2. We obtain some partial positive results on this conjecture.

1. Introduction

Let k be a field of characteristic p > 0 and Sn be the symmetric group on n letters. In
this paper we are concerned with the following conjecture:

Self-extensions Conjecture for Symmetric Groups. Let p > 2 and D be an irre-
ducible kSn-module. Then Ext1

Sn
(D,D) = 0.

This folklore conjecture, sometimes referred to as Kleshchev-Martin’s conjecture, goes
back to the late eighties. As even the case of the trivial module D = kSn shows, the
assumption p > 2 is necessary. The conjecture seems to be wide open.

As in [J1, §11], the irreducible kSn-modules are {Dλ | λ ∈ P
p-reg
n } where P

p-reg
n denotes

the set of p-regular partitions of n. We also have the Specht modules {Sλ | λ ∈ Pn} where
Pn is the set of all partitions of n, see [J1, §4]. We denote by h(λ) the number of non-zero
parts of a partition λ, and by ! the usual dominance order on Pn, see [J1, 3.2].

In [KS, Theorem 2.10] it is proved that under the assumptions p > 2, λ ""µ and
h(λ), h(µ) ≤ p − 1, we have Ext1

Sn
(Dλ,Dµ) ∼= HomSn(radS

λ,Dµ). In view of [J1, 12.2],
this immediately implies:

Proposition 1.1. Let p > 2 and λ ∈ P
p-reg
n . If h(λ) ≤ p− 1 then Ext1

Sn
(Dλ,Dλ) = 0.

If Dλ is isomorphic to a Specht module we immediately get from [KN, Theorem 3.3(c)]:

Proposition 1.2. Let p > 3 and λ ∈ P
p-reg
n . If Dλ ∼= Sν for some ν ∈ Pn, then

Ext1
Sn

(Dλ,Dλ) = 0.

These are the only general results about self-extensions of irreducible modules over
symmetric groups that we are aware of. In this paper we obtain several new positive
results.

Theorem A. Let p > 2 and Dλ be in a RoCK block. Then Ext1
Sn

(Dλ,Dλ) = 0.

Theorem A is proved in Section 3 using a Morita equivalence, established in [EK2],
between weight d RoCK blocks of symmetric groups and zigzag Schur algebras TZ(m,d)
with m ≥ d which were defined by Turner [T], see also [EK1]. We establish in Corol-
lary 3.15 that Ext1T Z(m,d)(L,L) = 0 for any irreducible TZ(m,d)-module L. This implies

Theorem A. Our results on extensions in RoCK blocks are actually stronger, and we refer
the reader to Corollary 3.13, Theorem 3.14 and Remark 3.18 for more details on that.
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By [CR], every block of a symmetric group is derived equivalent to a RoCK block, and
so one might hope to extend Theorem A to an arbitrary block using Chuang-Rouquier’s
perverse equivalences. We were unable to do that, so we had to resort to a less powerful
approach employing translation functors. We review the fundamental properties of the

translation functors e
(r)
i , f

(r)
i in §2.5, and in Section 4 we establish some of their new

properties. This allows us to prove in Section 7 at least the following:

Theorem B. Let p > 2 and Dλ be in a block of weight ≤ 7. Then Ext1
Sn

(Dλ,Dλ) = 0.

Using translation functors and some information about Specht modules, in Section 6
we also improve on Proposition 1.1 above:

Theorem C. Let p > 2 and λ ∈ P
p-reg
n . If h(λ) ≤ p+ 2 then Ext1

Sn
(Dλ,Dλ) = 0.

The following result, proved in section 5, verifies the Self-extensions Conjecture for some
additional cases:

Theorem D. Let p > 2, λ ∈ P
p-reg
n and i ∈ Z/pZ. If e

(εi(λ))
i Dλ is isomorphic to an

(irreducible) Specht module then Ext1
Sn

(Dλ,Dλ) = 0.

If Dλ itself is isomorphic to a Specht module, it is easy to see that it satisfies the as-
sumptions of Theorem D, so in particular the theorem generalizes Proposition 1.2. We also

note that the assumption that e
(εi(λ))
i Dλ is an (irreducible) Specht module in Theorem D

is equivalent to the assumption that f
(ϕi(λ))
i Dλ is an (irreducible) Specht module, see §5.6.

We refer to Example 5.22 for a concrete example of an application of Theorem D.
The new results on translation functors obtained in Section 4 might be of independent

interest, so we cite some of them here. The main point is that the divided power i-

restriction functor e
(r)
i , when applied to an irreducible module Dλ, has a simple socle

Dẽriλ, and it is crucially important to know that the quotient (e
(r)
i Dλ)/Dẽri λ has no Dẽriλ

in the socle (and similarly for the i-induction functor f
(r)
i ). Unfortunately, we cannot

prove this in general. But at least we establish the following:

Theorem E. Let λ ∈ P
p-reg
n , i ∈ Z/pZ, B1, . . . , Bϕi(λ) be the i-conormal nodes of λ

counted from top to bottom, and A1, . . . , Aεi(λ) be the i-normal nodes of λ counted from
bottom to top.

(i) If 0 ≤ r ≤ ϕi(λ) and Df̃r
i λ ⊆ (f

(r)
i Dλ)/Df̃r

i λ then 0 < r < ϕi(λ) and the partition
λBr+1, obtained by adding Br+1 to λ, is not p-regular.

(ii) If 0 ≤ r ≤ εi(λ) and Dẽri λ ⊆ (e
(r)
i Dλ)/Dẽri λ then 0 < r < εi(λ) and the partition

λAr+1, obtained by removing Ar+1 from λ, is not p-regular.

Some consequences of Theorem E for self-extensions are obtained in §4.2.

2. Preliminaries

We review some notions related to representation theory of the symmetric group Sn

referring the reader to [J1,JK] for details. We stick with the notation already introduced
in Section 1. In particular, we work over the ground field k of characteristic p > 0.
Throughout the paper we assume that k is algebraically closed (for symmetric groups this
does not reduce any generality).

2.1. Generalities on representations. Let G be a finite group. We denote by kG-mod
the category of finite dimensional kG-modules. Let V, V1, . . . , Vs ∈ kG-mod. We write
V ∼ V1 | . . . | Vs to indicate that V has a filtration as a kG-module with factors V1, . . . , Vs,
listed from bottom to top. For an irreducible kG-module D we write [V : D] for the
multiplicity of D as a composition factor of V . We denote by kG the trivial kG-module.
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Lemma 2.1. Let G be a finite group, W ∈ kG-mod, and V, V ′ ⊆ W be submodules with
V ∼= V ′. If socW ∼= D is irreducible and dimEndG(V ) = [V : D] then V = V ′.

Proof. Let J be the injective hull of D. If V "= V ′ then

dimHomG(V,W ) > dimEndG(V ) = [V : D] = dimHomG(V, J) ≥ dimHomG(V,W ),

giving a contradiction. !

Lemma 2.2. Let G be a finite group and V,U1, . . . , Um ∈ kG-mod. If socV is simple
and there is an injective homomorphism f : V ! U1 ⊕ · · ·⊕Um, then there is an injective
homomorphism V ! Uj for some 1 ≤ j ≤ m.

Proof. There exist homomorphisms πj : U1⊕ · · ·⊕Um ! Uj, ιj : Uj ! U1⊕ · · ·⊕Um with
∑

j ιj ◦πj = id. Now f =
∑

j ιj ◦πj ◦f is injective and socV is simple, so ιj ◦πj ◦f |socV "= 0
for some j. Then πj ◦ f : V ! Uj is injective. !

Lemma 2.3. Let G be a finite group and M,N, V,W ∈ kG-mod. Suppose:

(a) M ∼= V ⊕k and N ∼= W⊕l for some k ≤ l;
(b) V is a submodule of W and M is a submodule of N ;
(c) D := socW is simple and dimEndG(W ) = [W : D].

Then N/M ∼= (W/V )⊕k ⊕W⊕l−k.

Proof. Let J be the injective hull of D. Since socW = D by (c), we have W ⊆ J . So,
using (a), we get for any X ∈ kG-mod:

dimHomG(X,N) = l dimHomG(X,W ) ≤ l dimHomG(X,J) = l[X : D]. (2.4)

The short exact sequence 0 ! V ! W ! W/V ! 0 yields an exact sequence

0 −! HomG(W/V,N) −! HomG(W,N)
ϕ

−! HomG(V,N). (2.5)

Using (c), (2.5), and (2.4) with X = V and X = W/N , we now get

l[W : D] = l dimEndG(W ) = dimHomG(W,N)

≤ dimHomG(V,N) + dimHomG(W/V,N)

≤ l[V : D] + l[W/V : D] = l[W : D].

Hence

dimHomG(W,N) = dimHomG(V,N) + dimHomG(W/V,N).

It follows that the map ϕ in (2.5) is surjective. In other words, every homomorphism

f ∈ HomG(V,N) extends to a homomorphism f̂ ∈ HomG(W,N).
By (a), we can write M = M1 ⊕ . . . ⊕ Mk and N = N1 ⊕ . . . ⊕ Nl for submodules

M1, . . . ,Mk of M isomorphic to V and submodules N1, . . . , Nl of N isomorphic to W . It
suffices to show that we can also write N = N ′

1 ⊕ . . . ⊕N ′
l for submodules N ′

1, . . . , N
′
l of

N isomorphic to W and such that Mi ⊆ N ′
i for i = 1, . . . , k. We may assume that V "= 0.

We have the embeddings

ιi : V
∼

−! Mi −֒! M −֒! N (1 ≤ i ≤ k).

By the previous paragraph, these can be extended to homomorphisms ι̂i : W ! N which
are necessarily injective since socV = socW is simple. Let N ′

i be the image of ι̂i for

i = 1, . . . , k. Using the simple socles and the fact that the sum
∑k

i=1 Mi is direct we

deduce that the sum
∑k

i=1N
′
i is also direct. Now, up to relabeling the modules N1, . . . , Nl,

we may assume that

soc(N ′
1 ⊕ . . .⊕N ′

k) ∩ soc(Nk+1 ⊕ . . . ⊕Nl) = 0.
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Then

(N ′
1 ⊕ . . .⊕N ′

k) ∩ (Nk+1 ⊕ . . .⊕Nl) = 0.

By dimensions, we conclude

N = N ′
1 ⊕ . . . ⊕N ′

k ⊕Nk+1 ⊕ . . .⊕Nl,

and so we can take N ′
j := Nj for j = k + 1, . . . , l. !

Lemma 2.6. Let G be a finite group, D be an irreducible kG-module, and suppose that
V ∈ kG-mod has a filtration 0 = V0 ⊆ V1 ⊆ · · · ⊆ Vb = V such that socVa

∼= headVa
∼= D

and [Va : D] = a for for all a = 1, . . . b.

(i) If Z ⊆ V is a submodule with headZ ∼= D⊕m for some m ∈ Z≥0, then Z = Va for
some a.

(ii) If X ⊆ Y ⊆ V are submodules such that [X : D] = a − 1 and [Y : D] = a for
some a ∈ Z>0, then Va "⊆ X, Va ⊆ Y , and Va/(Va ∩X)!֒Y/X. In particular, if
D := soc(Y/X) is simple, then [Va : D] "= 0.

Proof. (i) Let a be minimal with Z ⊆ Va. Then either Z = Va or Z ⊆ radVa, whence
Z ⊆ Va−1 since [(radVa)/Va−1 : D] = 0, giving a contradiction.

(ii) We only need to prove that Va ⊆ Y . Note that Y has a submodule Z such that
[Z : D] = a and headZ ∼= D⊕m for some m ∈ Z≥0. By (i), we have Z = Va. !

2.2. Partitions and abaci. Let λ = (λ1,λ2, . . . ) ∈ Pn. We denote |λ| := n. The
transpose partition is denoted λ′. Recall that λ is called p-restricted if λk − λk+1 < p for
all k. Then λ is p-regular if and only if λ′ is p-restricted. We denote the sets of p-regular
(resp. p-restricted) partitions of n by P

p-reg
n (resp. P

p-res
n ). A partition λ that is not

p-regular is called p-singular. For every λ ∈ Pn, James [J2] defines its regularization
λR ∈ P

p-reg
n . Note that λR ! λ, and λR = λ if and only if λ ∈ P

p-reg
n . We refer the reader

to [M,FK,BO,K1] for the Mullineux involution

P
p-reg
n ! P

p-reg
n , λ #! λM.

We denote by ∅ the trivial partition of 0, thus P0 = {∅}.
We identify λ with its Young diagram {(k, l) ∈ Z>0 × Z>0 | l ≤ λk}. The elements

of Z>0 × Z>0 are called nodes. We set I := Z/pZ, identified with {0, 1, . . . , p − 1}. Let
A = (k, l) be a node. The residue of A is resA := l − k (mod p) ∈ I. For k′, l′ ∈ Z such
that k + k′, l + l′ > 0 we have the node A+ (k′, l′) := (k + k′, l + l′).

Consider the free Z-moduleQ :=
⊕

i∈I Z·αi with basis {αi | i ∈ I}. We have the subsets
Q+ := {

∑

i∈I ciαi ∈ Q | ci ≥ 0 for all i ∈ I} and Q+
n := {

∑

i∈I ciαi ∈ Q+ |
∑

i∈I ci = n}.
The residue content of a partition λ ∈ Pn is cont(λ) :=

∑

i∈I aiαi ∈ Q+
n , where ai is the

number of nodes of λ of residue i.
We assume familiarity with the abacus notation for partitions, see [JK, §2.7]. Recall

that positions on the abacus are labeled with non-negative integers, so that for i ∈ I, the
positions {i+pa | a ∈ Z≥0} form the runner i of the abacus. We denote an abacus display
for λ by Γ(λ). Recall that Γ(λ) is not unique and depends on the number of beads chosen,
so we will need to make sure that the number of beads is agreed upon. In particular, we
will always make sure that position 0 in Γ(λ) is occupied, and if some operation with abaci
creates an abacus with position 0 unoccupied we will simply pass to the equivalent abacus
with p more beads. A position k > 0 in Γ(λ) is removable (resp. addable) if it is occupied
(resp. unoccupied) and position k − 1 is unoccupied (resp. occupied).

Note that λ is p-regular (resp. p-restricted) if and only if there is no unoccupied (resp.
occupied) position r in Γ(λ) such that the positions r+1, . . . , r+ p (resp. r− 1, . . . , r− p)
are occupied (resp. unoccupied). By replacing each bead in Γ(λ) with an empty space
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and vice versa, and then rotating the abacus through 180◦, we obtain the abacus display
Γ(λ)′ for λ′, so

Γ(λ)′ = Γ(λ′). (2.7)

We refer the reader to [JK, §2.7] for the notions of the core and weight of a partition.
The weight of λ is denoted wt(λ). Let ρ ∈ Pr be a core, d ∈ Z≥0, and set n := r + pd.
Denote by Pρ,d the set of all partitions of n with core ρ (and weight d), and denote
P

p-res
ρ,d := Pρ,d ∩ P

p-res
n . By [JK, Theorem 2.7.41], two partitions λ, µ ∈ Pn have the

same core if and only if cont(λ) = cont(µ).
We will also use the notion of the quotient of a partition λ ∈ Pρ,d denoted quot(λ) :=

(λ(0), . . . ,λ(p−1)). This is a multipartition of d, with each λ(i) being the partition corre-
sponding to the moves made on the runner i to go from Γ(ρ) to Γ(λ), see [JK, 2.7.29].
Note that, unlike in [JK], we do not insists on using an abacus Γ(λ) with a multiple of p

beads, and so quot(λ) = (λ(0), . . . ,λ(p−1)) depends on Γ(λ) and is only defined in general

up to a cyclic permutation of λ(0), . . . ,λ(p−1). This is in agreement with [F1]. For i ∈ I,

we denote wti(Γ) := |λ(i)|. We have
∑

i∈I wti(λ) = wt(λ). We also denote by Γj the bead
configuration on the runner j of Γ and by rj(Γ) the number of beads on Γj.

2.3. Removable and addable nodes. Let λ ∈ Pn. A node A ∈ λ (resp B "∈ λ) is
called removable (resp. addable) for λ if λA := λ \{A} (resp. λB := λ∪ {B}) is a diagram
of a partition. Fix i ∈ I. A removable (resp. addable) node is called i-removable (resp.
i-addable) if it has residue i. If A1, A2, . . . , Ak are removable (resp. addable) nodes of λ
then we denote λA1,...,Ak

:= λ \ {A1, . . . , Ak} (resp. λA1,...,Ak := λ ∪ {A1, . . . , Ak}).
For every removable node A of λ, there exists a unique removable position k in Γ(λ)

such that Γ(λA) is obtained by moving a bead from position k to position k−1. For every
addable node B for λ, there exists a unique addable position k in Γ(λ) such that Γ(λB) is
obtained by moving a bead from position k − 1 to position k. Removable (resp. addable)
nodes A and A′ have the same residue if and only if the corresponding removable (resp.
addable) positions k and k′ are on the same runner. We denote by ij(Γ) the residue of the
removable/addable nodes of λ corresponding to removable/addable positions on runner j.

Labelling the i-addable nodes of λ by + and the i-removable nodes of λ by −, the i-
signature of λ is the sequence of pluses and minuses obtained by going along the rim of the
Young diagram from bottom left to top right and reading off all the signs. The reduced i-
signature of λ is obtained from the i-signature by successively erasing all neighboring pairs
of the form −+. The nodes corresponding to −’s (resp. +’s) in the reduced i-signature
are called i-normal (resp. i-conormal) for λ. The leftmost i-normal (resp. rightmost
i-conormal) node is called i-good (resp. i-cogood) for λ. We write

εi(λ) := ♯{i-normal nodes of λ} and ϕi(λ) := ♯{i-conormal nodes of λ}.

Lemma 2.8. Let λ be a p-regular partition, Γ = Γ(λ) and 1 ≤ j ≤ p − 1. If rj(Γ) −
rj−1(Γ) ≥ wtj−1(Γ) + wtj(Γ), then εij(Γ)(λ) = rj(Γ)− rj−1(Γ) and ϕij(Γ)(λ) = 0.

Proof. If a position (j − 1) + pa on runner j − 1 is occupied then a < rj−1(Γ) +wtj−1(Γ).
So, by assumption, a < rj(Γ)−wtj(Γ) and the position j+pa on runner j is also occupied.
The result follows. !

Let λ ∈ P
p-reg
n and i ∈ I. Let A1, A2, . . . , Aεi(λ) (resp. B1, B2, . . . , Bϕi(λ)) be the i-

normal (resp. i-conormal) nodes for λ, labelled from bottom to top (resp. from top to
bottom). We set

ẽriλ := λA1,...,Ar , f̃ r
i λ := λB1,...,Br ,
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where ẽriλ (resp. f̃ r
i λ) is interpreted as 0 if r > εi(λ) (resp. r > ϕi(λ)). It is well known

that the partitions ẽriλ and f̃ r
i λ are p-regular. Moreover, for r ≤ ϕi(λ) (resp. r ≤ εi(λ))

we have ẽri f̃
r
i λ = λ (resp. f̃ r

i ẽ
r
iλ = λ).

Lemma 2.9. Let λ ∈ P
p-reg
n , i ∈ I, and µ = f̃ r

i λ for some 0 ≤ r ≤ ϕi(λ). Then wt(µ) =
wt(λ)+ r(ϕi(λ)− εi(λ)− r). In particular, if εi(λ) = 0 then wt(µ) = wt(λ)+ r(ϕi(λ)− r),
and wt(µ) ≥ wt(λ), with equality holding if and only if r = 0 or r = ϕi(λ).

Proof. Let cont(λ) :=
∑

j∈I ajαj . Note that cont(µ) =
∑

j∈I(aj + rδi,j)αj . In view

of [K2, Lemmas 11.1.4, 11.1.5] we have that

wt(µ)− wt(λ) = rδi,0 −
∑

j

((aj + rδi,j)
2 − a2j ) +

∑

j

((aj + rδi,j)(aj+1 + rδi,j+1)− ajaj+1)

= r(δi,0 − 2ai + ai−1 + ai+1 − r).

The result then follows from ϕi(λ)− εi(λ) = δi,0 − 2ai+ ai−1 + ai+1 (this comes from [K2,
Lemma 8.5.8] and can also be seen by induction, starting with the empty partition and
considering when the nodes at the right or below A are addable in νA). !

There is also a purely combinatorial proof of Lemma 2.9 by comparing Γ(λ) and Γ(µ).

Lemma 2.10. Let λ ∈ P
p-reg
n , and i ∈ I be such that εi(λ) > 0, ϕi(λ) > 0 and λB

A "∈
P

p-reg
n for the i-good node A and the i-cogood node B for λ. Suppose that a is the removable

position on Γ(λ) corresponding to A and b is the addable position on Γ(λ) corresponding
to B. Then a = b+ p and the positions c satisfying b < c < a− 1 are all occupied.

Proof. Since λA and λB are p-regular, it follows that A = B+(1−p, 1). This is equivalent
to the required property of Γ(λ). !

The following two lemmas can be easily checked and are left as an exercise.

Lemma 2.11. Let λ ∈ P
p-reg
n , i ∈ I and A1, . . . , Aεi(λ) be the i-normal nodes of λ labeled

from bottom to top. For 1 ≤ r ≤ εi(λ), the following are equivalent:

(i) λAr "∈ P
p-reg
n−1 ;

(ii) r ≥ 2 and for some j ≤ r − 2 we have λA1,...,Aj ,Ar "∈ P
p-reg
n−j−1;

(iii) r ≥ 2 and Ar = Ar−1 + (1− p, 1).

Lemma 2.12. Let λ ∈ P
p-reg
n , i ∈ I and B1, . . . , Bϕi(λ) be the i-conormal nodes of λ

labeled from top to bottom. Fix 1 ≤ r ≤ ϕi(λ). The following are equivalent:

(i) λBr "∈ P
p-reg
n+1 ;

(ii) r ≥ 2 and for some j ≤ r − 2 we have λB1,...,Bj ,Br "∈ P
p-reg
n+j+1;

(iii) r ≥ 2 and Br = Br−1 + (p− 1,−1).

Let λ ∈ Pn and i ∈ I. Define

ε′i(λ) := ♯{i-removable nodes of λ} and ϕ′
i(λ) := ♯{i-addable nodes of λ}.

Let A1, A2, . . . , Aε′i(λ)
(resp. B1, B2, . . . , Bϕ′

i(λ)
) be the i-removable (resp. i-addable) nodes

for λ, labelled from bottom to top (resp. from top to bottom). We set

êriλ := λA1,...,Ar , f̂ r
i λ := λB1,...,Br ,

where êriλ (resp. f̂ r
i λ) is interpreted as 0 if r > ε′i(λ) (resp. r > ϕ′

i(λ)).
The following is easy to see:

Lemma 2.13. Let λ be a core, i ∈ I, and B1, . . . , Bϕ′

i(λ)
be the i-addable nodes of λ

labeled from top to bottom. If some λBr is not p-restricted then λBs is not p-restricted for
all s = 1, . . . , r and B1 = (1,λ1 + 1) is the top addable node of λ.
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2.4. Representations of symmetric groups. In addition to the notation introduced
in Section 1, we denote by sgn the sign representation of Sn. Let λ ∈ P

p-reg
n . By

[FK,BO,K1], we have Dλ ⊗ sgn ∼= DλM . Moreover εi(λ) = ε−i(λ
M) and ϕi(λ) = ϕ−i(λ

M)
for all i ∈ I. Recall that (Dλ)∗ ∼= Dλ. Passing to duals and tensoring with sgn, we deduce
for all λ, µ ∈ P

p-reg
n and k ≥ 0:

ExtkSn
(Dµ,Dλ) ∼= ExtkSn

(Dλ,Dµ) ∼= ExtkSn
(DλM ,DµM

). (2.14)

Let ρ ∈ Pr be a core, d ∈ Z≥0, and n = r + dp. Denote by Bρ,d the block of the
symmetric group algebra kSn corresponding to ρ, cf. [JK, 6.1.21]. The corresponding
central idempotent will be denoted bρ,d, so Bρ,d = kSnbρ,d. The irreducible Bρ,d-modules

are {Dλ | λ ∈ P
p-reg
ρ,d }, cf. [JK, 7.1.13, 7.2.13]. We also have bρ,dS

λ = Sλ for all λ ∈ Pρ,d.

For λ ∈ Pρ,d, we have [Sλ : DλR ] = 1 and [Sλ : Dµ] "= 0 implies µ ! λR and µ ∈ P
p-reg
ρ,d ,

see [J2]. If λ is p-regular, we have headSλ ∼= Dλ, see [J1, §11].
Let θ = cont(ρ)+

∑

i∈I dαi ∈ Q+
n . We can recover ρ and d from θ, so it is unambiguous

to write Bθ for Bρ,d. Note that cont(λ) = θ for all λ ∈ Pρ,d. Now, for a general θ ∈ Q+
n

we set Bθ := Bρ,d, bθ := bρ,d if θ = cont(ρ) +
∑

i∈I dαi for some core ρ and d ∈ Z≥0, and
set Bθ := 0, bθ := 0 otherwise. Then we have kSn =

⊕

θ∈Q+
n
Bθ, and the corresponding

decomposition 1 =
∑

θ∈Q+
n
bθ.

Lemma 2.15. [J3] Let λ = (l,λ2,λ3 . . . ) ∈ Pn, µ = (l, µ2, µ3, . . . ) ∈ P
p-reg
n , and set

λ̄ := (λ2,λ3, . . . ) ∈ Pn−l, µ̄ := (µ2, µ3, . . . ) ∈ P
p-reg
n−l . Then [Sλ : Dµ] = [Sλ̄ : Dµ̄].

Recalling the notation of §2.2, especially quot(λ) = (λ(0), . . . ,λ(p−1)), we have:

Lemma 2.16. [F1, Proposition 2.1] Let λ ∈ Pn. The Specht module Sλ is irreducible if
and only if λ has an abacus display such that for some j, k ∈ I we have:

(i) λ(l) = ∅ for j "= l "= k;
(ii) If position j + pa on runner j is unoccupied, then any position b > j + pa not on

runner j is unoccupied;
(iii) If position k + pc on runner k is occupied, then any position d < k + pc not on

runner k is occupied;

(iv) the partition λ(j) is p-regular and the Specht module Sλ(j)
is irreducible;

(v) the partition λ(k) is p-restricted and the Specht module Sλ(k)
is irreducible.

Suppose Sλ is irreducible and choose an abacus display for λ. In view of Lemma 2.16,
if λ is not a core, i.e. λ(l) "= ∅ for some l ∈ I, then λ is non-p-regular or non-p-restricted.
Moreover, if λ is non-p-restricted then there is a unique runner j as in Lemma 2.16—this
runner will be called non-restricted. Similarly, if λ is non-p-regular then there is a unique
runner k as in Lemma 2.16—this runner will be called non-regular.

For an arbitrary p-singular partition λ, Fayers provides in [F2] an algorithm for going
from an abacus Γ(λ) to an abacus Γ(λ)R which is an abacus of the regularization λR of λ,
so we can write Γ(λR) = Γ(λ)R. Using [F2, §2] one can easily verify the following:

Lemma 2.17. Let λ be a p-singular partition such that the Specht module Sλ is irre-
ducible. Let k be the non-regular runner of an abacus display Γ(λ), and quot(λR) =

((λR)(0), . . . , (λR)(p−1)) is defined using Γ(λR) = Γ(λ)R. Then:

(i) (λR)(k) = ∅;
(ii) If position k+pa on runner k of Γ(λ)R is occupied, then every position b < k+pa

of Γ(λ)R is occupied.
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2.5. Translation functors. We review the i-induction and i-restriction (translation)
functors, referring the reader to [K2] for more details. Let i ∈ I, θ ∈ Q+

n , r ∈ Z≥0,
and V be a module over the block Bθ = kSnbθ. Extending V to a kSn-module, we define

e
(r)
i V := bθ−rαi

(V $Sn

Sn−r×Sr
)Sr ∈ Bθ−rαi

-mod,

f
(r)
i V := bθ+rαi

(V " kSr)%
Sn+r

Sn×Sr
∈ Bθ+rαi

-mod .

Note by [K2, (8.13)], the functorial isomorphism

e
(r)
i V ∼= bθ−rαi

(V $Sn

Sn−r×Sr
)Sr , (2.18)

where (−)Sr stands for Sr-coinvariants.

We then extend the definition of e
(r)
i V and f

(r)
i V to any kSn-module V additively and

obtain the functors e
(r)
i : kSn-mod ! kSn−r-mod and f

(r)
i : kSn-mod ! kSn+r-mod.

We write ei := e
(1)
i and fi := f

(1)
i . Then V $Sn−1

∼=
⊕

i∈I eiV and V %Sn+1 ∼=
⊕

i∈I fiV .

Lemma 2.19. [K2, Lemma 8.2.2(ii), Theorem 8.3.2] The functors e
(r)
i and f

(r)
i are exact,

biadjoint and commute with duality. Moreover, eri
∼= (e

(r)
i )⊕r! and f r

i
∼= (f

(r)
i )⊕r!.

Lemma 2.20. Let k ∈ Z≥0. For V ∈ kSn-mod and W ∈ kSn−r-mod, we have

ExtkSn−r
(e

(r)
i V,W ) ∼= ExtkSn

(V, f
(r)
i W ) and ExtkSn

(f
(r)
i W,V ) ∼= ExtkSn−r

(W, e
(r)
i V ).

Proof. This follows immediately by Lemma 2.19 and Shapiro’s lemma. !

We now record some results on the application of e
(r)
i and f

(r)
i to irreducible modules.

Lemma 2.21. [K2, Theorems 11.2.10, 11.2.11] Let λ ∈ P
p-reg
n , i ∈ I and r ∈ Z≥1. Then:

(i) e
(r)
i Dλ "= 0 (resp. f

(r)
i Dλ "= 0) if and only if r ≤ εi(λ) (resp. r ≤ ϕi(λ)), in which

case e
(r)
i Dλ (resp. f

(r)
i Dλ) is a self-dual indecomposable module with simple socle

and head both isomorphic to Dẽriλ (resp. Df̃r
i λ);

(ii) [e
(r)
i Dλ : Dẽriλ] =

(

εi(λ)
r

)

= dimEndSn−r
(e

(r)
i Dλ); and [f

(r)
i Dλ : Df̃r

i λ] =
(

ϕi(λ)
r

)

=

dimEndSn+r
(f

(r)
i Dλ);

(iii) If Dµ is a composition factor of e
(r)
i Dλ (resp. f

(r)
i Dλ), then εi(µ) ≤ εi(λ) − r

(resp. ϕi(µ) ≤ ϕi(λ) − r), with equality holding if and only if µ = ẽriλ (resp.

µ = f̃ r
i λ). In particular, e

(εi(λ))
i Dλ ∼= Dẽ

εi(λ)
i and f

(ϕi(λ))
i Dλ ∼= Df̃

ϕi(λ)
i .

(iv) e
(r)
i Dλ (resp f

(r)
i Dλ) is irreducible if and only if r = εi(λ) (resp. r = ϕi(λ)).

Let λ ∈ P
p-reg
n , µ ∈ P

p-reg
m and i ∈ I. We say that µ is an i-reflection of λ if εi(λ) = 0

and µ = f̃
ϕi(λ)
i λ, or ϕi(λ) = 0 and µ = ẽ

εi(λ)
i λ. If µ is an i-reflection for some i we say

that µ is a reflection of λ.

Lemma 2.22. Let µ be a reflection of λ, then Ext1
Sn

(Dλ,Dλ) ∼= Ext1
Sm

(Dµ,Dµ).

Proof. Follows from Lemmas 2.20 and 2.21. !

Lemma 2.23. Let λ ∈ P
p-reg
n and i ∈ I. Let µ := ẽ

εi(λ)
i λ and assume that Dµ ∼= Sν for

some ν ∈ Pn−r. Then e
(εi(λ))
−i DλM ∼= DµM ∼= Sν′ .

Proof. By [J1, Theorem 8.15] and using the self-duality of irreducible modules over sym-

metric groups, we get Sν ⊗ sgn ∼= Sν′ . By Lemma 2.21(iii) and the assumption, we

have e
(εi(λ))
i Dλ ∼= Dµ ∼= Sν . Tensoring with sgn and using the functorial isomorphism

(e
(r)
i −)⊗ sgn ∼= e

(r)
−i (−⊗ sgn), we get the result. !
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Let λ ∈ Pn, i ∈ I, and Rem(λ, i) (resp. Add(λ, i)) be the set of all i-removable (resp.
i-addable) nodes for λ. Let r ∈ Z≥0, and for a set X, denote by Ω

r(X) the set of all
r-element subsets of X. If A = {A1, . . . , Ar} ∈ Ω

r(Rem(λ, i)) (resp. B = {B1, . . . , Br} ∈
Ω
r(Add(λ, i))), define λA := λA1,...,Ar (resp. λB := λB1,...,Br).

We say that V ∈ kSn-mod has a Specht filtration if V ∼ Sλ1
| . . . | Sλs

for some Specht

modules Sλj
with λj ∈ Pn.

Lemma 2.24. Let λ ∈ Pn, i ∈ I and r ∈ Z≥0. Then e
(r)
i Sλ (resp. f

(r)
i Sλ) has a Specht

filtration with factors {SλA | A ∈ Ω
r(Rem(λ, i))} (resp. {SλB

| B ∈ Ω
r(Add(λ, i))}), each

appearing once, such that the factor SλA (resp. SλB

) occurs above the factor Sλ
A′ (resp.

SλB
′

) whenever λA"λA
′ (resp. λB"λB

′

). In particular, e
(r)
i Sλ "= 0 (resp. f

(r)
i Sλ "= 0) if

and only if r ≤ ε′i(λ) (resp. r ≤ ϕ′
i(λ)), in which case S êri λ (resp. S f̂r

i λ) is the top Specht
factor.

Proof. By [J1, Theorem 9.3], eriS
λ "= 0 if and only if r ≤ ε′i(λ). Now by Lemma 2.19 it

follows that e
(r)
i Sλ "= 0 if and only if r ≤ ε′i(λ) and so, when working with e

(r)
i Sλ, we may

assume that r ≤ ε′i(λ); in particular, r ≤ λ1, and the skew shape λ/(r) makes sense.
Moreover, by [J1, Theorem 9.3] again, eriS

λ has a Specht filtration with factors {SλA |
A ∈ Ω

r(Rem(λ, i))}, each appearing r! times. So by Lemma 2.19,

dim e
(r)
i Sλ =

∑

A∈Ωr(Rem(λ,i))

dimSλA . (2.25)

By [JP, Theorem 3.1] (cf. [DG, Lemma 1.3.9]), Sλ$Sn−r×Sr
has a filtration with factors

Sλ/τ
"Sτ , where τ ∈ Pr and Sλ/τ is the Specht module corresponding to the skew shape

λ/τ ; moreover in this filtration the factor Sλ/τ
" Sτ appears above the factor Sλ/σ

" Sσ

whenever τ " σ. In particular, Sλ/(r)
" S(r) is a quotient of Sλ$Sn

Sn−r×Sr
. So Sλ/(r) is a

quotient of coinvariants Sλ
Sr

, and, using (2.18), we deduce that bθ−rαi
Sλ/(r) is a quotient

of e
(r)
i Sλ.

By [JP, Theorem 5.5], the module Sλ/(r) has a Specht filtration and its factors are given

by the Littelwood-Richardson rule [Mc, (9.2)]. It follows that bθ−rαi
Sλ/(r) has a Specht

filtration with factors {SλA | A ∈ Ω
r(Rem(λ, i))} each appearing once. Using (2.25), we

deduce dim bθ−rαi
Sλ/(r) = dim e

(r)
i Sλ, so e

(r)
i Sλ ∼= bθ−rαi

Sλ/(r), which implies the result
using [JP, Theorem 5.5].

The argument for f
(r)
i is similar but uses [J1, Corollary 17.14] instead of [JP]. !

Corollary 2.26. Let λ ∈ P
p-reg
n , i ∈ I and r ∈ Z≥0. If Dµ is a composition factor of

e
(r)
i Dλ (resp. f

(r)
i Dλ) then µ ! λA for some A ∈ Ω

r(Rem(λ, i)) (resp. µ ! λB for some
B ∈ Ω

r(Add(λ, i))).

Proof. Since Dλ is composition factor of Sλ and composition factors of Sν are of the form
Dµ for µ! ν, the result follows from Lemma 2.24. !

3. Self-extensions for RoCK blocks

Throughout this section we assume that p > 2. We prove that there are no self-
extensions for irreducible modules lying in a RoCK block.

3.1. Notation. In this section ‘graded’ always means ‘Z-graded’. For a graded vector
space V =

⊕

r∈Z V
r and s ∈ Z, we denote by qsV the same vector space with grading

shifted by s, i.e. (qsV )r = V r−s. Given a finite dimensional graded k-algebra A, the
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irreducible A-modules are gradable uniquely up to grading shift. For graded A-modules,
we use the notation homA(V,W ) and exttA(V,W ) to denote homomorphism and extension
spaces in the category of graded A-modules. For example, homA(V,W ) means degree 0
homomorphisms. It is well-known, see e.g. [NvO, 2.4.7] that for finite dimensional V and
W , we have

ExttA(V,W ) ∼=
⊕

s∈Z

exttA(V, q
sW ) (3.1)

where ExttA(V,W ) is the usual Ext in the ungraded category.
Let Γ be the quiver with vertex set

J := {1, 2, . . . , p − 1} ⊂ I = {0, . . . , p− 1}

and arrows ak,j from j to k for all (k, j) ∈ J2 such that |k − j| = 1:

1 2 3 · · · p − 2 p − 1

a2,1 a3,2 a4,3 ap−3,p−2 ap−1,p−2

a1,2 a2,3 a3,4 ap−3,p−2 ap−2,p−1

The zigzag algebra Z is the integral path algebra ZΓ modulo the following relations:

(i) All paths of length three or greater are zero.
(ii) All paths of length two that are not cycles are zero.
(iii) All cycles of length 2 based at the same vertex are equal.

Length zero paths yield the standard idempotents {ej | j ∈ J} with eiai,jej = ai,j for all
admissible i, j. For every j ∈ J , define cj := aj,j±1aj±1,j.

The algebra Z is graded by the path length: Z = Z0 ⊕ Z1 ⊕ Z2. We consider Z as a
superalgebra with Z0̄ = Z0⊕Z2 and Z1̄ = Z1. For ε ∈ Z/2Z and a ∈ Zε \{0} we denote
ā := ε. We have a basis B0̄ := {ei, cj | i ∈ J} of Z0̄, a basis B1̄ := {aij | |i − j| = 1} of Z1̄,
and a basis B := B0̄ ⊔ B1̄ of Z.

Let d ∈ Z≥0 and m ∈ Z>0. We set [m] := {1, 2, . . . ,m}. For a set X and d ∈ Z≥0 we
often write x1 · · · xd := (x1, . . . , xd) ∈ Xd. For x ∈ X, we often denote xd := x · · · x ∈ Xd.
The symmetric group Sd acts on the right on Xd by place permutations: (x1 · · · xd)σ =
xσ1 · · · xσd. If X1, . . . ,XN are sets, then Sd acts on Xd

1 × · · · ×Xd
N diagonally. We write

(x1, . . . ,xN ) ∼ (y1, . . . ,yN ) if (x1, . . . ,xN )σ = (y1, . . . ,yN ) for some σ ∈ Sd.
Let H ⊆ Z be a set of non-zero homogeneous elements of Z; in particular, H = H0̄ ⊔ H1̄

where Hε := H ∩ Zε for ε ∈ Z/2Z. Define SeqH(m,d) to be the set of all triples

(z, r, s) = (z1 · · · zd, r1 · · · rd, s1 · · · sd) ∈ Hd × [m]d × [m]d

such that for all 1 ≤ k "= l ≤ d we have (zk, rk, sk) = (zl, rl, sl) only if zk ∈ H0̄. Then
SeqH(m,d) ⊆ Hd× [m]d× [m]d is Sd-invariant. We choose a set SeqH(m,d)/Sd of Sd-orbit
representatives (and identify it with the set of Sd-orbits on SeqH(m,d)).

We fix a total order ‘<’ on H× [m]× [m]. Then we also have a total order on SeqH(m,d)
defined as follows: (z, r, s) < (z′, r′, s′) if and only if there exists l ∈ {1, . . . , d} such that
(zk, rk, sk) = (z′k, r

′
k, s

′
k) for all k < l and (zl, rl, sl) < (z′l, r

′
l, s

′
l). For (z, r, s) ∈ SeqH(m,d)

and σ ∈ Sd, we define

〈z, r, s〉 := ♯{(k, l) ∈ [d]2 | k < l, zk, zl ∈ H1̄, (zk, rk, sk) > (zl, rl, sl)},

〈σ; z〉 := ♯{(k, l) ∈ [d]2 | k < l, σ−1k > σ−1l, zk, zl ∈ H1̄}.

We denote by Λ(m,d) the set of compositions of d with m (non-negative) parts. Set

Λ+(m,d) := {λ = (λ1, . . . ,λm) ∈ Λ(m,d) | λ1 ≥ · · · ≥ λm}.
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Λ
J
+(m,d) :=

⊔

d1+···+dp−1=d

Λ+(m,d1)× · · ·× Λ+(m,dp−1).

Let S(m,d) be the classical Schur algebra, see [G1]. The irreducible S(m,d)-modules are

{L(λ) | λ ∈ Λ+(m,d)}, (3.2)

where L(λ) is the irreducible S(m,d)-module with highest weight λ, see [G1, 3.5a].

3.2. Zigzag Schur algebras. Let Mm(Z) be the superalgebra of m × m matrices with
entries in Z. For z ∈ Z, we denote by ξzr,s ∈ Mm(Z) the matrix with z in the position (r, s)
and zeros elsewhere. We write

ξr,s := ξ1Zr,s =
∑

j∈J

ξ
ej
r,s.

The group Sd acts on Mm(Z)⊗d on the right by algebra automorphisms, such that for
all r1, s1, . . . , rd, sd ∈ [m], σ ∈ Sd and homogeneous z1, . . . , zd ∈ Z, we have

(ξz1r1,s1 ⊗ · · · ⊗ ξzdrd,sd)
σ = (−1)〈σ;z〉ξzσ1

rσ1,sσ1
⊗ · · ·⊗ ξzσd

rσd,sσd
.

We consider the superalgebra of invariants SZ(m,d)Z :=
(

Mm(Z)⊗d
)Sd . Note that

SZ0
(m,d)Z is a natural subalgebra of the even part SZ(m,d)Z,0̄. Moreover, the alge-

bra SZ(m,d)Z inherits a (non-negative) grading from Z, with the degree zero component

SZ(m,d)0
Z
being exactly SZ

0
(m,d)Z. For (z, r, s) ∈ SeqH(m,d)/Sd, we have elements

ξzr,s :=
∑

(z′,r′,s′)∼(z,r,s)

(−1)〈z,r,s〉+〈z′,r′,s′〉ξ
z′1

r′1,s
′

1
⊗ · · ·⊗ ξ

z
′

d

r′
d
,s′

d

∈ SZ(m,d)Z.

Note that the similarly defined S(m,d)Z :=
(

Mm(Z)⊗d
)Sd is a Z-form of the classical

Schur algebra S(m,d) with standard Schur’s basis elements ξr,s as in [G1].
Let λ = (λ1, . . . ,λl) be a composition of d. We have the standard parabolic subgroup

Sλ := Sλ1 × · · ·×Sλl
≤ Sd, and we denote by λD the set of the shortest coset represen-

tatives for Sλ\Sd. Given ξ1 ∈ Mm(Z)⊗λ1 , . . . , ξl ∈ Mm(Z)⊗λl , we define

ξ1 ∗ · · · ∗ ξl :=
∑

σ∈λD

(ξ1 ⊗ · · ·⊗ ξl)
σ. (3.3)

Lemma 3.4. [KM, Lemma 3.3]) The set {ξbr,s | (b, r, s) ∈ SeqB(m,d)/Sd} is a Z-basis

of SZ(m,d)Z. In particular,

⊔

d1+···+dp−1=d

{ξ
e
d1
1

r1,s1
∗ · · · ∗ ξ

e
dp−1
p−1

rp−1,sp−1 | (rj, sj) ∈ ([m]dj × [m]dj )/Sdj for all j ∈ J}

is a Z-basis of the degree zero part SZ0
(m,d)Z, and there is an isomorphism of algebras

SZ0
(m,d)Z

∼

!
⊕

d1+···+dp−1=d

S(m,d1)Z ⊗ · · ·⊗ S(m,dp−1)Z,

ξ
e
d1
1

r1,s1
∗ · · · ∗ ξ

e
dp−1
p−1

rp−1,sp−1 #! ξr1,s1 ⊗ · · ·⊗ ξrp−1,sp−1 .

Let (b, r, s) ∈ SeqB(m,d)/Sd. We denote

ηbr,s :=





∏

j∈J, r,s∈[m]

|{k ∈ [d] | (bk, rk, sk) = (cj, r, s)}|!



 ξbr,s.
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Let

TZ(m,d)Z := spanZ
{

ηbr,s | (b, r, s) ∈ SeqB(m,d)/Sd

}

⊆ SZ(m,d)Z.

By Lemma 3.4,
{

ηbr,s | (b, r, s) ∈ SeqB(m,d)/Sd

}

is a Z-basis of TZ(m,d)Z. By [KM,

Proposition 3.11], TZ(m,d)Z is a unital graded Z-subalgebra of SZ(m,d)Z.

Theorem 3.5. [EK1, Theorem 7.4] Let m ≥ d. Then TZ(m,d)Z is the unital Z-subalgebra

of SZ(m,d)Z generated by SZ0
(m,d)Z and the set

{ξz1,1 ∗ ξ
⊗λ2
2,2 ∗ · · · ∗ ξ⊗λm

m,m | z ∈ Z, λ2, . . . ,λm ∈ Z≥0, λ2 + · · ·+ λm = d− 1}.

We now extend scalars to k and denote TZ(m,d) := k ⊗Z TZ(m,d)Z, TZ(m,d)0 =
k ⊗Z TZ(m,d)0

Z
, ηbr,s := 1 ⊗ ηbr,s, etc. The algebra TZ(m,d) inherits the (non-negative)

grading from TZ(m,d)Z, and by Lemma 3.4, we have

TZ(m,d)0 = SZ
0
(m,d) ∼=

⊕

d1+···+dp−1=d

S(m,d1)⊗ · · ·⊗ S(m,dp−1). (3.6)

Proposition 3.7. Let m ≥ d. Then TZ(m,d) is the unital subalgebra of SZ(m,d) gener-
ated by the degree 0 elements of the form

ξ
e
d1
1

r1,s1
∗ · · · ∗ ξ

e
dp−1
p−1

rp−1,sp−1 (rj, sj ∈ [m]dj for all j ∈ J) (3.8)

and the degree 1 elements of the form

ξ
ai,j

1,1 ∗ ξ
e
d1
1

r1,r1 ∗ · · · ∗ ξ
e
dp−1
p−1

rp−1,rp−1 (rj ∈ {2, . . . ,m}dj for all j ∈ J). (3.9)

Proof. We use Theorem 3.5. Note that the degree of the generator ξz1,1 ∗ξ
⊗λ2
2,2 ∗ · · ·∗ξ⊗λm

m,m is

the degree of z. So such generators with deg(z) = 0 belong to TZ(m,d)0, which in view of
(3.6) and Lemma 3.4 is generated by the elements of the form (3.8). On the other hand, if

deg(z) = 1, we may assume that z is of the form aij, and we can write ξ
aij

1,1 ∗ξ
⊗λ2
2,2 ∗· · ·∗ξ⊗λm

m,m

as a linear combination of generators of the form (3.9).
Finally, suppose deg(z) = 2, in which case we may assume that z = cj for some j ∈ J .

Note that for i with |i− j| = 1 we have cj = aj,iai,j, therefore

ξ
cj

1,1 ∗ ξ
⊗λ2
2,2 ∗ · · · ∗ ξ⊗λm

m,m = (ξ
aj,i

1,1 ∗ ξ⊗λ2
2,2 ∗ · · · ∗ ξ⊗λm

m,m )(ξ
ai,j

1,1 ∗ ξ⊗λ2
2,2 ∗ · · · ∗ ξ⊗λm

m,m ).

Since we can write ξ
aj,i

1,1 ∗ξ⊗λ2
2,2 ∗ · · ·∗ξ⊗λm

m,m and ξ
ai,j

1,1 ∗ξ⊗λ2
2,2 ∗ · · ·∗ξ⊗λm

m,m as linear combinations

of generators of the form (3.9), the result follows. !

Recall from (3.6) that the algebra TZ(m,d) is non-negatively graded with the degree
zero component being a direct sum of tensor products of classical Schur algebras. Denoting
TZ(m,d)>0 :=

⊕

m>0 T
Z(m,d)m, we have

TZ(m,d)/TZ(m,d)>0 ∼= TZ(m,d)0 ∼=
⊕

d1+···+dp−1=d

S(m,d1)⊗ · · ·⊗ S(m,dp−1). (3.10)

So the modules over the algebra in the right hand side of (3.10) can be considered as
modules over TZ(m,d) by inflation.

Let λ = (λ(1), . . . ,λ(p−1)) ∈ Λ
J
+(m,d), so for each j ∈ J , we have λ(j) ∈ Λ+(m,dj) for

some dj ∈ Z≥0. Recalling (3.2), consider the irreducible (S(m,d1) ⊗ · · · ⊗ S(m,dp−1))-

module L(λ(1)) " · · · " L(λ(p−1)), extend it trivially to the module over the right hand
side of (3.10), and then inflate to TZ(m,d) to get the irreducible TZ(m,d)-module denoted
L(λ). Note that L(λ) is concentrated in degree 0. As TZ(m,d) is non-negatively graded,
we get:
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Lemma 3.11. Up to isomorphism, {qsL(λ) | s ∈ Z, λ ∈ Λ
J
+(m,d)} is a complete irre-

dundant set of irreducible graded TZ(m,d)-modules.

3.3. Extensions of irreducible modules over zigzag Schur algebras. We now study
the extensions of irreducible modules over TZ(m,d). The trivial shift case is easily reduced
to the extensions over classical Schur algebras in view of the following general lemma:

Lemma 3.12. Let t ∈ Z≥0, A =
⊕

r≥0A
r be a non-negatively graded finite dimensional

k-algebra and V,W be A0-modules considered as graded A-modules concentrated in degree
0 via inflation along A>0. Then:

(i) exttA(V, q
sW ) "= 0 implies s ≥ 0;

(ii) exttA(V,W ) ∼= ExttA0(V,W ).

Proof. By assumption, there exists a projective resolution · · · ! P1 ! P0 ! V with each
Pt concentrated in non-negative degrees, which already implies (i). Considering the degree
0 component P 0

t of each Pt, we get an exact sequence of A0-modules · · · ! P 0
1 ! P 0

0 ! V ,
with homA(Pt,W ) ∼= HomA0(P 0

t ,W ). To complete the proof of (ii), it remains to notice
that each P 0

t is a projective A0-module. !

Corollary 3.13. Let λ = (λ(1), . . . ,λ(p−1)) and µ = (µ(1), . . . , µ(p−1)) be elements of

Λ
J(m,d) with λ(j) ∈ Λ+(m,dj) and µ(j) ∈ Λ+(m, cj) for all j ∈ J . Then for any t ≥ 0,

we have extt
T Z(m,d)

(L(λ), L(µ)) = 0, unless cj = dj for all j ∈ J , in which case

exttT Z(m,d)(L(λ), L(µ))
∼=

⊕

t1+···+tp−1=t

⊗

j∈J

Ext
tj
S(m,dj)

(L(λ(j)), L(µ(j))).

Proof. This follows from Lemma 3.12(ii), (3.10) and the Künneth theorem. !

Theorem 3.14. Suppose m ≥ d. Let λ = (λ(1), . . . ,λ(p−1)) and µ = (µ(1), . . . , µ(p−1))

be elements of ΛJ(m,d) with λ(j) ∈ Λ+(m,dj) and µ(j) ∈ Λ+(m, cj) for all j ∈ J . Then
ext1

T Z(m,d)
(L(λ), qsL(µ)) "= 0 only if one of the following two conditions holds:

(i) s = 0, cj = dj for all j ∈ J , and there exists j ∈ J such that the following two

conditions hold: (a) Ext1S(m,dj)
(L(λ(j)), L(µ(j))) "= 0, (b) λ(i) = µ(i) for all i "= j.

In this case we have

ext1T Z(m,d)(L(λ), L(µ))
∼= Ext1S(m,dj)

(L(λ(j)), L(µ(j))).

(ii) s = 1 and there exist i, j ∈ J such that the following four conditions hold: (a)
|i− j| = 1, (b) ci = di + 1, (c) cj = dj − 1, (d) ck = dk for all k "= i, j.

Proof. If s = 0, the result comes from Corollary 3.13. Let s "= 0. Consider an extension

0 ! qsL(µ)
ι
! E ! L(λ) ! 0

in the category of graded TZ(m,d)-modules. We prove that the extension splits unless the
condition (ii) holds. Recall that En denotes the degree n component of the graded vector
space E. We have E = Es ⊕ E0 as vector spaces, with Es = ι(qsL(µ)) being a TZ(m,d)-
submodule and it suffices to prove that E0 is a TZ(m,d)-submodule. By Proposition 3.7,
TZ(m,d) is generated by degree 0 elements together with degree 1 elements of the form
(3.9). Degree zero elements leave E0 invariant, and degree 1 elements send E0 to E1, so
we may assume that s = 1, in which case all elements of the form (3.9) still annihilate E0

unless there exist i, j ∈ J such that the conditions (a)–(d) in (ii) hold. !

It is a classical fact going back to [G2] that the module category over S(m,d) is a
highest weight category, cf. [P, (2.5.3)]. In particular, by [CPS, Lemma 3.2(b)], S(m,d)
has no non-trivial self-extensions. So from the theorem and (3.1) we get:
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Corollary 3.15. Suppose m ≥ d. Then Ext1T Z(m,d)(L,L) = 0 for any irreducible TZ(m,d)-

module L.

3.4. RoCK blocks. We refer the reader to [CK,T,EK2] for the information and notation
concerning RoCK blocks of the symmetric groups. Our conventions are as in [EK2, §5].
Let d ∈ Z≥0 and ρ ∈ Pr be a d-Rouquier core. This means that ρ is a core and there is an
abacus display for ρ which has at least d− 1 more beads on runner i+ 1 than on runner
i for all i = 0, . . . , p − 2. Let n = r + dp. Recalling the notation of §2.4, the block Bρ,d is
then called a RoCK block. The algebra Bρ,d has a KLR grading, see [BK1,R].

Theorem 3.16. [EK2] Let d ∈ Z≥0, ρ ∈ Pr be a d-Rouquier core and m ≥ d. Then
Bρ,d and TZ(m,d) are Morita equivalent as graded algebras.

We can now prove Theorem A:

Corollary 3.17. Let λ ∈ P
p-reg
ρ,d for a d-Rouquier core ρ. Then Ext1

Sn
(Dλ,Dλ) = 0.

Proof. The result follows immediately from Theorem 3.16 and Corollary 3.15. !

Remark 3.18. The Morita equivalence of Theorem 3.16 can be used to translate the rest
of Theorem 3.14 into the language of symmetric groups, using the observation that under
the Morita equivalence the irreducible TZ(m,d)-module L(λ) with λ = (λ(1), . . . ,λ(p−1))
corresponds to Dλ where λ ∈ Pρ,d is the partition with quot(λ) = (∅,λ(1), . . . ,λ(p−1)).
We sketch the proof of the latter fact. One needs to observe, using the formal characters of
Specht modules of [BKW] and [EK2, Corollary 6.23], that under the Morita equivalence
the Specht module Sλ corresponds to a TZ(m,d)-module ∆

λ such that the weight λ :=

(λ(1), . . . ,λ(p−1)) appears in the formal character of ∆λ, and µ ∈ Λ
J(m,d) appears in the

formal character of ∆λ only if µ ! λ. Here the dominance order ! on p-multipartitions
is defined by moving boxes up within a component or to the bigger component. Then the
result follows by induction on ! starting with the largest multipartition (∅, . . . ,∅, (d)).

4. Translation functors

In this section, we do not assume p > 2.

4.1. On the structure of e
(r)
i Dλ and f

(r)
i Dλ. Throughout the subsection, we fix λ ∈

P
p-reg
n and i ∈ I. Recall from Lemma 2.21(i) that for r ≤ εi(λ) (resp. r ≤ ϕi(λ)) the mod-

ule e
(r)
i Dλ (resp. f

(r)
i Dλ) has simple socle and head both isomorphic to Dẽriλ (resp. Df̃r

i λ).

It will be crucial for us to analyze the quotient (e
(r)
i Dλ)/Dẽri λ (resp. (f

(r)
i Dλ)/Df̃r

i λ). Re-
sults regarding the structure of these quotients have been provided in [KMT, §3.2] for
the special case of r = 1. In this subsection we generalize these results to r > 1.

Lemma 4.1. Let ν ∈ P
p-reg
m , 0 < t < ϕi(ν), and B1, . . . , Bϕi(ν) be the i-conormal nodes

of ν labeled from top to bottom. If νBt+1 is p-regular, then

dimHomSm+1(e
(t−1)
i Df̃ t

i ν , fiD
ν/Df̃iν) ≤ t− 1.

Proof. By [KMT, Lemma 3.11] and duality, there exist submodules

0 ⊆ V1 ⊆ · · · ⊆ Vϕi(ν) = fiD
ν

such that [Va : Df̃iν ] = a and socVa
∼= headVa

∼= Df̃iν for all a. On the other hand,
by [BK2, Remark on p.83], there exist submodules

0 = W0 ⊆ W1 ⊆ · · · ⊆ Wϕi(ν) = fiD
ν

such that for all a = 1, . . . ,ϕi(ν), we have that Wa/Wa−1 is a non-zero submodule of the

dual Specht module (SνBa
)∗ and [Wa/Wa−1 : Df̃iν ] = 1.
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By the assumption that νBt+1 is p-regular, we have DνBt+1 ∼= soc(Wt+1/Wt). Taking
X = Wt and Y = Wt+1 in Lemma 2.6(ii), we deduce that Vt+1 (and then any Va with

a ≥ t+ 1) has a composition factor DνBt+1
. On the other hand, if Bt+1 is in row r, then

∑

l≥r(ν
Bt+1)l = 1+

∑

l≥r(f̃
t
i ν)l. So, by Corollary 2.26, DνBt+1

is not a composition factor

of e
(t−1)
i Df̃ t

i ν .

Let ψ : e
(t−1)
i Df̃ t

i ν ! fiD
ν/Df̃iν be a non-zero homomorphism. We have Df̃iν ∼=

head e
(t−1)
i Df̃ t

i ν , so Df̃iν ∼= head Imψ. By Lemma 2.6(i), we have Imψ = Va/D
f̃iν for some

a. Since DνBt+1
is a composition factor of Vt+1, Vt+2, . . . but it is not a composition factor

of e
(t−1)
i Df̃ t

i ν , it follows that a ≤ t. Thus

dimHomSm+1(e
(t−1)
i Df̃ t

i ν , fiD
ν/Df̃iν) = dimHomSm+1(e

(t−1)
i Df̃ t

i ν , Vt/D
f̃iν).

Moreover since [Vt/D
f̃iν : Df̃iν ] = t− 1 and Df̃iν ∼= head e

(t−1)
i Df̃ t

i ν , we deduce that

dimHomSm+1(e
(t−1)
i Df̃ t

i ν , Vt/D
f̃iν) ≤ t− 1,

completing the proof. !

Lemma 4.2. For 0 ≤ s < r ≤ ϕi(λ), there exists a unique submodule of f
(s+1)
i Df̃r−s−1

i λ

which is isomorphic to f
(s)
i Df̃r−s

i λ.

Proof. We will repeatedly use Lemma 2.21. Apply the exact functor f
(s)
i to the embedding

Df̃r−s
i λ !֒fiD

f̃r−s−1
i λ to get

f
(s)
i Df̃r−s

i λ !֒f
(s)
i fiD

f̃r−s−1
i λ ∼= (f

(s+1)
i Df̃r−s−1

i λ)⊕s+1,

and note that soc(f
(s)
i Df̃r−s

i λ) ∼= Df̃r
i λ ∼= soc(f

(s+1)
i Df̃r−s−1

i λ) is simple. Thus f
(s)
i Df̃r−s

i λ

is isomorphic to a submodule of f
(s+1)
i Df̃r−s−1

i λ by Lemma 2.2. For uniqueness apply
Lemma 2.1. !

Let 0 ≤ s < r ≤ ϕi(λ). In view of Lemma 4.2, we can write unambiguously f
(s)
i Df̃r−s

i λ ⊆

f
(s+1)
i Df̃r−s−1

i λ and define

Mλ,i,r,s := (f
(s+1)
i Df̃r−s−1

i λ)/(f
(s)
i Df̃r−s

i λ).

Applying the exact functor f s
i to the embedding Df̃r−s

i λ !֒fiD
f̃r−s−1
i λ, we define the quo-

tient

Nλ,i,r,s := (f s+1
i Df̃r−s−1

i λ)/(f s
i D

f̃r−s
i λ) ∼= f s

i ((fiD
f̃r−s−1
i λ)/Df̃r−s

i λ) = f s
i Mλ,i,r−s,0.

Moreover,

f s
i D

f̃r−s
i λ ∼= (f

(s)
i Df̃r−s

i λ)⊕s! and f s+1
i Df̃r−s−1

i λ ∼= (f
(s+1)
i Df̃r−s−1

i λ)⊕(s+1)!.

Taking M = f s
i D

f̃r−s
i λ, N = f s+1

i Df̃r−s−1
i λ, V = f

(s)
i Df̃r−s

i λ, and W = f
(s+1)
i Df̃r−s−1

i λ in
Lemma 2.3 we get:

Nλ,i,r,s
∼= M⊕s!

λ,i,r,s ⊕ (f
(s+1)
i Df̃r−s−1

i λ)⊕(s+1)!−s!. (4.3)

Proposition 4.4. Let B1, . . . , Bϕi(λ) be the i-conormal nodes of λ labeled from top to

bottom. If 1 ≤ r < ϕi(λ) and λBr+1 ∈ P
p-reg
n+1 then Df̃r

i λ "⊆ Mλ,i,r,s for all 0 ≤ s < r.

Proof. By remarks preceding the theorem, using Lemmas 2.19 and 2.21, we get:

dimHomSn+r
(Df̃r

i λ,Mλ,i,r,s)
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=
1

s!
dimHomSn+r

(Df̃r
i λ, Nλ,i,r,s)− s dimHomSn+r

(Df̃r
i λ, f

(s+1)
i Df̃r−s−1

i λ)

=
1

s!
dimHomSn+r

(Df̃r
i λ, f s

i Mλ,i,r−s,0)− s

=
1

s!
dimHomSn+r−s

(esiD
f̃r
i λ,Mλ,i,r−s,0)− s

= dimHomSn+r−s
(e

(s)
i Df̃r

i λ,Mλ,i,r−s,0)− s.

So it is enough to prove that dimHomSn+r−s
(e

(s)
i Df̃r

i λ,Mλ,i,r−s,0) ≤ s. By Lemma 2.12

we have that (f̃ r−s−1
i λ)Br+1 ∈ P

p-reg
n+r−s, and the required inequality comes by taking

ν = f̃ r−s−1
i λ and t = s+ 1 in Lemma 4.1. !

Theorem 4.5. Let λ ∈ P
p-reg
n and B1, . . . , Bϕi(λ) be the i-conormal nodes of λ labeled from

top to bottom. If r ≤ ϕi(λ) and Df̃r
i λ ⊆ (f

(r)
i Dλ)/Df̃r

i λ then r < ϕi(λ) and λBr+1 "∈ P
p-reg
n+1 .

Proof. If r = ϕi(λ) then by Lemma 2.21, f
(r)
i Dλ ∼= Df̃r

i λ, so we may assume 1 ≤ r < ϕi(λ).
By Lemma 4.2, we have a filtration

Df̃r
i λ ⊆ fiD

f̃r−1
i λ ⊆ · · · ⊆ f

(r)
i Dλ.

So if Df̃r
i λ ⊆ (f

(r)
i Dλ)/Df̃r

i λ then Df̃r
i λ ⊆ (f

(s+1)
i Df̃r−s−1

i λ)/(f
(s)
i Df̃r−s

i λ) = Mλ,i,r,s for

some 0 ≤ s < r. Now λBr+1 "∈ P
p-reg
n+1 by Proposition 4.4. !

Theorem 4.6. Let λ ∈ P
p-reg
n and A1, . . . , Aεi(λ) be the i-normal nodes of λ, labeled from

bottom to top. If r ≤ εi(λ) and Dẽri λ ⊆ (e
(r)
i Dλ)/Dẽri λ then r < εi(λ) and λAr+1 "∈ P

p-reg
n−1 .

Proof. If r = εi(λ) then by Lemma 2.21, e
(r)
i Dλ ∼= Dẽri λ, so we may assume 1 ≤ r < εi(λ).

By Lemma 2.11 and 2.12, we have λAr+1 "∈ P
p-reg
n−1 if and only if (ẽ

εi(λ)
i λ)Ar "∈ P

p-reg
n−εi(λ)+1.

Since Ar is the (εi(λ)−r+1)-th i-conormal nodes of ẽ
εi(λ)
i λ counting from the top, we have

1 ≤ εi(λ) − r < ϕi(ẽ
εi(λ)
i λ), and then e

(r)
i Dλ ⊆ f

(εi(λ)−r)
i Dẽ

εi(λ)
i λ, thanks to [M, Lemma

3.3]. The result now follows from Theorem 4.5. !

4.2. Some consequences for self-extensions. The following result explains our inter-

est in the socle of (f
(r)
i Dµ)/Df̃r

i µ.

Lemma 4.7. Let λ ∈ P
p-reg
n , i ∈ I, r := εi(λ), s := ϕi(λ), µ := ẽriλ, ν := f̃ s

i λ. We have
exact sequences:

0 ! HomSn(D
λ, (f

(r)
i Dµ)/Dλ) ! Ext1Sn

(Dλ,Dλ) ! Ext1Sn−r
(Dµ,Dµ),

0 ! HomSn(D
λ, (e

(s)
i Dν)/Dλ) ! Ext1Sn

(Dλ,Dλ) ! Ext1Sn+s
(Dν ,Dν).

Proof. We obtain the first sequence, the argument for the second one being dual. We may

assume that r > 0. By Lemma 2.21 we have a short exact sequence 0 ! Dλ ! f
(r)
i Dµ !

(f
(r)
i Dµ)/Dλ ! 0. Apply HomSn(D

λ,−) we get an exact sequence

0 ! HomSn(D
λ,Dλ) ! HomSn(D

λ, f
(r)
i Dµ) ! HomSn(D

λ, (f
(r)
i Dµ)/Dλ)

! Ext1Sn
(Dλ,Dλ) ! Ext1Sn

(Dλ, f
(r)
i Dµ).

By Lemmas 2.20 and 2.21 we have

ExtkSn
(Dλ, f

(r)
i Dµ) ∼= ExtkSn−r

(e
(r)
i Dλ,Dµ) ∼= ExtkSn−r

(Dµ,Dµ)

for k ≥ 0, and the result follows. !



SELF-EXTENSIONS OVER SYMMETRIC GROUPS 17

The following result developing Lemma 2.22 is a very useful tool:

Lemma 4.8. Let λ ∈ P
p-reg
n , i ∈ I, r := εi(λ), s := ϕi(λ), µ := ẽriλ, ν := f̃ s

i λ,
B1, . . . , Br+s be the i-conormal nodes of µ labeled from top to bottom, and A1, . . . , Ar+s

be the i-normal nodes of ν labeled from bottom to top.

(i) We have an embedding Ext1
Sn

(Dλ,Dλ)!֒Ext1
Sn−r

(Dµ,Dµ), unless s > 0 and

µBr+1 is not p-regular.
(ii) We have an embedding Ext1

Sn
(Dλ,Dλ)!֒Ext1

Sn+s
(Dν ,Dν), unless r > 0 and

νAs+1 is not p-regular.

Proof. We prove (i), the proof of (ii) being dual. In view of Lemma 2.22 we may as-
sume that s > 0. If µBr+1 is p-regular then taking λ = µ in Theorem 4.5, we get

HomSn(D
λ, (f

(r)
i Dµ)/Dλ) = 0. The result now follows from Lemma 4.7. !

Definition 4.9. Let λ be a p-regular partition and i ∈ I. We say that λ is i-difficult if
εi(λ),ϕi(λ) > 0 and λB

A is not p-regular for A being the i-good and B being the i-cogood
nodes for λ.

Corollary 4.10. Let λ ∈ P
p-reg
n , i ∈ I, r := εi(λ), s := ϕi(λ), µ := ẽriλ and ν := f̃ s

i λ. If
λ is not i-difficult then we have embeddings

Ext1Sn
(Dλ,Dλ)!֒Ext1Sn−r

(Dµ,Dµ) and Ext1Sn
(Dλ,Dλ)!֒Ext1Sn+s

(Dν ,Dν).

Proof. We prove the first embedding, the proof of the second one is dual. Let B1, . . . , Br+s

be the i-conormal nodes of µ labeled from top to bottom. Note that λ = µB1,...,Br , Br

is the i-good node for λ, and Br+1 is the i-cogood node for λ. Moreover, in view of

Lemma 2.12, µBr+1 is not p-regular only if λ
Br+1

Br
is not p-regular. So the result follows

from Lemma 4.8(i). !

Given a partition λ ∈ P
p-reg
n and i ∈ I with r := εi(λ) > 0 one might hope to

use Corollary 4.10 to obtain an embedding Ext1
Sn

(Dλ,Dλ)!֒Ext1
Sn−r

(Dẽri λ,Dẽri λ) and
proceed by induction on the degree n. By Lemma 2.12, for the i-good node A and the
i-cogood node B for λ we have that λB

A is not p-regular if and only if B = A+(p− 1,−1).
Therefore the critical cases are partitions of the form

λ = (λ1, . . . ,λm, a+ 1, ap−2, a− 1,λm+p+1, . . .), (4.11)

where A := (m+ 1, a+ 1) is good and B := (m+ p, a) is cogood for λ. For some of these
we still have a degree reduction:

Lemma 4.12. Let p > 2 and λ ∈ P
p-reg
n be of the form λ = ((a+1)c, ap−2, a−1, . . .) with

a, c ≥ 1. If A := (c, a+1) is good and B := (c+ p− 1, a) is cogood for λ, then we have an
embedding Ext1

Sn
(Dλ,Dλ)!֒Ext1

Sn−1
(DλA ,DλA).

Proof. Note that resA = resB. We denote this residue by i. Note that εi(λ) = 1, so
ε−i(λ

M) = 1, ϕ−i(λ
M) = ϕi(λ) > 0. Let A′ (resp. B′) be the (−i)-good ((−i)-cogood) node

of λM. If we can show that (λM)B
′

A′ is p-regular then by Corollary 4.10, there exists an embed-

ding Ext1
Sn

(DλM ,DλM)!֒Ext1
Sn−1

(D(λA)M ,D(λA)M), and the lemma follows by (2.14). Recall

from [M,FK,BO] the Mullineux algorithm for computing λM. Let λ = λ0,λ1, . . . ,λt = ∅
be the partitions obtained from λ by recursively removing the p-rim. If t = 1, then by
assumption we have that λ = (2, 1p−2) = (n)M and then Ext1

Sn
(Dλ,Dλ) = 0, so we may

assume that t > 1.
Note that λu = ((a(p − 1) + c − up)M, . . .) for all 0 ≤ u < t (this holds by induction

by definition of the p-rim, the case u = 0 holding by assumption). So by [BKZ, Lemma
2.2] we have that the first row of (λu)M is (λu)M1 = a(p − 1) + c − up for all 0 ≤ u < t.
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In particular, (λ0)M1 − (λ1)M1 = p. Hence λM1 − λM2 ≥ p − 1 by definition of the Mullineux
bijection (the first segment of the p-rim of λM has length p and is contained in the first
row, in particular the last p nodes on the first row of λM are contained in the rim of λM).
So the top removable node of λM is (1, a(p− 1) + c) = (1,λM1). Since this node has residue
−i and is normal in λM we have from ε−i(λ

M) = 1 that (1, a(p − 1) + c) = A′. Since

λM1 − λM2 ≥ p− 1 ≥ 2 it follows that (λM)B
′

A′ is p-regular. !

4.3. Additional results on translation functors and some consequences.

Lemma 4.13. If Dµ ∼= Sν for some µ ∈ P
p-reg
n and ν ∈ Pn, then εi(µ) = ε′i(ν) and

ϕi(µ) = ϕ′
i(ν) for all i ∈ I.

Proof. By Lemma 2.21, εi(µ) = max{r|e
(r)
i Dµ "= 0}. By Lemma 2.24, ε′i(ν) = max{r|e

(r)
i Sν "=

0}. The result for εi’s follows. The argument for ϕi’s is similar. !

Lemma 4.14. Suppose Dµ ∼= Sν for some µ ∈ P
p-reg
n and ν ∈ Pn. Let i ∈ I and

0 ≤ r ≤ ε′i(ν) (resp. 0 ≤ r ≤ ϕ′
i(ν)). Then for the Specht filtration e

(r)
i Sν ∼ Sν1 | . . . | Sνs

(resp. f
(r)
i Sν ∼ Sν1 | . . . | Sνs) from Lemma 2.24 we have:

(i) νs = êri ν (resp. νs = f̂ r
i ν);

(ii) s =
(

ε′i(ν)
r

)

=
(

εi(µ)
r

)

(resp. s =
(

ϕ′

i(ν)
r

)

=
(

ϕi(µ)
r

)

);

(iii) [Sνk : Dẽriµ] = 1 for 1 ≤ k ≤ s (resp. [Sνk : Df̃r
i µ] = 1) for all 1 ≤ k ≤ s;

(iv) headS êri ν ∼= Dẽriµ (resp. headS f̂r
i ν ∼= Df̃r

i µ).

Proof. We give the argument for e’s, the argument for f ’s being similar. Part (i) is
clear from Lemma 2.24. Part (ii) follows from Lemmas 2.24 and 4.13. Part (iv) follows

immediately from the fact that head e
(r)
i Dµ ∼= Dẽriµ, see Lemma 2.21. To prove part (iii),

let 1 ≤ k ≤ s. By Lemma 2.24, we have e
(ε′i(ν)−r)
i Sνk ∼= Sσ where σ := ê

ε′i(ν)
i ν. By

Lemma 2.21, e
(εi(µ)−r)
i Dẽri µ ∼= Dρ where ρ := ẽ

εi(µ)
i µ. But ε′i(ν) = εi(µ), so Sσ ∼= Dρ.

Hence [Sνk : Dẽri µ] ≤ [Sσ : Dρ] = 1. However, by Lemma 2.21, we have

[e
(r)
i Sν : Dẽriµ] = [e

(r)
i Dµ : Dẽriµ] =

(

εi(µ)

r

)

= s,

Hence [Sνk : Dẽri µ] = 1 for every 1 ≤ k ≤ s. !

Lemma 4.15. Let µ ∈ P
p-reg
n , ν ∈ Pn, and Dµ be a composition factor of Sν. Then

(i) εi(µ) ≤ ε′i(ν) and ϕi(µ) ≤ ϕ′
i(ν) for all i ∈ I;

(ii) If Dµ appear in the head of Sν and εi(ν) = ε′i(ν) (equiv. ϕi(ν) = ϕ′
i(ν)) for some

i ∈ I, then εi(µ) = ε′i(ν) (equiv. ϕi(µ) = ϕ′
i(ν)).

Proof. By Lemma 2.21, e
(εi(µ))
i Dµ "= 0. In particular e

(εi(µ))
i Sν "= 0 and then εi(µ) ≤ ε′i(ν)

by Lemma 2.24. Similarly ϕi(µ) ≤ ϕ′
i(ν).

Clearly ϕi(ν) − εi(ν) = ϕ′
i(ν) − ε′i(ν). Further ϕi(µ) − εi(µ) = ϕi(ν) − εi(ν) by [K2,

Lemma 8.5.8]. So εi(ν) = ε′i(ν) and ϕi(ν) = ϕ′
i(ν) are equivalent, as are εi(µ) = ε′i(ν) and

ϕi(µ) = ϕ′
i(ν).

By part (i), it is enough to show that ε′i(ν) ≤ εi(µ). The assumption εi(ν) = ε′i(ν)
implies that the i-removable nodes of ν occur above any of its i-addable nodes. Let r :=

ε′i(ν) and consider the partition êri ν. By Lemma 2.24 we have a surjection f
(r)
i S êri ν#Sν ,

which yields an embedding HomSn(S
ν ,Dµ)!֒HomSn(f

(r)
i S êri ν ,Dµ). Since Dµ is in the

head of Sν we deduce

HomSn(S
êri ν , e

(r)
i Dµ) ∼= HomSn(f

(r)
i S êri ν ,Dµ) "= 0.
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In particular, e
(r)
i Dµ "= 0. Hence, by Lemma 2.21 we get that ε′i(ν) = r ≤ εi(µ). !

Lemma 4.16. Let µ ∈ P
p-reg
n with εi(µ) = 0, and ν ∈ Pn with ε′i(ν) > 0. Let A be the

top i-removable node of ν. If A is normal for ν then HomSn(S
ν ,Dµ) = 0.

Proof. By assumption, ν does not have any i-addable nodes above A. So by Lemma 2.24
we have a surjection fiS

νA#Sν , which yields an embedding

HomSn(S
ν ,Dµ)!֒HomSn−1(fiS

νA ,Dµ) ∼= HomSn−1(S
νA , eiD

µ).

Since εi(µ) = 0, we have eiD
µ = 0, and the result follows. !

The following result is similar to Lemma 4.16 and has a similar proof which we skip:

Lemma 4.17. Let µ ∈ P
p-reg
n with ϕi(µ) = 0, and ν ∈ Pn with ϕ′

i(ν) > 0. Let B be the
lowest i-addable node of ν. If B is conormal for ν then HomSn(S

ν ,Dµ) = 0.

5. Connecting to irreducible Specht modules

In this section we prove Theorem D. We assume that p > 2, fix λ ∈ P
p-reg
n , i ∈ I, and

set r := εi(λ), µ := ẽriλ, so that Dµ ∼= e
(r)
i Dλ by Lemma 2.21. We assume that Dµ is

isomorphic to a Specht module, i.e. Dµ ∼= Sν for some ν ∈ Pn−r. By Lemma 4.13, we
have ϕl(µ) = ϕ′

l(ν) for all l ∈ I. Theorem D follows from Propositions 5.6, 5.10, 5.13 and
5.17 proved below.

5.1. Self-extensions for Irreducible Specht Modules. Suppose for the moment that
Dλ itself is isomorphic to a Specht module. By Lemmas 4.13 and 2.24, Dλ satisfies the
assumptions of Theorem D, and so the equality Ext1

Sn
(Dλ,Dλ) = 0 is a special case of

that theorem. This special case is known for p > 3, see [KN, Theorem 3.3(c)]. As a step
towards the proof of Theorem D, we give an independent proof that covers the case p = 3.

Lemma 5.1. Let κ ∈ Pn and Sκ be an irreducible Specht module. There exists a sequence
of partitions κ = κ1,κ2, . . . ,κs such that:

(i) Sκu
is irreducible for u = 1, . . . , s;

(ii) Sκs
lies in a RoCK block;

(iii) For u = 1, . . . , s−1, we have Sκu+1 ∼= f
(ϕ′

iu
(κu))

iu
Sκu

and Sκu ∼= e
(ϕ′

iu
(κu))

iu
Sκu+1

for
some iu ∈ I.

Proof. This follows from [F1, Lemmas 3.1 and 3.2] and Lemma 2.24. For the irreducibility

in (i) one may also argue in the following way. Since Sκ1 ∼= Dµ for some µ ∈ P
p-reg
n we

have that ϕ′
i1
(κ1) = ϕi1(µ) := r by Lemma 4.13. Now Lemma 2.21(iv) gives that

Sκ2 ∼= f
(r)
i1

Sκ1 ∼= f
(r)
i1

Dµ ∼= D
f̃r
i1
µ
,

and so Sκ2
is irreducible. Repeating this argument one obtains immediately the result. !

Proposition 5.2. If Dλ ∼= Sκ for some κ ∈ Pn, then Ext1
Sn

(Dλ,Dλ) = 0.

Proof. Let κ = κ1,κ2 ∈ Pn2 , . . . ,κ
s ∈ Pns be as in Lemma 5.1. By Lemma 2.20, we have

Ext1Sn
(Sκ1

, Sκ1
) ∼= Ext1Sn2

(Sκ2
, Sκ2

) ∼= . . . ∼= Ext1Sns
(Sκs

, Sκs

).

Now Ext1
Sns

(Sκs
, Sκs

) = 0 by Corollary 3.17 and we are done. !

Corollary 5.3. Let λ ∈ P
p-reg
n , r := εi(λ), µ := ẽriλ, and let B1, . . . , Bϕi(λ) be the i-

conormal nodes of µ labeled from top to bottom. Suppose that Dµ is isomorphic to a
Specht module. Then Ext1

Sn
(Dλ,Dλ) = 0 unless 0 < r < ϕi(µ) and µBr+1 is not p-regular.
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Proof. By Proposition 5.2 and Lemma 2.20, we may assume that 0 < r < ϕi(µ). Since
Ext1

Sn−r
(Dµ,Dµ) = 0 by Proposition 5.2, the result follows from Lemma 4.8. !

Example 5.4. Let λ = (b, 2, 1p−2) with b ≡ 1 (mod p) . The Specht module S(b,1p)

is irreducible for example by [J1, Theorem 23.7], and (b, 1p)R = (b, 2, 1p−2). Therefore,

Dλ ∼= S(b,1p) and we have Ext1
Sp+b

(Dλ,Dλ) = 0 by Proposition 5.2.

5.2. The case µ = ν is p-restricted. By Lemma 2.16, in this case µ is a core.

Lemma 5.5. Let µ be a core, i ∈ I, and assume that µB is p-restricted for every i-addable
node B for µ. Then Ext1

Sn
(Dλ,Dλ) = 0.

Proof. By Lemma 2.23, we have e
(ε−i(λM))
−i DλM ∼= Sµ′

. As µB is p-restricted for every i-

addable node B for µ, we have that (µ′)C is p-regular for every (−i)-addable node C for
µ′. Now the result follows from Corollary 5.3 applied to λM instead of λ and (2.14). !

Proposition 5.6. If µ is a core then Ext1
Sn

(Dλ,Dλ) = 0.

Proof. Let ϕ := ϕi(µ) = ϕ′
i(µ) and B1, . . . , Bϕ be the i-addable nodes of µ labelled from

top to bottom. By Lemmas 5.5 and 2.13 we may assume that B1 = (1, µ1 + 1) and µB1

is not p-restricted. Moreover, by Corollary 5.3 we may assume that r < ϕ and µBr+1 is
p-singular.

We choose an abacus display of µ so that the i-addable nodes correspond to addable
positions on runner 0. Recall from §2.2 that positions on the abacus are labeled with
non-negative integers of the form l + pa with l ∈ I and a ∈ Z≥0. Assume that the last
bead on runner p−1 occurs at position p−1+pa. Since µB1 is not p-restricted, we deduce
that for l "= p− 1 the positions l + pa are unoccupied. Moreover since µBr+1 is p-singular
it follows that for l "= 0 the positions l + p(a − r + 1) are occupied. Since µ is a core we
we deduce that for l "= 0, the positions l + pc with c ≤ a − r + 1 are occupied. We write
s for the number of beads occurring on runner p − 2 below the position p− 2 + p(a− r).
The above reasoning implies that 1 ≤ s < r. An example of such a configuration is the
following (it is enough to depict only the runners p−2, p−1 and 0 for our considerations):

µ =

· · · · · ·

· · · · · ·

· · · · · ·

s
r

λ =

· · · · · ·

· · · · · ·

· · · · · ·

s

r

Note that ϕi−1(λ) = s and ε′i−1(λ) = 0. Set ξ := f̃ s
i−1λ. By Lemma 2.22 we have

Ext1Sn
(Dλ,Dλ) ∼= Ext1Sn+s

(Dξ,Dξ). (5.7)

Note that ϕi(ξ) = ϕ − r and set ρ := f̃ϕ−r
i ξ. Then εi−1(ρ) = s and let σ := ẽsi−1ρ. Then

σ is a core and in fact σ = f̃ϕ
i µ. Moreover, for any (i − 1)-addable node C of σ the

partition σC is p-restricted. So by Lemma 5.5, we have Ext1
Sn+s+ϕ−r

(Dρ,Dρ) = 0. Now,

by Lemma 2.20,

Ext1Sn+s
(Dξ, e

(ϕ−r)
i Dρ) ∼= Ext1Sn+s+ϕ−r

(f
(ϕ−r)
i Dξ,Dρ) ∼= Ext1Sn+s+ϕ−r

(Dρ,Dρ) = 0.

So Lemma 4.7 implies an isomorphism

HomSn+s
(Dξ, (e

(ϕ−r)
i Dρ)/Dξ) ∼= Ext1Sn+s

(Dξ,Dξ). (5.8)
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Now εi(ρ) = ϕ− s and if A1, . . . , Aϕ−s are the corresponding i-normal nodes of ρ labeled
from bottom to top, one easily sees that ρAϕ−r+1 is p-regular. So Theorem 4.6 implies that

HomSn+s
(Dξ, (e

(ϕ−r)
i Dρ)/Dξ) = 0. The result now follows from (5.8) and (5.7). !

5.3. The case µ = ν is not p-restricted. Since µ is not p-restricted, there exists a
non-restricted runner j for Γ(µ), see Lemma 2.16(ii). We choose Γ(µ) so that j = p − 1.

In view of Lemma 2.16, we then also have µ(l) = ∅ for all l "= p − 1. Let ϕ := ϕi(µ) and
B1, . . . , Bϕ the i-conormal nodes of µ labelled from top to bottom. These correspond to
addable positions on some runner m of Γ(µ). With this notation we have:

Lemma 5.9. If m "= 0 then Ext1
Sn

(Dλ,Dλ) = 0.

Proof. By (2.14), it suffices to prove that ExtSn(D
λM ,DλM) = 0. Since e

(r)
−iD

λM ∼= DµM ∼= Sµ′

by Lemma 2.23, the desired equality will follow from Corollary 5.3, once we check that
(µM)B is p-regular for any (−i)-addable node B of µM.

The isomorphism DµM ∼= Sµ′

implies µM = (µ′)R. By (2.7) and Lemma 2.16, we have

Γ(µ′) = Γ(µ)′, 0 is the non-regular runner of Γ(µ′), and (µ′)(l) = ∅ for all l "= 0. Consider
the abacus display Γ((µ′)R) = Γ(µ′)R as in Lemma 2.17. Let B be a (−i)-addable node
for (µ′)R, and let t be the corresponding addable position in Γ((µ′)R). Then t is on runner

p −m "= 0. By Lemma 2.17, we have that ((µ′)R)(0) = ∅, and if the last bead on runner
0 in Γ((µ′)R) occurs at position pa then every position b < pa is occupied in Γ((µ′)R).
Therefore t > pa. It follows that ((µ′)R)B is p-regular. !

Proposition 5.10. If µ = ν is not p-restricted then Ext1
Sn

(Dλ,Dλ) = 0.

Proof. We choose Γ(µ) as in the beginning of this subsection. By Lemma 5.9, we may
assume that the i-conormal nodes of µ correspond to addable positions on runner 0. In
view of Lemma 2.16, we must have B1 = (1, µ1 + 1). By Corollary 5.3 we may assume
that r < ϕ and µBr+1 is p-singular.

We may assume that the addable position in Γ(µ) corresponding to Br+1 is of the form
pa for some a ∈ Z>0. Then for all l "= 0 the positions l + pa are occupied, since µBr+1 is
p-singular. Since µ(l) = ∅ for l "= p−1 we deduce that every position b ≤ p−1+pa not on
runner 0 is occupied. Let the first unoccupied position on runner p− 1 be p− 1 + pc. By
Lemma 2.16(ii) every position b > p− 1 + pc not on runner p− 1 is unoccupied. Let s be
the number of beads on runner p−2 below position p−2+p(a−1). Then 1 ≤ s ≤ c−a+1.

Case 1: s ≤ c− a. An example of such a configuration is:

µ =

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

s

r
λ =

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

s

r

Note that ϕi−1(λ) = s and ε′i−1(λ) = 0. Setting ξ := f̃ s
i−1λ we have by Lemma 2.22:

Ext1Sn
(Dλ,Dλ) ∼= Ext1Sn+s

(Dξ,Dξ). (5.11)

Note that ϕi(ξ) = ϕ− r, and let ρ := f̃ϕ−r
i ξ. Note that εi(ρ) = ϕ− s and if A1, . . . , Aϕ−s

are the i-normal nodes of ρ labeled from bottom to top, one easily sees that ρAϕ−r+1 is

p-regular. So by Theorem 4.6 we have HomSn+s
(Dξ, (e

(ϕ−r)
i Dρ)/Dξ) = 0. So Lemma 4.7



22 HARALAMPOS GERANIOS, ALEXANDER KLESHCHEV, AND LUCIA MOROTTI

yields an embedding

Ext1Sn+s
(Dξ,Dξ)!֒Ext1Sn+s+ϕ−r

(Dρ,Dρ). (5.12)

Note that εi−1(ρ) = s. For σ := ẽsi−1ρ, we have that σ = f̃ϕ
i µ. By Lemma 4.13 ϕ = ϕ′

i(µ)

and so by Lemma 2.24 we get that Dσ ∼= f
(ϕ)
i Dµ ∼= f

(ϕ)
i Sµ ∼= Sσ, However, the (i − 1)-

addable nodes of σ do not correspond to addable positions on the non-restricted runner 0
of σ. Therefore, by Lemma 5.9 applied to σ instead of λ we get Ext1

Sn+s+ϕ−r
(Dρ,Dρ) = 0,

and so Ext1
Sn

(Dλ,Dλ) = 0 by (5.11) and (5.12).

Case 2: s = c− a+ 1. An example of such a configuration is:

µ =

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

s r
λ =

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

s
r

As in Case 1, ϕi−1(λ) = s, ε′i−1(λ) = 0 and so we have (5.11) for ξ := f̃ s
i−1λ. Note that

ϕi(ξ) = ϕ− r + 1. Setting ρ := f̃ϕ−r+1
i ξ we obtain, as in Case 1, an embedding (5.12).

Now εi−1(ρ) = s − 1. Let τ := ẽ
(s−1)
i−1 ρ. We claim that Sτ = Dτ . To see this note that

Γ(τ) is obtained from Γ(f̃ϕ
i µ) by removing the bead from position p− 2 + pc and placing

it to position p(c + 1). We have that τ (0) is the partition obtained by removing the first

column of (f̃ϕ
i µ)

(0). It follows that Γ(τ) satisfies the properties of Lemma 2.16 and so
Sτ = Dτ .

Now if τ is not p-restricted, then since the (i − 1)-addable nodes of τ do not corre-
spond to addable positions on the non-restricted runner 0, by Lemma 5.9 we obtain that
Ext1

Sn+s+ϕ−r
(Dρ,Dρ) = 0 and so Ext1

Sn
(Dλ,Dλ) = 0. If τ is p-restricted, and so a core,

the result follows by Proposition 5.6. !

5.4. The case ν is p-restricted but not p-regular. In this case we have µ = νR "= ν.

Proposition 5.13. If ν be p-restricted and p-singular then Ext1
Sn

(Dλ,Dλ) = 0.

Proof. By Lemma 2.23 we have e
(εi(λ))
−i DλM ∼= DµM ∼= Sν′ . Since ν is p-restricted, ν ′ is

p-regular, so ν ′ = µM. The result now follows directly by Proposition 5.10, applied to λM

instead of λ, and (2.14). !

5.5. The case ν is not p-restricted and not p-regular. In this case an abacus display
Γ(ν) has a non-restricted runner j and a non-regular runner k as in Lemma 2.16. Note
that µ = νR, and let Γ(µ) = Γ(ν)R be as in Lemma 2.17. Suppose that the i-addable
nodes of µ correspond to addable positions on the runner m of Γ(µ). With this notation
we have:

Lemma 5.14. We have Ext1
Sn

(Dλ,Dλ) = 0 unless k = m = j + 1.

Proof. By Lemma 2.17 µ(k) = ∅ and if the last bead on runner k occurs at position k+pa,
then every position b < k + pa is occupied. Therefore the addable nodes of µ occur at
unoccupied positions b > k + pa. Now if m "= k, then µB is p-regular for every i-addable
node B of µ. In this case Corollary 5.3 gives Ext1

Sn
(Dλ,Dλ) = 0. So we may assume that

m = k.



SELF-EXTENSIONS OVER SYMMETRIC GROUPS 23

Suppose k "= j + 1. By Lemma 2.23, e
(r)
−iD

λM ∼= DµM ∼= Sν′ , with ν ′ is not p-regular and
not p-restricted. Note that in Γ(ν ′) = Γ(ν)′, the runner k′ := p− 1− j is the non-regular
runner and j′ := p− 1− k is the non-restricted runner. Moreover the (−i)-addable nodes
of ν ′ are on runner m′ = p − 1 − (m − 1) = p − 1 − (k − 1) "= p − 1 − j = k′. By the

previous paragraph, Ext1
Sn

(DλM ,DλM) = 0, and in view of (2.14) we are done. !

Remark 5.15. From now on we choose Γ(ν) so that j = p − 1. In view of Lemma 5.14,
we may assume that k = m = 0. Let p − 1 + pd be the first unoccupied position on the
non-restricted runner p− 1 in Γ(ν). We may assume the following additional property:

(P) Position p− 2 + pd in Γ(ν) is unoccupied.

Indeed, suppose that position p− 2+ pd in Γ(ν) is occupied. We show that there exists
κ ∈ P

p-reg
t for some t such that

Ext1Sn
(Dλ,Dλ) ∼= Ext1St

(Dκ,Dκ), (5.16)

all the assumptions on λ hold for κ, and the corresponding property (P) holds for κ.
Assume first that there exists a runner l in Γ(ν) with 1 ≤ l < p − 2 such that position

l + pd is unoccupied. We may assume that l is maximal with this property. Set ℓ :=
i − (p − 1 − l) (mod p) . By Lemma 2.16, we have s := ε′ℓ(ν) > 0 and ϕ′

ℓ(ν) = 0. By
Lemma 4.13, we have then that εℓ(µ) = s and ϕℓ(µ) = 0. Since ℓ "= i − 1, i, i + 1,
we have that εℓ(λ) = s and ϕℓ(λ) = 0. Then Ext1

Sn
(Dλ,Dλ) ∼= Ext1

Sn−s
(Dẽs

ℓ
λ,Dẽs

ℓ
λ)

by Lemma 2.22. Moreover, e
(r)
i Dẽs

ℓ
λ ∼= S ês

ℓ
ν . In fact, Γ(êsℓν) is obtained by swapping

the runners l and l + 1 of Γ(ν). Repeat this process now for ẽsℓλ and the runner l + 1.

Eventually we get (5.16) for t = n − s(p − 2 − l) for κ with εi(κ) = r, e
(r)
i Dκ ∼= Sτ and

Γ(τ) obtained from Γ(ν) by swapping the runners l and p− 2.
Now assume that positions l + pd are occupied in Γ(ν) for all 1 ≤ l ≤ p − 2. If the

last bead on runner 0 appears at position pb then position 1 + pb is also occupied. By

Lemma 2.23, we have e
(r)
−iD

λM ∼= DµM ∼= Sν′ . Runner 0 in Γ(ν ′) = Γ(ν)′ is its non-regular
runner and runner p−1 is its non-restricted runner. Let p−1+pc be the first unoccupied
position on runner p − 1 of Γ(ν ′). Since position 1 + pb is occupied in Γ(ν), position
p− 2 + pc is unoccupied in Γ(ν ′), and so by (2.14), we have (5.16) with κ = λM.

Proposition 5.17. If ν is neither p-regular nor p-restricted then Ext1
Sn

(Dλ,Dλ) = 0.

Proof. As Dµ ∼= Sν , we have µ = νR. Let ϕ := ϕi(µ). In view of Lemma 2.20, we may
assume that ϕ > r ≥ 1. By Lemma 4.13, we have ϕ′

i(ν) = ϕ.
By Remark 5.15, we may assume that k = m = 0, j = p − 1, and if p − 1 + pd is

the first unoccupied position on runner p− 1 then position p− 2 + pd is also unoccupied.
As m = 0, an abacus display Γ(f̂ r

i ν) is obtained from Γ(ν) by sliding r beads, call them
a1, . . . , ar, from runner p− 1 to 0. Let (p− 1) + pct be the position of at. We assume that
c := c1 < · · · < cr. Let also p− 2 + pb be the position of the last bead on runner p− 2.

Case 1: b ≥ c. Let s := max{t | ct ≤ b}. Note that 1 ≤ s ≤ b − c + 1. An example of
such a configuration is:

ν =

· · · · · ·

· · · · · ·

· · · · · ·

f̂ r
i ν =

· · · · · ·

· · · · · ·

· · · · · ·
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Set ν1 := f̂ r
i ν. By Lemma 4.14 we have that headSν1 ∼= Dλ and [Sν1 : Dλ] = 1. Now

ε′i−1(ν
1) = 0 and so εi−1(λ) = 0 by Lemma 4.15(i). Moreover ϕi−1(ν

1) = ϕ′
i−1(ν

1) = s and

so ϕi−1(λ) = s, by Lemma 4.15(ii). Let ξ := f̃
(s)
i−1λ. Then Dξ ∼= f

(s)
i−1D

λ and Dλ ∼= e
(s)
i−1D

ξ.

Set ν2 := f̂ s
i−1ν

1. It follows using Lemma 2.20 that headSν2 ∼= Dξ, [Sν2 : Dξ] = 1 and

Ext1Sn
(Dλ,Dλ) ∼= Ext1Sn+s

(Dξ,Dξ). (5.18)

Note that ϕi(ν
2) = ϕ′

i(ν
2) = ϕ − r, so ϕi(ξ) = ϕ − r by Lemma 4.15(ii). Let ρ := f̃ϕ−r

i ξ

and ν3 := f̂ϕ−r
i ν2. Then Dρ is in the head of Sν3 .

By Lemma 2.24 we have that e
(ϕ−r)
i Sν3 has a Specht filtration with Sν2 being the top

Specht factor. Moreover, we have ϕ′
i−1(ζ) > 0 for any other Specht factor Sζ of the

filtration. If B is the lowest (i− 1)-addable node of such ζ, observe that B is conormal for
ζ. Since ϕi−1(ξ) = 0, we now deduce from Lemma 4.17 that HomSn+s

(Sζ ,Dξ) = 0. We

have e
(ϕ−r)
i Sν3 ∼ X|Dξ , withX ∼ Y | radSν2 and Y having a Specht filtration with factors

Sζ as above. We have HomSn+s
(radSν2 ,Dξ) = 0, since Dξ is the simple head of Sν2 and

[Sν2 : Dξ] = 1. Hence, HomSn+s
(X,Dξ) = 0. Since Dρ is in the head of Sν3 , we have that

rad(e
(ϕ−r)
i Dρ) is a quotient of X, and hence HomSn+s

(rad(e
(ϕ−r)
i Dρ),Dξ) = 0. Applying

HomSn+s
(−,Dξ) to the short exact sequence 0 ! rad(e

(ϕ−r)
i Dρ) ! e

(ϕ−r)
i Dρ ! Dξ ! 0

and using Lemma 2.20, we now obtain an embedding

Ext1Sn+s
(Dξ,Dξ)!֒Ext1Sn+s+ϕ−r

(Dρ,Dρ). (5.19)

Note that εi−1(ν
3) = ε′i−1(ν

3) = s and so εi−1(ρ) = s, by Lemma 4.15(ii). We set

σ := ẽsi−1ρ and ν4 := êsi−1ν
3. Then Dσ is in the head of Sν4 . Note that ν4 = f̂ϕ

i ν, so

Sν4 ∼= f
(ϕ)
i Sν ∼= f

(ϕ)
i Dµ ∼= Df̃ϕ

i µ ∼= Dσ is an irreducible Specht module. The non-regular
runner of Γ(ν4) is p − 1 and the non-restricted runner of Γ(ν4) is 0. By Lemma 5.14 we
deduce that Ext1

Sn+s+ϕ−r
(Dρ,Dρ) = 0 and so Ext1

Sn
(Dλ,Dλ) = 0 in view of (5.18) and

(5.19).

Case 2: b < c. Let s be the number of beads that occur on runner p − 1 below the
position p− 1+ pb. Hence we have that 1 ≤ r ≤ s. An example of such a configuration is:

ν =

· · · · · ·

· · · · · ·

· · · · · ·

s
r

f̂ r
i ν =

· · · · · ·

· · · · · ·

· · · · · ·

s− r

r

Set ν1 := f̂ r
i ν. By Lemma 4.14, we have headSν1 ∼= Dλ and [Sν1 : Dλ] = 1. Now

ϕ′
i−1(ν

1) = 0, so ϕi−1(λ) = 0 by Lemma 4.15(i). Moreover εi−1(ν
1) = ε′i−1(ν

1) = s − r,

so εi−1(λ) = s − r, by Lemma 4.15(ii). Let ξ := ẽ
(s−r)
i−1 λ and ν2 := ês−r

i−1ν
1. Then

Dξ ∼= e
(s−r)
i−1 Dλ and Dλ ∼= f

(s−r)
i−1 Dξ, hence headSν2 ∼= Dξ, [Sν2 : Dξ] = 1, and

Ext1Sn
(Dλ,Dλ) ∼= Ext1Sn−s+r

(Dξ,Dξ). (5.20)

Note that εi(ν
2) = ε′i(ν

2) = r, so εi(ξ) = r by Lemma 4.15(ii). Let ρ := ẽ
(r)
i ξ and

ν3 := êri ν
2. Then Dρ is in the head of Sν3 . Arguing as in Case 1, but using Lemma 4.16
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instead of Lemma 4.17, we obtain an embedding

Ext1Sn−s+r
(Dξ,Dξ)!֒Ext1Sn−s

(Dρ,Dρ). (5.21)

Note that ε′i−1(ν
3) = εi−1(ν

3) = r, so εi−1(ρ) = r by Lemma 4.15(ii). We set σ :=

ẽri−1ρ and ν4 := êri−1ν
3. Then Dσ is in the head of Sν4 . Note that ν4 = êsi−1ν, and

s = ε′i−1(ν) = εi−1(µ). So Sν4 ∼= e
(s)
i−1S

ν ∼= e
(s)
i−1D

µ ∼= Dẽsi−1µ ∼= Dσ is an irreducible Specht

module. The non-regular runner of Γ(ν4) is 0 and the non-restricted runner of Γ(ν4) is
p−2. By Lemma 5.14 we deduce Ext1

Sn−s
(Dρ,Dρ) = 0, hence Ext1

Sn
(Dλ,Dλ) = 0 in view

of (5.20) and (5.21). !

5.6. Concluding remarks on Theorem D. We note that the assumption that e
(εi(λ))
i Dλ

is an (irreducible) Specht module in Theorem D is equivalent to the assumption that

f
(ϕi(λ))
i Dλ is an (irreducible) Specht module. Indeed, assume that e

(εi(λ))
i Dλ ∼= Dµ ∼= Sν .

By Lemma 4.13, we have ϕi(µ) = ϕ′
i(ν), so f

(ϕi(λ))
i Dλ ∼= f

(ϕi(µ))
i Dµ ∼= f

(ϕ′

i(ν))
i Sν ∼=

S f̂
ϕ′

i(ν)

i ν . Similarly in the other direction.

Example 5.22. Let

λ = (p2 + 1, p + 2, (p + 1)p−2, p, 1p−1) and ν = (p2, p+ 1, 2p−1, 1p(p−1)−1).

We have ε0(λ) = 2 and ẽ20λ = (p2, (p+1)p−1, p, 1p−1). Then νR = ẽ20λ and Sν is irreducible

by Lemma 2.16, so Dẽ20λ ∼= Sν . Hence Ext1
S2p(p+1)

(Dλ,Dλ) = 0 by Theorem D.

6. Proof of Theorem C

Throughout this section we assume that p > 2.

6.1. Strategy. Let h(λ) ≤ p+ 2. We prove Theorem C by induction on n starting with
n < p. To perform the inductive step, pick an i ∈ I with r := εi(λ) > 0. We have h(ẽriλ) ≤
p + 2. If ϕi(λ) = 0 then Ext1

Sn
(Dλ,Dλ) ∼= Ext1

Sn−r
(Dẽriλ,Dẽriλ) by Lemma 2.22. So we

may assume that ϕi(λ) > 0. Let A be the i-good node for λ and B be the i-cogood node for
λ. Then by Corollary 4.10, we have an embedding Ext1

Sn
(Dλ,Dλ)!֒Ext1

Sn−r
(Dẽriλ,Dẽriλ),

unless λB
A is not p-regular. So we may assume that λ is of the form (4.11), with A :=

(m + 1, a + 1) and B := (m + p, a). By Lemma 4.12, we may assume further that with
m ≥ 1 and λ1 > a+ 1.

We may further assume that εj(λ) = 0 for all j "= i; in particular the top removable
node of λ has residue i. Indeed, if there is j "= i with εj(λ) "= 0, then reasoning as above
for j instead of i we deduce that h(λ) ≥ 2p − 2. If p > 3, we have 2p − 2 > p + 2. Let
p = 3. Since h(λ) ≤ p+2 = 5, we may assume that λ is of the form (b, a+1, a, a−1, a−2)
with b > a+ 1 ≥ 3 and (1, b) not good, or (b, c, 3, 2, 1) with b > 3 and (1, b) and (2, c) not
good. It is easy to see that in either of these exceptional cases there exists a unique i with
εi(λ) > 0.

Furthermore, we may assume that h(λ) > p. Indeed for h(λ) < p we can do this by
Proposition 1.1, while for h(λ) = p, by the previous two paragraphs, we may assume that
λ is of the form (b, 2, 1p−2) with b ≡ 1 (mod p) and apply Example 5.4.

Finally, in view of (2.14), we may now also assume that h(λM) > p.

6.2. Height p+ 1. In view of §6.1, we may assume that one of the following holds:

(1) λ = (b, c, 2, 1p−2), i = p− 1, and one of the following conditions holds:
(1a) b > c > 2 and res(1, b) = res(2, c) = p− 1;
(1b) b > c ≥ 2, res(1, b) = p− 1 and res(2, c) = 0;

(2) λ = (a+ 1 + t, a+ 1, ap−2, a− 1) with t ≡ p− 1 (mod p) and a ≥ 2.



26 HARALAMPOS GERANIOS, ALEXANDER KLESHCHEV, AND LUCIA MOROTTI

(The case b = c > 2 and res(2, c) = p− 1 in (1) is not present since then h(λM) = p− 1).

Proposition 6.1. If λ is as in the case (1), then there exists u > 0 and µ ∈ P
p-reg
n−u , with

h(µ) ≤ p+ 1 and Ext1
Sn

(Dλ,Dλ)!֒Ext1
Sn−u

(Dµ,Dµ).

Proof. Case (1a). In this case we have ϕi−1(λ) = 1 and εi−1(λ) = 0. So, setting

ν := f̃i−1λ = (b, c, 2, 2, 1p−3), by Lemma 2.22 we have Ext1
Sn

(Dλ,Dλ) ∼= Ext1
Sn+1

(Dν ,Dν).

Now, εi(ν) = 2. So, by Corollary 4.10 applied to λ = ν, we obtain an embedding

Ext1
Sn+1

(Dν ,Dν)!֒Ext1
Sn−1

(Dẽ2i ν ,Dẽ2i ν).

Case (1b). If p > 3, then ϕi−1(λ) = 1 and εi−1(λ) = 0. So, setting ν := f̃i−1λ =
(b, c, 2, 2, 1p−3), by Lemma 2.22 we have Ext1

Sn
(Dλ,Dλ) ∼= Ext1

Sn+1
(Dν ,Dν). Note that

εi−1(ẽiν) = 2, while ϕi−1(ẽiν) = 0, so using Corollary 4.10 and Lemma 2.22, we get

Ext1Sn+1
(Dν ,Dν)!֒Ext1Sn

(Dẽiν ,Dẽiν) ∼= Ext1Sn−2
(Dẽ2i−1ẽiν ,Dẽ2i−1ẽiν).

Let p = 3. We may assume that c < b − 1 since otherwise h((λM)) = 2 = p − 1. Using
Corollary 4.10 and Lemma 2.22, we get

Ext1Sn
(Dλ,Dλ) ∼= Ext1Sn+2

(Df̃2
1λ,Df̃2

1λ)!֒Ext1Sn+1
(Dẽ2f̃2

1λ,Dẽ2f̃2
1λ)

∼=Ext1Sn−2
(Dẽ31ẽ2f̃

2
1λ,Dẽ31ẽ2f̃

2
1λ),

where ẽ31ẽ2f̃
2
1λ = (b− 2, c, 2, 1), completing the proof. !

We now consider the case (2). We require the following two lemmas.

Lemma 6.2. Let a ≥ 2, t ≡ p − 1 (mod p) and c ≡ p − 2 (mod p) . Then there is a

surjective homomorphism of Specht modules S(a+t,a,2,1c)
#S(a+t,a,1c+2).

Proof. Using [J1, Theorem 8.15], it is easy to see that

HomSc+2(S
(2,1c), S(1c+2)) ∼= HomSc+2(S

(2,1c), sgn) ∼= k.

So by [FL, Theorem 2.2], we have

HomS2a+t+c+2(S
(a+t,a,2,1c), S(a+t,a,1c+2)) ∼= HomSc+2(S

(2,1c), S(1c+2)) ∼= k. (6.3)

So there is a unique up to scalar non-zero homomorphism S(a+t,a,2,1c) ! S(a+t,a,1c+2).
We show by induction on a that this homomorphism is surjective. For a = 2, the

Specht module S(t+2,2,1c+2) is irreducible for example by Lemma 2.16, and the result
is clear. We now assume that the statement holds for a and show it for a + 1. Let
j := res(1, a + t + 1) = res(2, a + 1). The surjection S(a+t,a,2,1c)

#S(a+t,a,1c+2) yields

a surjection f
(2)
j S(a+t,a,2,1c)

#f
(2)
j S(a+t,a,1c+2). Moreover, by Lemma 2.24, f

(2)
j S(a+t,a,2,1c)

(resp. f
(2)
j S(a+t,a,1c+2)) has a Specht filtration with top Specht factor S(a+t+1,a+1,2,1c)

(resp. S(a+t+1,a+1,1c+2)). So there is a surjection

f
(2)
j S(a+t,a,2,1c) ψ

#S(a+t+1,a+1,1c+2).

If Sµ is one of the Specht factors in the Specht filtration of f
(2)
j S(a+t,a,2,1c) coming from

Lemma 2.24 which is not the top Specht factor, then µ"(a + t + 1, a + 1, 1c+2) and

so HomS2a+t+c+4(S
µ, S(a+t+1,a+1,1c+2)) = 0 by [J1, Corollary 13.17]. Hence ψ induces a

surjection S(a+t+1,a+1,2,1c)
#S(a+t+1,a+1,1c+2). !

Lemma 6.4. Let ν := (a + t, a, 1a(p−1)−1) and µ := (a + t, ap−1, a − 1), with a ≥ 1 and
t ≡ p− 1 (mod p) . Then [Sν : Dµ] = 1 and HomS|ν|

(Sν ,Dµ) ∼= k.
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Proof. For the decomposition number, it suffices to note that µ = νR. We now prove that
Dµ appears in the head of Sν by induction on a, the case a = 1 being clear. We now assume
that the statement holds for a and show it for a+1. Let j := res(1, a+t+1) = res(2, a+1).
One should consider three different cases for j = p − 1, j = p− 2 and j ∈ {0, . . . , p − 3}.
All three cases can be treated in a similar way, so we only provide full details for the most
demanding case j = p− 1.

Applying f
(3)
j to a surjective map Sν

#Dµ which exists by the inductive assumption,

we get a surjection f
(3)
j Sν ! f

(3)
j Dµ. Now f

(3)
j Dµ has simple head Df̃3

j µ, where f̃3
j µ =

(a + t+ 1, a + 1, ap−1). Therefore, Df̃3
j µ appears in the head of f

(3)
j Sν . By Lemma 2.24,

f
(3)
j Sν ∼ Sν1 | Sν2 | Sν3 | Sν4 , where ν4 = f̂3

j ν = (a + t + 1, a + 1, 2, 1a(p−1)−2), ν3 =

(a+ t+1, a+1, 1a(p−1)), ν2 = (a+ t+1, a, 2, 1a(p−1)−1) and ν1 = (a+ t, a+1, 2, 1a(p−1)−1).

Note that εp−2(f̃
3
j µ) = 0. Moreover the node (1, a + t) of ν1 (resp. the node (2, a) of

ν2) is the highest (p− 2)-removable node and it is normal. Hence HomS|ν|+3
(Sν1 ,Df̃3

j µ) ∼=

HomS|ν|+3
(Sν2 ,Df̃3

j µ) = 0 by Lemma 4.16. Thus, ifN ∼ Sν1 | Sν2 ⊆ f
(3)
j Sν is the submod-

ule of f
(3)
j Sν corresponding to the bottom two Specht factors, then HomS|ν|+3

(N,Df̃3
j µ) =

0, hence Df̃3
j µ appears in the head of (f

(3)
j Sν)/N ∼ Sν3 | Sν4 .

By Lemma 6.2 we have a surjection, Sλ4
#Sλ3

. Using Lemma 2.15 and [J1, Theorem

24.1], we get [Sν4 : Df̃3
j µ] = [Sν3 : Df̃3

j µ] = 1. So Df̃3
j µ is in the head of Sν3 . Now

S(a+t+1,a+1,1(a+1)(p−1)−1) ∼= f1 . . . fp−2S
ν3
#f1 . . . fp−2D

f̃3
j µ ∼= D(a+t+1,(a+1)p−1 ,a)

by the exactness of f ’s. !

Proposition 6.5. Let a, t,λ be as in the case (2), and µ := (a+ t, ap−1, a− 1). We have
an embedding Ext1

Sn
(Dλ,Dλ)!֒Ext1

Sn−2
(Dµ,Dµ).

Proof. We have i = res(1, a + t + 1) = res(2, a + 1) and e
(2)
i Dλ ∼= Dµ. From the short

exact sequence 0 ! rad f
(2)
i Dµ ! f

(2)
i Dµ ! Dλ ! 0, using Lemma 2.20, we get an exact

sequence

HomSn(rad(f
(2)
i Dµ),Dλ) ! Ext1Sn

(Dλ,Dλ) ! Ext1Sn
(f

(2)
i Dµ,Dλ) ∼= Ext1Sn−2

(Dµ,Dµ).

We complete the proof by showing that HomSn(rad(f
(2)
i Dµ),Dλ) = 0. Let ν = (a +

t, a, 1a(p−1)−1). By Lemma 6.4, there is a submodule X ⊆ Sν such that Sν/X ∼= Dµ.

Then f
(2)
i Sν/f

(2)
i X ∼= f

(2)
i Dµ, hence there exists a submodule f

(2)
i X ⊆ Y ⊆ f

(2)
i Sν with

Y/f
(2)
i X ∼= rad(f

(2)
i Dµ) and f

(2)
i Sν/Y ∼= Dλ. It suffices to show that HomSn(Y,D

λ) = 0.

By Lemma 2.24, f
(2)
i Sν ∼ Sν1 | . . . | Sνs with νs = (a + t + 1, a + 1, 1a(p−1)−1). Also,

using Lemma 2.15, we have [Sνs : Dλ] = [S(1a(p−1)−1) : D(ap−2,a−1)] = 1. So it suffices
to prove that HomSn(S

νu ,Dλ) = 0 for u < s. Note that νu1 = a + t or νu2 = a. If
νu1 = a + t the (i − 1)-removable node (1, a + t) of νu is normal. Since εi−1(λ) = 0
we obtain by Lemma 4.16 that HomSn(S

νu ,Dλ) = 0. If νu1 = a + t + 1 then νu2 = a.
In this case the (i − 1)-removable node (2, a) of νu is normal and so we get again that
HomSn(S

νu ,Dλ) = 0. !

6.3. Height p+ 2. In view of §6.1, we may assume that one of the following holds:

(1) λ = (b, c, d, 2, 1p−2), i = p− 2, and one of the following conditions holds:
(1a) b > c = d = 2 and res(1, b) = p− 2;
(1b) b > c > d ≥ 2 and res(1, b) = res(2, c) = p− 2, res(3, d) = p− 1;
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(1c) b = c = d > 2, and res(3, d) = p− 2;
(1d) b = c > d > 2 and res(2, c) = res(3, d) = p− 2.
(1e) b = c > d > 2 and res(2, c) = p− 2, res(3, d) = 0.
(1f) b > c ≥ d > 2 and res(1, b) = res(3, d) = p− 2, res(2, c) = p− 1.
(1g) b > c = d > 2 and res(1, b) = p− 2, res(3, d) = p− 1.
(1h) b > c > d > 2 and res(1, b) = res(2, c) = res(3, d) = p− 2.
(1i) b > c > d > 2 and res(1, b) = p− 2, res(2, c) = p− 1, res(3, d) = 0.

(2) λ = (a+ s+ t+1, a+ s+1, a+1, ap−2, a− 1) with a ≥ 2, t ≡ p− 1 (mod p) and
s ≡ p− 1 (mod p) .

(3) λ = (a + t + 1, a + 1, ap−2, a − 1, b) with b ≥ 1, t ≡ p − 1 (mod p) and a − b ≡
p− 2 (mod p) .

(4) λ = (a+ s+ t+1, a+ s+1, a+1, ap−2, a− 1) with a ≥ 2, t ≡ p− 2 (mod p) and
s ≡ 0 (mod p) .

(5) λ = ((a+ t+ 1)2, a+ 1, ap−2, a− 1) with a ≥ 2 and t ≡ p− 1 (mod p) .

Moreover, by (2.14) and what we have already proved in §6.2, we may ignore the cases
above for which h(λM) ≤ p+ 1.

Proposition 6.6. If λ is as in the case (1), then there exists u > 0 and µ ∈ P
p-reg
n−u , with

h(µ) ≤ p+ 2 and Ext1
Sn

(Dλ,Dλ)!֒Ext1
Sn−u

(Dµ,Dµ).

Proof. Case (1a). In this case we always have h(λM) ≤ p+ 1.

Case (1b). If p > 3, then ϕi−1(λ) = 1 and εi−1(λ) = 0. So setting ν := f̃i−1λ =
(b, c, d, 2, 2, 1p−3), by Lemma 2.22 we have Ext1

Sn
(Dλ,Dλ) ∼= Ext1

Sn+1
(Dν ,Dν). Now,

εi(ν) = 2 and by Corollary 4.10 we get Ext1
Sn+1

(Dν ,Dν)!֒Ext1
Sn−1

(Dẽ2i ν ,Dẽ2i ν).

Let p = 3. We may assume that c > d + 1 since otherwise h(λM) = 4 = p + 1. Setting

ν := f̃2
0λ = (b, c, d + 1, 2, 2), we get

Ext1Sn
(Dλ,Dλ) ∼= Ext1Sn+2

(Dν ,Dν)!֒Ext1Sn
(Dẽ21ν ,Dẽ21ν) ∼= Ext1Sn−4

(Dẽ40ẽ
2
1ν ,Dẽ40ẽ

2
1ν),

where the isomorphisms hold by Lemma 2.22 and the embedding holds by Corollary 4.10.

Case (1c). In this case we have h(λM) = p− 2.

Case (1d). If p > 3, then ϕi−1(λ) = 1 and εi−1(λ) = 0 and the result follows as in case
(1b). If p = 3 then h(λM) = 4.

Case (1e). If p = 3 then h(λM) ≤ 4. For p > 3, setting ν := f̃i−1λ, we have

Ext1Sn
(Dλ,Dλ) ∼= Ext1Sn+1

(Dν ,Dν)!֒Ext1Sn
(Dẽiν ,Dẽiν) ∼= Ext1Sn−2

(Dẽ2i−1ẽiν ,Dẽ2i−1ẽiν),

where the isomorphisms hold by Lemma 2.22 and the embedding holds by Corollary 4.10.

Cases (1f)-(1i) can be verified in a similar way so we leave the details to the reader. !

For the case (2) we need the following two lemmas:

Lemma 6.7. Let t ≡ p − 1 (mod p) , s ≡ p − 1 (mod p) and c ≡ p − 2 (mod p) . For
a ≥ 2, set α(a) := (a + s + t, a + s, a, 2, 1c) and β(a) := (a + s + t, a + s, a, 1c+2). Then

there is a surjective homomorphism of Specht modules Sα(a)
#Sβ(a).

Proof. To ease notation set l := a+ s+ t. By [FL, Theorem 2.2] and (6.3), we have

HomS|α(a)|
(Sα(a), Sβ(a)) ∼= HomS|α(a)|−l

(S(a+s,a,2,1c), S(a+s,a,1c+2)) ∼= k.

So there is a unique up to scalar non-zero homomorphism ϕa : Sα(a) ! Sβ(a). We show by
induction on a ≥ 2 that ϕa is surjective. For the induction base, by Lemma 6.2, we have

a surjection S(2+s+t,2+s,2,1c)
#S(2+s+t,2+s,1c+2). Applying fp−1fp−2 to this we obtain

Sα(2) ∼= fp−1fp−2S
(2+s+t,2+s,2,1c)

#fp−1fp−2S
(2+s+t,2+s,1c+2) ∼= Sβ(2).
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For the inductive step, let j := res(1, a + s + t + 1) = res(2, a + s + 1) = res(3, a + 1).

Then the surjection ϕa : Sα(a)
#Sβ(a) yields a surjection f

(3)
j Sα(a)

#f
(3)
j Sβ(a). The rest of

the argument is now similar to the proof of Lemma 6.2. !

Lemma 6.8. Let ν := (a+ s+ t, a+ s, a, 1a(p−1)−1) and µ := (a+ s+ t, a+ s, ap−1, a− 1)
with a ≥ 1, t ≡ p − 1 (mod p) and s ≡ p − 1 (mod p) . Then [Sν : Dµ] = 1 and
HomS|ν|

(Sν ,Dµ) ∼= k.

Proof. For the decomposition number, it suffices to note that µ = νR. We now prove that
Dµ appears in the head of Sν by induction on a, the case a = 1 being clear. We now
assume that the statement holds for a and show it for a+1. Let j := res(1, a+s+ t+1) =
res(2, a + s + 1) = res(3, a + 1). One should consider three different cases for j = p − 2,
j = p− 3 and j "= p− 2, p− 3. All three cases can be treated in a similar way, so we only
provide full details for the most demanding case j = p− 2.

Applying f
(4)
j to a surjective map Sν

#Dµ which exists by the inductive assumption, we

get a surjection f
(4)
j Sν ! f

(4)
j Dµ. Now f

(4)
j Dµ has simple head Df̃4

i µ, where f̃4
i µ = (a+s+

t+1, a+s+1, a+1, ap−1). Therefore, Df̃4
i µ appears in the head of f

(4)
j Sµ. By Lemma 2.24,

f
(4)
j Sν ∼ Sν1 | Sν2 | Sν3 | Sν4 | Sν5 , where ν5 = (a+ s+ t+1, a+ s+1, a+1, 2, 1a(p−1)−2),

ν4 = (a+ s+ t+ 1, a+ s+ 1, a+ 1, 1a(p−1)), ν3 = (a+ s+ t+ 1, a+ s+ 1, a, 2, 1a(p−1)−1),

ν2 = (a+ s+ t+1, a+ s, a+ 1, 2, 1a(p−1)−1), ν1 = (a+ s+ t, a+ s+ 1, a+1, 2, 1a(p−1)−1).

Note that εj−1(f̃
4
i µ) = 0. Moreover the node (1, a+s+t) of ν1 (resp. the node (2, a+s)

of ν2 and the node (3, a) of ν3) is the highest (j − 1)-removable node and it is normal.

Hence HomS|ν|+4
(Sν1 ,Df̃4

j µ) ∼= HomS|ν|+4
(Sν2 ,Df̃4

j µ) ∼= HomS|ν|+4
(Sν3 ,Df̃4

j µ) = 0 by

Lemma 4.16. Therefore, if N ∼ Sν1 | Sν2 | Sν3 ⊆ f
(4)
j Sν is the submodule of f

(4)
j Sν

corresponding to the bottom three Specht factors, then HomS|ν|+4
(N,Df̃4

j µ) = 0. So Df̃4
j µ

appears in the head of (f
(4)
j Sν)/N ∼ Sν4 | Sν5 .

By Lemma 6.7 we have a surjection, Sν5
#Sν4 . Using Lemma 2.15 and [J1, Theorem

24.1], we get [Sν5 : Df̃4
j µ] = [Sν4 : Df̃4

j µ] = 1. So Df̃4
j µ is in the head of Sν4 . Now

f0 . . . fp−3S
ν4 ∼= S(a+s+t+1,a+s+1,a+1,1(a+1)(p−1)−1),

f0 . . . fp−3D
f̃4
j µ ∼= D(a+s+t+1,a+s+1,(a+1)p−1,a).

So, we have a surjection S(a+s+t+1,a+s+1,a+1,1(a+1)(p−1)−1)
#D(a+s+t+1,a+s+1,(a+1)p−1,a) by

the exactness of f ’s. !

Proposition 6.9. Let a, s, t,λ be as in the case (2). Set µ := (a+ s+ t, a+ s, ap−1, a−1).
Then we have an embedding Ext1

Sn
(Dλ,Dλ)!֒Ext1

Sn−3
(Dµ,Dµ).

Proof. We have i = res(1, a+ s+ t+ 1) = res(2, a+ s+ 1) = res(3, a+ 1). Then e
(3)
i Dλ ∼=

Dµ and from the short exact sequence 0 ! rad f
(3)
i Dµ ! f

(3)
i Dµ ! Dλ ! 0, using

Lemma 2.20, we get an exact sequence

HomSn(rad(f
(3)
i Dµ),Dλ) ! Ext1Sn

(Dλ,Dλ) ! Ext1Sn
(f

(3)
i Dµ,Dλ) ∼= Ext1Sn−3

(Dµ,Dµ).

We complete the proof by showing that HomSn(rad(f
(3)
i Dµ),Dλ) = 0.

Let ν := (a + s + t, a + s, a, 1a(p−1)−1). By Lemma 6.8, there is a submodule X ⊆ Sν

such that Sν/X ∼= Dµ. Then f
(3)
i Sν/f

(3)
i X ∼= f

(3)
i Dµ, hence there exists a submodule

f
(3)
i X ⊆ Y ⊆ f

(3)
i Sν with Y/f

(3)
i X ∼= rad(f

(3)
i Dµ) and f

(3)
i Sν/Y ∼= Dλ. It suffices to show

that HomSn(Y,D
λ) = 0.
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By Lemma 2.24, f
(3)
i Sν ∼ Sν1 | . . . | Sνk with νk = (a+s+t+1, a+s+1, a+1, 1a(p−1)−1).

Also, using Lemma 2.15, we have [Sνk : Dλ] = [S(1a(p−1)−1) : D(ap−2,a−1)] = 1. So it suffices
to prove that HomSn(S

νu ,Dλ) = 0 for u < k. Note that νu1 = a+ s + t or νu2 = a+ s or
νu3 = a. If νu1 = a+ s + t the (i − 1)-removable node (1, a + s+ t) of νu is normal. Since
εi−1(λ) = 0 we obtain by Lemma 4.16 that HomSn(S

νu ,Dλ) = 0. If νu1 = a+s+ t+1 and
νu2 = a+ s, then the (i− 1)-removable node (2, a+ s) of νu is normal and so we get again
that HomSn(S

νu ,Dλ) = 0. Finally if νu1 = a+ s + t+ 1 and νu2 = a+ s + 1 then νu3 = a
and the (i− 1)-removable node (3, a) of νu is normal and so HomSn(S

νu ,Dλ) = 0. !

For the case (3) we require the following three lemmas:

Lemma 6.10. Let t ≡ p − 1 (mod p) , s ≡ p − 4 (mod p) and c ≡ p − 2 (mod p) . For
a ≥ 2, we set α(a) := (a+ s+ t, a+ s, a, 2, 1c) and β(a) := (a+ s+ t, a+ s, a, 1c+2). Then
there is a surjective homomorphism of Specht modules Sα(a)

#Sβ(a).

Proof. If p = 3, the lemma is equivalent to Lemma 6.7, so we assume that p > 3. By [FL,
Theorem 2.2] and (6.3) we have

HomS|α(a)|
(Sα(a), Sβ(a)) ∼= HomSc+2(S

(2,1c), S(1c+2)) ∼= k.

So there is a unique up to scalar non-zero homomorphism ϕa : Sα(a) ! Sβ(a). We show by
induction on a ≥ 2 that ϕa is surjective. For the induction base, by Lemma 6.2, we have

a surjective map S(2+s+t,2+s,2,1c)
#S(2+s+t,2+s,1c+2). Applying fp−1fp−2 we obtain

Sα(2) ∼= fp−1fp−2S
(2+s+t,2+s,2,1c)

#fp−1fp−2S
(2+s+t,2+s,1c+2) ∼= Sβ(2).

For the inductive step, let j := res(1, a+s+t+1) = res(2, a+s+1). Then res(3, a+1) = j+

3. The surjection ϕa : Sα(a)
#Sβ(a) yields a surjection f

(2)
j Sα(a)

#f
(2)
j Sβ(a). Arguing as in

the the proof of Lemma 6.2 we get a surjection S(a+s+t+1,a+s+1,a,2,1c)
ψ
#S(a+s+t+1,a+s+1,a,1c+2).

Applying fj+3 to ψ and arguing as in Lemma 6.2 we get a surjection Sα(a+1)
#Sβ(a+1). !

Lemma 6.11. Let ν := (a + t, a, b + 1, 1a(p−1)−2) and µ := (a + t, ap−1, a − 1, b) with
a > b ≥ 0, t ≡ p − 1 (mod p) and a − b ≡ p − 3 (mod p) . Then [Sν : Dµ] = 1 and
HomS|ν|

(Sν ,Dµ) ∼= k.

Proof. For the equality [Sν : Dµ] = 1 , it suffices to note that µ = νR. We now write ν =

ν(b) = (b+s+t, b+s, b+1, 1(b+s)(p−1)−2) and µ = µ(b) = (b+s+t, (b+s)p−1, b+s−1, b) with
s > 0 and s ≡ p− 3 (mod p) , and proceed by induction on b. For b = 0 the result follows

by Lemma 6.4 with a = s. Suppose there is a non-zero homomorphism ϕb : S
ν(b) ! Dµ(b)

(which is automatically surjective). Let j := res(1, b + s + t + 1) = res(2, b + s + 1). In
constructing ϕb+1, one should consider three different cases: j = p − 2, j = p − 3, or
j "= p− 2, p − 3. All cases are treated in a similar way, so we only provide full details for
the most demanding case j = p− 2.

Assume first that p > 3. Applying f
(3)
j to ϕb, we get a surjection f

(3)
i Sν(b)

#f
(3)
i Dµ(b).

Now f
(3)
i Dµ(b) has simple head Df̃3

j µ(b), where f̃3
j µ(b) = (b+s+t+1, b+s+1, (b+s)p−1, b).

Therefore, Df̃3
j µ(b) appears in the head of f

(3)
j Sν(b). By Lemma 2.24, f

(3)
j Sν(b) ∼ Sν1 |

Sν2 | Sν3 | Sν4 , with ν4 = (b + s + t + 1, b + s + 1, b + 1, 2, 1(b+s)(p−1)−3), ν3 = (b +

s + t + 1, b + s + 1, b + 1, 1(b+s)(p−1)−1), ν2 = (b + s + t + 1, b + s, b + 1, 2, 1a(p−1)−2),

ν1 = (b + s + t, b + s + 1, b + 1, 2, 1a(p−1)−2). Note that εj−1(f̃
3
i µ(b)) = 0. Moreover the

node (1, b + s + t) of ν1 (resp. the node (2, b + s) of ν2) is the highest (j − 1)-removable

node and it is normal. Hence HomS|ν|+3
(Sν1 ,Df̃3

j µ(b)) = HomS|ν|+3
(Sν2 ,Df̃3

j µ(b)) = 0
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by Lemma 4.16. Therefore, if N ∼ Sν1 | Sν2 ⊆ f
(3)
j Sν(b) is the submodule of f

(3)
j Sν(b)

corresponding to the bottom two Specht factors, then HomS|ν|+3
(N,Df̃3

j µ(b)) = 0. Hence

Df̃3
j µ(b) appears in the head of M := (f

(3)
j Sλ(b))/N ∼ Sν3 | Sν4 . Thus we have a surjective

map M
ψ
#Df̃3

j µ(b). We apply now fj+3 and ψ yields a surjective map

fj+3M#fj+3D
f̃3
j µ(b) ∼= Df̃j+3f̃

3
j µ(b),

where f̃j+3f̃
3
j µ(b) = (b+ s+ t+ 1, b+ s+ 1, (b + s)p−1, b+ 1). Note that

fj+3S
ν3 ∼= S(b+s+t+1,b+s+1,b+2,1(b+s)(p−1)−1), fj+3S

ν4 ∼= S(b+s+t+1,b+s+1,b+2,2,1(b+s)(p−1)−3).

By Lemma 6.10, we have a surjection fj+3S
ν4
#fj+3S

ν3 . Using Lemma 2.15 one easily

sees that [fj+3S
ν4 : Df̃j+3f̃

3
j µ(b)] = [fj+3S

ν3 : Df̃j+3f̃
3
j µ(b)] = 1. Hence Df̃j+3f̃

3
j µ is in the

head of fj+3S
ν3 . Now ej+3fj+3S

ν3 ∼= Sν3 and ej+3D
f̃j+3f̃

3
j µ(b) ∼= Df̃3

j µ(b), and so Df̃3
j µ(b)

is in the head of Sν3 . By the exactness of f ’s, we get a surjection

Sν(b+1) ∼= f0f
(2)
1 f2 . . . fp−3S

ν3
#f0f

(2)
1 f2 . . . fp−3D

f̃3
j µ(b) ∼= Dµ(b+1).

Assume now that p = 3. Applying f
(4)
j to ϕb, we get a surjection f

(4)
j Sν(b) ! f

(4)
j Dµ(b).

Now f
(4)
j Dµ(b) has simple head Df̃4

j µ(b), where f̃4
j µ(b) = (b+s+t+1, b+s+1, (b+s), b+1).

Now the result is deduces similarly to the previous case. !

Lemma 6.12. Let ν := (a + t, a, b + 1, 1a(p−1)−2) and µ := (a + t, ap−1, a − 1, b) with
a > b + 1, t ≡ p − 1 (mod p) and a − b ≡ p − 2 (mod p) . Then [Sν : Dµ] = 1 and
HomS|ν|

(Sν ,Dµ) ∼= k.

Proof. For the equality [Sν : Dµ] = 1, it suffices to note that µ = νR.

Assume first that p > 3. Consider the partitions ξ = (a + t, a, b + 2, 1a(p−1)−2) and
τ := (a + t, ap−1, a − 1, b + 1) and let j := res(3, b + 2). Note that ejS

ξ ∼= Sν and

ejD
τ ∼= Dµ. By Lemma 6.11 we have HomS|ξ|

(Sξ,Dτ ) ∼= k. Applying ej to the surjection

Sξ
#Dτ we get HomS|ν|

(Sν ,Dµ) ∼= k.

Assume now that p = 3. Then ν := (a+ t, a, a− x+ 1, 12(a−1)) and µ := (a+ t, a2, a−
1, a− x) with x ≤ a and x = a− b ≡ 1 (mod 3) . In this case the lemma follows similarly
to Lemma 6.8 (the case a = x holding by Lemma 6.4). !

Proposition 6.13. If λ is as in the case (3), then there exists u > 0 and µ ∈ P
p-reg
n−u ,

with h(µ) ≤ p+ 2 such that Ext1
Sn

(Dλ,Dλ)!֒Ext1
Sn−u

(Dµ,Dµ).

Proof. If b = a− 1 then p = 3, and h(λM) ≤ 4. So we may assume that a > b+1. We have

i = res(1, a + t + 1) = res(2, a + 1). Then e
(2)
i Dλ ∼= Dµ with µ := (a + t, ap−1, a − 1, b).

From the short exact sequence 0 ! rad f
(2)
i Dµ ! f

(2)
i Dµ ! Dλ ! 0, using Lemma 2.20,

we get an exact sequence

HomSn(rad(f
(2)
i Dµ),Dλ) ! Ext1Sn

(Dλ,Dλ) ! Ext1Sn
(f

(2)
i Dµ,Dλ) ∼= Ext1Sn−2

(Dµ,Dµ).

Hence it is enough to prove that HomSn(rad(f
(2)
i Dµ),Dλ) = 0. By Lemma 6.12 we have

HomSn−2(S
ν ,Dµ) ∼= k for ν := (a + t, a, b + 1, 1a(p−1)−2). Note that since a > b + 1 the

node (2, a) is removable. Now, argue as in the proofs of Propositions 6.5 and 6.9. !

Proposition 6.14. If λ is as in the case (4), then there exists u > 0 and µ ∈ P
p-reg
n−u ,

with h(µ) ≤ p+ 2 and Ext1
Sn

(Dλ,Dλ)!֒Ext1
Sn−u

(Dµ,Dµ).
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Proof. Assume first that t > p − 2. We have i = res(1, a + s + t + 1) = res(3, a + 1),
so res(2, a + s + 1) = i + 1. Note that the (i + 2)-addable node (2, a + s + 2) of λ is
cogood, so ϕi+2(λ) > 0. We consider the sequence of partitions λ := λ0,λ1, . . . ,λp−2, with

λl+1 := f̃
(ϕi+2+l(λ

l))
i+2+l λl for l = 0, . . . , p − 3. Then λp−2 ∈ P

p-reg
n+m for some m. Note for all

0 ≤ l < p − 2 we have that λl+1 is an (i + 2 + l)-reflection of λl, so Ext1
Sn

(Dλ,Dλ) ∼=

Ext1
Sn+m

(Dλp−2
,Dλp−2

) by repeated application of Lemma 2.22. Note also that λ
p−2
1 =

a+ s+ t+ 1 > a+ s+ p− 1 = λ
p−2
2 . By Corollary 4.10 we have an embedding

Ext1Sn+m
(Dλp−2

,Dλp−2
)!֒Ext1Sn+m−1

(Dẽiλp−2
,Dẽiλp−2

).

Consider the partitions µ0, . . . , µp−2 := ẽiλ
p−2 with µl−1 := ẽ

(εi+1+l(µ
l))

i+1+l µl for l = 1, . . . , p−

2. Note that µ0 ∈ P
p-reg
n−p+1, and for all 1 ≤ l ≤ p−2 we have µl−1 is an (i+1+ l)-reflection

of µl. Hence

Ext1Sn+m−1
(Dẽiλ

p−2
,Dẽiλ

p−2
) ∼= Ext1n−p+1(D

µ0
,Dµ0

).

by Lemma 2.22.
If t = p− 2 the proof is similar, using the following steps. If a ≥ p− 1 first add normal

nodes of residues i + 2, i + 3, . . . , i − 1 (in this order). Then those of residue i+ 1 and i.
Then remove conormal nodes of residues i + 1, i, i+ 1 and then i − 1, i − 2, . . . , i + 2. If
instead a ≤ p− 2 then first add normal nodes of residues i+ 2, i+3, . . . , i− 1 and then i.
Then remove conormal nodes of residues i− 1, i− 2, . . . , i+ 2 and then i.

!

Proposition 6.15. If λ is as in the case (5), then there exists u > 0 and µ ∈ P
p-reg
n−u ,

with h(µ) ≤ p+ 2 and Ext1
Sn

(Dλ,Dλ)!֒Ext1
Sn−u

(Dµ,Dµ).

Proof. The proof is similar to that of the previous proposition, using the same sequence
of residues of nodes to be added/removed as for case (4) with t = p− 2. !

7. Proof of Theorem B

Throughout the section we assume that p > 2. Recall the notation wt(λ), quot(λ),
wtj(Γ), rj(Γ), ij(Γ) and Γj from §2.2 and §2.3.

7.1. Main Tricks. In this subsection we reduce the proof of Theorem B to some purely
combinatorial facts about partitions. Recall the notions of reflection from §2.5 and of
i-difficult from Definition 4.9.

Lemma 7.1. Let w ∈ Z≥0, and assume that for each p-regular partitions λ with wt(λ) ≤ w
there exists a sequence λ0 = λ,λ1, . . . ,λk of p-regular partitions such that λℓ is a reflection
of λℓ−1 for ℓ = 1, . . . k, and λk satisfies any of the following conditions:

(i) |λk| < |λ|;
(ii) for µ ∈ {λk, (λk)M} there exists i ∈ I such that εi(µ),ϕi(µ) > 0 and µ is not

i-difficult;

(iii) Ext1
S

|λk|
(Dλk

,Dλk
) = 0.

Then Ext1
S|λ|

(Dλ,Dλ) = 0 for all p-regular partitions λ with wt(λ) ≤ w.

Proof. By Lemma 2.22, we have Ext1
Sn

(Dλ,Dλ) ∼= Ext1
S

|λk|
(Dλk

,Dλk
). If we are in case

(ii) then by (2.14) and Corollary 4.10, we have

dimExt1Sn
(Dλ,Dλ) = dimExt1Sm

(Dµ,Dµ) ≤ dimExt1Sr
(Dν ,Dν)

where ν := ẽ
εi(µ)
i µ.
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Applying Lemma 2.9 multiple times with {λ, µ} = {λℓ,λℓ+1} we deduce wt(λ) = wt(λk).
If we are in case (ii) we also have that wt(ν) < wt(µ) by the same lemma applied to λ = ν

and µ = µ and as the Mullineux bijection preserves the weight, so wt(ν) < wt(λ). The
lemma now follows by induction on n and w. !

Lemma 7.2. If Ext1
S|λ|

(Dλ,Dλ) "= 0 for some p-regular partition λ, then there exists a

p-regular partition µ such that Ext1
S|µ|

(Dµ,Dµ) "= 0 and the following conditions hold:

(1) wt(µ) ≤ wt(λ) and |µ| ≤ |λ|;
(2) for any i ∈ I, either εi(µ) = 0 or µ is i-difficult.

Proof. If the condition (2) holds for λ we can take µ = λ. So we may assume that for some

i ∈ I, we have εi(λ) > 0 and λ is not i-difficult. Let µ := ẽ
εi(λ)
i λ. Applying Lemma 2.9 with

λ = µ and µ = λ, we get wt(µ) ≤ wt(λ). Moreover, Ext1
S|λ|

(Dλ,Dλ)!֒Ext1
S|µ|

(Dµ,Dµ)

by Lemma 2.22 and Corollary 4.10. Repeating the above argument if needed, we obtain
µ as wanted. !

Lemma 7.3. Let λ ∈ P
p-reg
n , Γ = Γ(λ) with the corresponding quot(λ) = (λ(0), . . . ,λ(p−1)),

1 ≤ j ≤ p − 1, i := ij(Γ). Suppose rj−1 := rj−1(Γ) < rj(Γ) =: rj and wtj−1(Γ) +

wtj(Γ) ≤ 7. If λ is i-difficult then (λ(j−1),λ(j)) is as in Table I (the cases are labeled as

Bk
wtj−1(Γ)+wtj(Γ)

for k = 1, 2, . . . ):

λ(j−1) λ(j) rj − rj−1 λ(j−1) λ(j) rj − rj−1 λ(j−1) λ(j) rj − rj−1

B1
2 ∅ (12) 1 B7

6 (1) (2, 13) 2 B12
7 (2) (2, 13) 2

B1
3 ∅ (13) 2 B8

6 ∅ (4, 12) 2 B13
7 (12) (15) 2

B2
3 ∅ (2, 1) 1 B9

6 ∅ (3, 2, 1) 2 B14
7 (1) (3, 13) 2

B1
4 ∅ (14) 3 B10

6 (3) (13) 1 B15
7 (1) (23) 2

B2
4 ∅ (2, 12) 2 B11

6 (2) (2, 12) 1 B16
7 (1) (22, 12) 2

B3
4 (1) (13) 1 B12

6 (12) (22) 1 B17
7 ∅ (5, 12) 2

B4
4 ∅ (3, 1) 1 B13

6 (12) (14) 1 B18
7 ∅ (4, 2, 1) 2

B1
5 ∅ (15) 4 B14

6 (1) (3, 2) 1 B19
7 ∅ (32, 1) 2

B2
5 ∅ (2, 13) 3 B15

6 (1) (3, 12) 1 B20
7 (4) (13) 1

B3
5 (1) (14) 2 B16

6 ∅ (5, 1) 1 B21
7 (3) (2, 12) 1

B4
5 ∅ (3, 12) 2 B17

6 ∅ (23) 1 B22
7 (2, 1) (14) 1

B5
5 ∅ (22, 1) 2 B1

7 ∅ (17) 6 B23
7 (13) (22) 1

B6
5 (2) (13) 1 B2

7 ∅ (2, 15) 5 B24
7 (2) (3, 12) 1

B7
5 (1) (22) 1 B3

7 (1) (16) 4 B25
7 (2) (22, 1) 1

B8
5 (1) (2, 12) 1 B4

7 ∅ (3, 14) 4 B26
7 (12) (3, 2) 1

B9
5 ∅ (4, 1) 1 B5

7 ∅ (22, 13) 4 B27
7 (12) (22, 1) 1

B1
6 ∅ (16) 5 B6

7 (2) (15) 3 B28
7 (12) (2, 13) 1

B2
6 ∅ (2, 14) 4 B7

7 (1) (2, 14) 3 B29
7 (1) (4, 2) 1

B3
6 (1) (15) 3 B8

7 ∅ (4, 13) 3 B30
7 (1) (4, 12) 1

B4
6 ∅ (3, 13) 3 B9

7 ∅ (3, 2, 12) 3 B31
7 ∅ (6, 1) 1

B5
6 ∅ (22, 12) 3 B10

7 ∅ (23, 1) 3 B32
7 ∅ (3, 22) 1

B6
6 (2) (14) 2 B11

7 (3) (14) 2 B33
7 ∅ (23, 1) 1

Table I

Proof. By Lemma 2.8, we may assume that rj(Γ) − rj−1(Γ) < wtj−1(Γ) + wtj(Γ). The
lemma now follows from Lemma 2.10 by checking all possible cases for (Γj−1,Γj). !

Lemma 7.4. Let λ ∈ P
p-reg
n with wt(λ) ≤ 7, Γ = Γ(λ), 2 ≤ j ≤ p − 1, i := ij(λ).

Suppose that rj−2(Γ) < rj−1(Γ) < rj(Γ). If λ is i-difficult and (i − 1)-difficult then

(λ(j−2),λ(j−1),λ(j)) is as in Table II:
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λ(j−2) λ(j−1) λ(j) rj−1 − rj−2 rj − rj−2

C1 ∅ (12) (14) 1 2
C2 ∅ (12) (15) 1 3
C3 ∅ (12) (2, 13) 1 2
C4 ∅ (2, 1) (14) 1 2

Table II

Proof. By Lemma 7.3, ((Γj ,Γj+1), (Γj+1,Γj+2)) is one of the following: (B
1
2 , B

12
6 ), (B1

2 , B
13
6 ),

(B1
2 , B

13
7 ), (B1

2 , B
26
7 ), (B1

2 , B
27
7 ), (B1

2 , B
28
7 ), (B1

3 , B
23
7 ), (B2

3 , B
22
7 ). The lemma now follows

from Lemma 2.10. !

Let λ ∈ P
p-reg
n . We will use the following terminology:

Trick 1. We say that Trick 1 applies to λ if εi(λ) > 0 and λ is not i-difficult for some i ∈ I.
Trick 2. We say that Trick 2 applies to λ if there exist i ∈ I and m ∈ Z≥2 such that,

setting λ1 = λ, λℓ+1 = f̃
ϕi+ℓ(λ

ℓ)
i+ℓ λℓ for ℓ = 1, . . . ,m − 1, we have εi+ℓ(λ

ℓ) = 0 for
all ℓ = 1, . . . ,m− 1, εi+m(λm),ϕi+m(λm) > 0, and λm is not (i+m)-difficult.

Suppose now that w := wt(λ) ≤ 7. In view of Lemma 7.1, to prove Theorem B, it suffices
to show that either min{h(λ), h(λM)} ≤ p+2 or that Trick 1 or Trick 2 applies to λ or λM.
Indeed, if Trick 1 applies to µ ∈ {λ,λM} then either ϕi(µ) = 0, in which case the condition
(i) of Lemma 7.1 with k = 1 is satisfied, or ϕi(λ) > 0, in which case the condition (ii) of
Lemma 7.1 with k = 0 is satisfied. If Trick 2 applies to µ ∈ {λ,λM} then the condition (ii)
of Lemma 7.1 with k = m − 1 is satisfied. Finally, if min{h(λ), h(λM)} ≤ p + 2, then by
(2.14) and Theorem C we have Ext1

Sn
(Dλ,Dλ) = 0, so in this case the condition (iii) of

Lemma 7.1 with k = 0 is satisfied.
Choose an abacus configuration Γ = Γ(λ) with r0(Γ) ≤ rj(Γ) for all j "= 0. Let

quot(λ) = (λ(0), . . . ,λ(p−1)) be the corresponding quotient. Let rj := rj(Γ), wtj := wtj(Γ)
and ij := ij(Γ). Given a fixed numer r (usually r = r0), we will write

Γ = ((λ(0), r0 − r), . . . , (λ(p−1), rp−1 − r)). (7.5)

This defines Γ up to adding/removing full rows of beads at the top, which does not
affect quot(λ). Since we will (usually) work with general configurations, where some
consecutive runners might be repeated and certain runners are not always present, we will
use exponents to indicate the multiplicities of runners. For example

((∅, 0)2, ((1), 1), (∅, 2), ((1), 2)0 , ((1), 0)) = ((∅, 0), (∅, 0), ((1), 1), (∅, 2), ((1), 0))

indicates the following abacus configuration:

If 1 ≤ j ≤ p− 1 and rj−1 < rj , we say that j is an increase (for Γ). In view of Lemmas

7.2 and 7.3 if j is an increase we may assume that (Γj−1,Γj) is one of the pairs Bk
w from

Table I for some w ≤ w. This will be used without further reference.
Assume that εij (λ) > 0 for some runner j and let ap + j be the removable position

corresponding to the ij-good node of λ. Adding full rows of beads on top of Γ if necessary
we may assume that ap+j > p. By Lemma 2.10, Trick 1 does not apply to runner j if and
only if ϕij (λ) > 0, (a− 1)p+ j − 1 is the addable position corresponding to the ij-cogood
node of λ, and the positions x satisfying (a − 1)p + j + 1 ≤ x ≤ ap + j − 2 are occupied
in Γ. For j ≥ 1 this last condition corresponds to position ap + k (resp. (a − 1)p + k)
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on runner k being occupied if k ≤ j − 2 (resp. k ≥ j + 1). If on the other hand j = 0
then the last condition corresponds to position (a−1)p+k on runner k being occupied for
1 ≤ k ≤ p − 2. This fact will be used in the following whenever using Trick 1 to restrict
abacus configurations that have to be considered.

Recall that by assumption w ≤ 7. This will be used throuout the proof for example to
exclude some cases by p-regularity or when applying Tricks 1 and 2 (if we know how some
runners look like and that the total weight on these runners is w′ then there can be at
most weight 7− w′ on the remaining runners).

7.2. No increases. This is the case where all rj are equal, so we will shorten notation

(7.5) to (λ(0), . . . ,λ(p−1)).

Case 1: max{h(λ(k))} ≤ 1 or max{λ
(k)
1 } ≤ 1. In the first case h(λ) ≤ p. In the second

case if h = max{h(λ(k))} and j is minimal with h(λ(j)) = h then the rim of λ (and so also
the p-rim) has at most p(h+ 1)− j − 1 nodes and h(λ) = ph− j. So h(λM) ≤ p provided
λ is p-regular.

Case 2: max{h(λ(k))} ≥ 2 and max{λ
(k)
1 } ≥ 2. Assume that there is a runner j with

λ(j) = ∅ and let j be maximal such. By Trick 1 applied to runner j +1 if j < p− 1 or by
Trick 2 applied to the last runner if j = p − 1 we may assume that λ(k) "= ∅ if k < j. In
particular we may assume that there is at most one runner with 0 weight.

Let W be the multiset {wtj}. Then we may assume that p = 3 and W is one of

{6, 1, 0}, {5, 2, 0}, {5, 12}, {5, 1, 0}, {4, 3, 0}, {4, 2, 1}, {4, 2, 0}, {4, 12}, {4, 1, 0},

{32, 1}, {32, 0}, {3, 22}, {3, 2, 1}, {3, 2, 0}, {3, 12}, {3, 1, 0}, {23}, {22, 1}, {22, 0}

or p = 5 and W is one of

{4, 13, 0}, {3, 2, 12, 0}, {3, 14}, {3, 13, 0}, {23, 1, 0}, {22, 13}, {22, 12, 0}.

Using p-regularity and excluding cases where Trick 1 can be applied to one of the runners
with non-zero weight or Trick 2 to the last runner we may assume that Γ is one of the
following:

((1),∅, (4, 2)), ((32), (1),∅), (∅, (1), (23)), ((12),∅, (3, 2)), ((1),∅, (3, 2)),

((2, 1), (22),∅), (∅, (22), (2, 1)), (∅, (22), (13)), (∅, (22), (12)), ((12),∅, (22)),

((22),∅, (1)), ((1),∅, (22)), ((3), (2, 1), (1)), ((2), (12), (2)), ((12), (2), (12)),

((2), (12),∅), ((1)3,∅, (22)), ((2, 1), (1), (12), (1),∅), ((2), (12), (1)2,∅).

If h(λ), h(λM) ≥ p+3 then Γ = ((32), (1),∅), in which case λM has an abacus configuration
((4, 3),∅2) to which Trick 1 applies to runner 0.

7.3. Increase(s) but not consecutive. Recall the notation (7.5). Assume that

Γ = ((∅, 0)a+1, (µ, k), (∅, k)ak , (∅, k − 1)ak−1 , . . . , (∅, 0)a0)

with µ ∈ Pw, k ≥ 1 and a, a1, . . . , ak ∈ Z≥0. Then we may assume that a = 0 by Trick 1
(with j = a + 1) and that ak−1, . . . , a0 = 0 by Trick 2 (with j = p − 1 and m = a + 2).
Further if µ "= (1w) and the last beads on runners of the forms (µ, k) and (∅, k) are in
rows x and y respectively, then x > y + 1, so we also have ak = 0 and then p = 2, giving
a contradiction. Thus µ = (1w) and then k = w − 1 since else Trick 1 applies with j = 1.
Then Γ = ((∅, 0), ((1w), w − 1), (∅, w − 1)p−2) and so h(λM) = w. In particular we may
assume that w ≥ p + 3. Thus p = 3 and w = 6 or 7. In either case λM has an abacus
configuration ((∅, 0)2, ((1w), w − 1)), to which Trick 1 applies with j = 2.
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Now assume that

Γ = ((∅, 0)a, ((1b), 0), (µ, k), (∅, k)ak , (∅, k − 1)ak−1 , . . . , (∅, 0)a0)

with µ ∈ Pb−w and b, k ≥ 1. We may assume that Tricks 1 and 2 do not apply. Further,
µ "= ∅. Then ak−1, . . . , a0 = 0. If µ "= (1w−b) then ak = 0. Assume first that b ≥ 2 and
µ = (1w−b). Then a = 0, so Γ = (((1b), 0), ((1w−b), k), (∅, k)p−2), with k = w − 2b − 1 or
w− b. In either case λ is not p-regular, since positions p(r0−1)+ j are occupied for each j
but position p(r0−b) is not occupied. Assume now that b = 1 and µ = (1w−1). Then a = 1
(since we may assume that a ≤ 1 by Trick 1 applied to the increase and if a = 0 then λ is not
p-regular). If µ = (1w−1) then Γ = ((∅, 0), ((1), 0), ((1w−1), k), (∅, k)p−2) with k = w − 3
or w−1. In the second case Trick 1 applies with j = 2, so we may assume that k = w−3, in
which case λM has an abacus configuration ((∅, 0)p−2, ((1w−2), w−3), ((2), w−3)) to which
Trick 1 applies for j = p− 1. If µ "= (1w−b) then p = 3 and Γ = ((∅, 0), ((1), 0), (µ, k)), in
which case h(λ) ≤ w (using Lemma 7.3 to limit the possibilities for µ).

So if there is an increase j with wtj−1 + wtj = w we may assume that λ(j−1) "= (1b)
with b ≥ 0.

Suppose that j < k are increases and λ(j−1) = λ(k−1) = ∅. Then we can apply Trick
1 with i = ik, unless rk−1 < rj−1. Since rj−1, rk−1 ≥ r0 by assumption, there exists an

increase ℓ < j. Repeating the above argument if needed, we may assume that λ(ℓ−1) "= 0.
This will be used without further reference to reduce the number of cases that have to be
studied. In particular, if there is more than one increase, we may assume by Lemma 7.3
that w = 6 or 7 and that there are exactly 2 increases.

We will provided details for the first cases. The cases with only one increase j for
which wtj−1 + wtj ≥ 5 are easier, since the total weight on the other runners is at most
2. Reductions for such cases can be obtained similarly to the previous cases (using Tricks
1 and 2 as well as p-regularity of λ) and details are left to the reader. Many runner
configurations can be ruled out by applying Trick 2 to the last runner. Runners with no
weight can in many cases be ruled out by a combination of Trick 1 applied to the following
runner and Trick 2.

We remind that we will implicitly use the fact that w ≤ 7 in the proof. When considering
abacus configurations with certain given runners this will in particular bound the total
weight on other runners, thus reducing the forms that other runners might have and this
will thus in some cases allow to exclude some configurations by either p-regularity or by
applying Tricks 1 or 2.

Case B3
4 and B1

2 . If Trick 1 does not applies to runners corresponding to increases, then

Γ = (((1), 0), ((13), 1), (∅, 1)a, ((1), 0)b, (∅, 0), ((12), 1), (∅, 1)c, ((1), 1)d, (∅, 1)e, (∅, 0)f ))

with b + d ≤ 1. We may assume that a, c, f = 0 by Tricks 1 or 2. So p ≥ 5 and
h(λM) = 2b+ 5 ≤ 7.

Case B3
5 and B1

2 . Similarly to the previous case we may first assume that

Γ = (((1), 0), ((14), 2), (∅, 2)a, (∅, 1)b, (∅, 0), ((12), 1), (∅, 1)c, (∅, 0)d)

and then that b, c, d = 0. So p ≥ 5 and h(λM) = 6.
Case B6

5 and B1
2 . We may first assume that

Γ = (((2), 0), ((13), 1), (∅, 1), ((12), 2), (∅, 2)a), (∅, 1)b)

and then that b = 0. So p ≥ 5 and h(λM) = 7.
Case B7

5 and B1
2 . No case needs to be considered (by Trick 1 applied to increases).

Case B8
5 and B1

2 . We may first assume that

Γ = (((1), 0), ((2, 12), 1), (∅, 1)a, (∅, 0), ((12), 1), (∅, 1)b , (∅, 0)c)
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and then that a, b, c = 0. So p = 4 giving a contradiction.
Case B3

4 and B1
3 . We may first assume that

Γ = (((1), 0), ((13), 1), (∅, 1)a, (∅, 0), ((13), 2), (∅, 2)b , (∅, 1)c, (∅, 0)d)

and then that a, c, d = 0. So p ≥ 5 and h(λM) = 8. For p = 5, it can be computed that
Γ(λM) = ((∅, 0)2, ((3, 12), 2), (∅, 1), ((12), 2)) to which Trick 1 applies with j = 2.

Case B3
4 and B2

3 . We may first assume that

Γ = (((1), 0), ((13), 1), (∅, 1)a, (∅, 0), ((2, 1), 1), (∅, 1)b , (∅, 0)c)

and then that a, b, c = 0. So p = 4 giving a contradiction.
Case B1

2 . Then w ≥ 3. By Trick 1 applied to the increase we may assume that Γ =
(A, (∅, 0), ((12), 1), B1, B0) where all runners of A are of the form (µ, 0) with µ not one of
the following

∅, (2), (3), (2, 1), (4), (3, 1), (2, 12), (5), (4, 1), (3, 12), (2, 13),

those of B1 of the form (µ, 1) with µ not one of the following

(12), (2, 1), (3, 1), (22), (4, 1), (3, 2)

and those of B0 of the form (µ, 0) with µ not one of the following

(1), (2), (3), (4), (22), (5), (3, 2), (22, 1).

By p-regularity of λ we have that A has no runner with µ one of the following

(13), (14), (22, 1), (15),

B1 has no runner with µ one of the following

(14), (2, 13), (15),

B0 has no runner with µ one of the following

(2, 12), (14), (3, 12), (2, 13), (15),

that if A has a runner ((12), 0) then it also has a runner ((1), 0) before the last such runner
or B1 has a runner ((13), 1) or B0 has a runner ((x, 1), 0) with 1 ≤ x ≤ 2 and that if B0

has a runner ((13), 0) then B0 = (. . . , ((12), 0), . . . , ((13), 0), . . .).
By Trick 1 (applied to the corresponding or following runners), we may assume that A

does not have one of the following forms:

(. . . , ((1), 0)2, ((12), 0), . . .), (((1), 0), ((12), 0)2).

Further we may assume that B1 = (B
1
, (∅, 1)m) and that B

1
only has runners ((1), 1) and

((13), 1), with ((13), 1) the first runner of of B
1
if it appears. Using also Trick 2 to rule out

runners (∅, 0), it can also be checked that B0 only has possible runners ((12), 0), ((2, 1), 0)
or ((13), 0), with ((2, 1), 0) appearing at the beginning of B0 if it is present. Further B1

has no runner (∅, 1) if B0 = (((2, 1), 0), . . .).
So since 3 ≤ w ≤ 7 we may assume that

Γ =(((12), 0)a, ((1), 0)b , ((12), 0)c, ((x− 2, 2), 0)d, ((1), 0)e, (∅, 0), ((12), 1), ((13), 1)f ,

((1), 1)g , (∅, 1)h, ((2, 1), 0)i , ((12), 0)k, ((13), 0)l)

with 4 ≤ x ≤ 5, l ≤ k, 1 ≤ 2a+ b+ 2c+ dx+ e+ 3f + g + 3i+ 2k + 3l ≤ 5 and h · i = 0.
Further a ≤ c ≤ b ≤ 1 or f + i+ k ≥ 1. If h(λ), h(λM) ≥ p+ 3 then Γ is of the form

Γ = (((12), 0)C , ((1), 0), ((12), 0), ((1), 0)D , (∅, 0), ((12), 1), (∅, 1)E)

with (C,D,E) ∈ {(1, 0, 0), (0, 1, 0), (0, 2, 1)}. In the first case we have

Γ(λM) = ((∅, 0), ((4, 1), 1), (∅, 1), ((2), 1), (∅, 1)),
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to which Trick 1 applies with j = 3. In the other two cases

Γ(λM) = ((∅, 0)D , ((w − 2, 1), 1), (∅, 1)D+1 , ((1), 1)),

to which Trick 1 applies with j = p− 1.
Case B1

3 . Then w ≥ 4. We may assume by Trick 1 applied to the increase that
Γ = (A, (∅, 0), ((13), 2), B2, B1, B0), where all runners of A are of the form (µ, 0), all
runners of Bi of the form (µ, i) for 0 ≤ i ≤ 2, A has no runner (µ, 0) with µ one of the
following:

∅, (2), (3), (2, 1), (4), (3, 1), (2, 12)

and (B2, B1, B0) has no runners of the following forms:

((13), 2), ((2, 12), 2), ((12), 1), ((2, 1), 1), ((3, 1), 1), ((22), 1), ((1), 0), ((2), 0),

((3), 0), ((4), 0), ((22), 0).

Since λ ∈ P
p-reg
n , A has no runner ((1x), 0) with 3 ≤ x ≤ 4 and B has no runner of the

forms:

((14), 1), ((13), 0), ((2, 12), 0), ((14), 0).

From Tricks 1 and 2 we can also see that B2 = (B
2
, (∅, 2)m) and that B

2
, B1 and B0

have no runners of the form (∅, i). Further by Trick 1, B
2
has no runner of the forms

((2), 2), ((3), 2), ((2, 1), 2), ((4), 2), ((3, 1), 2), ((22), 2)

and by Trick 2, B1 has no runner of the form ((x), 1) with 1 ≤ x ≤ 4.
If A = (((12), 0), . . .) and B has no runner of the form ((12), 0) then λ "∈ P

p-reg
n , while

if A = (((1), 0)2, ((12), 0)) or B
2
= (. . . , ((1), 2), ((12), 2), . . .) then Trick 1 applies.

So we may assume

Γ =(((1), 0)a, ((12), 0)b, ((1), 0)c, ((22), 0)d, (∅, 0), ((13), 2), ((12), 2)e, ((1), 2)f ,

((14), 2)g , (∅, 2)h, ((x − 2, 12), 1)i, ((y − 1, 1), 0)k)

with 3 ≤ x ≤ 4, 2 ≤ y ≤ 4 and 1 ≤ a+ 2b+ c+ 4d + 2e + f + 4g + ix+ ky ≤ 4. Further
b ≤ a ≤ 1 or (y, k) = (2, 1). If (x, i) or (y, k) = (4, 1), then we may further assume that
h = 0.

If h(λ), h(λM) ≥ p+ 3 then

Γ = (((22), 0), (∅, 0), ((13), 2)) or ((12), 0), (∅, 0), ((13), 2), (∅, 2), ((12), 0))

or Γ is of the form

(((1), 0), ((12), 0)b, ((1), 0)c, (∅, 0), ((13), 2), ((12), 2)e, ((1), 2)f , (∅, 2)h, ((12), 0)k , ((2, 1), 0)l)

with b+ c+ e+ f + k+3 ≤ p ≤ 3b+3c+2k+3l+3 and (c, p) "∈ {(0, 3), (2, 5)}. It can be
checked that in either case λM has an abacus configuration of the form ((∅, 0)m, (µ, 2), C),
where 1 ≤ m ≤ p−2, µ1 ≥ 3, h(µ) = 3 and all runners of C are of the form (∅, 2), ((1), 2),
((12), 2) or (∅, 1). Further m ≥ 2 if C has a runner ((12), 2). So Trick 2 applies to the last
runner or Trick 1 applies to runner m.

Case B2
3 . Then w ≥ 4. We may assume by Trick 1 applied to the increase that

Γ = (A, (∅, 0), ((2, 1), 1), B1 , B0), where all runners of A are of the form (µ, 0), all runners
of Bi of the form (µ, i) for 0 ≤ i ≤ 1, no runner of A is of the form (µ, 0) with µ one of
the following

∅, (2), (3), (2, 1), (4), (3, 1), (2, 12)

and (B1, B0) has no runner of the forms

((12), 1), ((2, 1), 1), ((3, 1), 1), ((22), 1), ((1), 0), ((2), 0), ((3), 0), ((4), 0), ((22), 0).
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By p-regularity we further have that A has no runner of the forms ((13), 0) or ((14), 0),
that B1 has no runner of the form ((14), 1) and B0 has no runner of the forms ((13), 0),
((2, 12), 0) or ((14), 0). Further if A has a runner of the form ((12), 0) then there is a runner
of the form ((1), 0) before it or B0 has a runner of the form ((12), 0).

By Trick 1 we may also exclude that B1 has runners of the forms ((3), 1) or ((4), 1)
and, also using Trick 2, that B1 has a runner (∅, 1) or B0 a runner (∅, 0). Further A "=
(((1), 0)2, ((12), 0)), B1 "= (. . . , ((1), 1), ((2), 1), . . .) and B1 "= (. . . , ((1), 1), ((13), 1), . . .).

So we may assume

Γ =(((1), 0)a, ((12), 0)b, ((1), 0)c, ((22), 0)d, (∅, 0), ((2, 1), 1), ((2), 1)e , ((x− 2, 12), 1)f ,

((1), 1)g , ((y − 1, 1), 0)h)

with 3 ≤ x ≤ 4, 2 ≤ y ≤ 4 and 1 ≤ a + 2b + c + 4d + 2e + fx + g + hy ≤ 4. Further
b ≤ a ≤ 1 or (b, f, y) = (1, 1, 2). It follows that p− 2 = a+ b+ c+ d+ e+ f + g+ h = 1 or
3. If h(λ), h(λM) ≥ p + 3 then p = 5 and Γ = (((1), 0), ((12), 0), ((1), 0), (∅, 0), ((2, 1), 1)),
in which case λM has an abacus configuration ((∅, 0)2, ((12), 0), (∅,−2), ((4, 1),−1)), to
which Trick 1 applies with j = 2.

CaseB1
4 . Then w ≥ 5. Again we may assume that Γ = (A, (∅, 0), ((14), 3), B3, B2, B1, B0),

where all runners of A are of the form (µ, 0) and those of Bi of the form (µ, i) for 0 ≤ i ≤ 3.
By Trick 1 applied to the increase we may assume that A has no runner (µ, 0) with µ one
of the following

∅, (2), (3), (2, 1)

and that (B3, B2, B1, B0) has no runner of the forms

((13), 2), ((12), 1), ((2, 1), 1), ((1), 0), ((2), 0), ((3), 0).

By p-regularity, neither A nor B0 has runners of the form ((13), 0) and further that if
A has a runner ((12), 0) then A = (((1), 0), ((12), 0)).

By Trick 1 we may assume that B3 = (B
3
, (∅, 0)m) where B

3
can only have run-

ners ((1), 3), ((12), 3) or ((13), 3) and that B2 has no runner ((3), 2). Further B
3
"=

(((1), 3), ((12), 3)). Applying also Trick 2 we may further assume that B0 has no runner
(∅, 0), that B1 = (((13), 1)m) and that B2 has no runner.

So we may assume

Γ = (((1), 0)a, ((12), 0)b, (∅, 0), ((14), 3), ((1x), 3)c, ((1), 3)d, (∅, 3)e, ((13), 1)f , ((x− 1, 1), 0)g)

with 2 ≤ x ≤ 3, 1 ≤ a+2b+cx+d+3f+gx ≤ 3 and b ≤ a. So h(λM) = 4a+4b+2f+3g+4.
For p ≤ 4a+4b+2f +3g+1, λ has an abacus configuration of the form ((∅, 0)m, (µ, 3), C),
where 1 ≤ m ≤ p− 2, µ ∈ {(4, 13), (3, 2, 12), (3, 13), (23, 1), (22, 12), (2, 13)} and all runners
of C are of the forms ((1), 3), (∅, 3), (∅, 2) or (∅, 1). So Trick 2 applies to the last runner.

CaseB2
4 . Then w ≥ 5. We may again assume that Γ = (A, (∅, 0), ((2, 12), 2), B2, B1, B0),

where all runners of A are of the form (µ, 0) and those of Bi of the form (µ, i) for 0 ≤ i ≤ 2.
As in the previous case, by Trick 1 applied to the increase we may assume that A has no
runner (µ, 0) with µ one of the following

∅, (2), (3), (2, 1)

and that (B2, B1, B0) has no runner of the forms

((13), 2), ((12), 1), ((2, 1), 1), ((1), 0), ((2), 0), ((3), 0).

By p-regularity, again neither A nor B0 has runners of the form ((13), 0) and further
that if A has a runner ((12), 0) then A = (((1), 0), ((12), 0)).
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By Tricks 1 and 2 we may further assume that B0 has no runner (∅, 0), that B1 has
no runner, that B2 has no runner (∅, 2) or ((3), 2) and that B2 "= (((1), 2), ((2), 2)) or
(((1), 2), ((12), 2)).

So we may assume

Γ =(((1), 0)a, ((12), 0)b, (∅, 0), ((2, 12), 2), ((2), 2)c , ((x − 1, 1), 2)d, ((1), 2)e,

((x− 1, 1), 0)f )

with 2 ≤ x ≤ 3, 1 ≤ a+ 2b+2c+ dx+ e+ fy ≤ 3 and b ≤ a. So a+ b+ c+ d+ e+ f = 1
or 3. Then b = 0 and either a + c + d + e + f + g = 1 or a + e = 3. It can be checked
that h(λ) or h(λM) ≤ p + 2 unless Γ = (((1), 0)2 , (∅, 0), ((2, 12), 2), ((1), 2)), in which case
case λM has an abacus configuration ((∅, 0)2, ((3, 2, 1), 2), ((1), 2), (∅, 2)), to which Trick 1
applies with j = 2.

Case B3
4 . Then w ≥ 5. We may assume that Γ = (A, ((1), 0), ((13), 1), B1, B0), where

all runners of A are of the form (µ, 0) and those of Bi of the form (µ, i) for 0 ≤ i ≤ 1. By
Trick 1 applied to the increase we may assume that A has no runner ((1), 0)), ((2), 0) or
((3), 0), that B1 has no runner ((13), 1) and that B0 has no runner ((12), 0) or ((2, 1), 0).

By p-regularity A has no runner ((13), 0).
By Trick 1 A = (A, (∅, 0)m) where A can only have runners ((12), 0) and ((2, 1), 0),

B1 = (B
1
, (∅, 1)m) where B

1
can only have runners ((1), 1) and ((12), 1), B0 has no

runner ((3), 0) and B0 "= (. . . , (∅, 0), ((13), 0), . . .). By Trick 2 we then have that B0 =
(((13), 0)m, (∅, 0)x).

If B0 = (((13), 0), (∅, 0)x) then A = ((∅, 0)r) with r ≥ 1 by p-regularity and so Trick 2
applies to the last runner. Thus B0 = ((∅, 0)x).

So we may assume

Γ = (((x, 1), 0)a, (∅, 0)b, ((1), 0), ((13), 1), ((1), 1)c , ((12), 1)d, ((1), 1)e, (∅, 1)f , (∅, 0)g)

with 1 ≤ x ≤ 2, 1 ≤ ax + c + 2d + e ≤ 3 and g ≤ 1 with g = 0 unless (a, x) = (1, 3).
Further b ≤ 1 by Trick 1 applied to runner a + b and then b = 1 unless (a, x) = (1, 3) or
(c, d) = (1, 1) by p-regularity. In each case h(λM) ≤ p+ 1.

Case B4
4 . Then w ≥ 5. We may again assume that Γ = (A, (∅, 0), ((3, 1), 1), B1 , B0),

where all runners of A are of the form (µ, 0) and those of Bi of the form (µ, i) for 0 ≤ i ≤ 1.
By Trick 1 applied to the increase we may assume that A has no runner (∅, 0), ((2), 0),
((3), 0) or ((2, 1), 0), B1 has no runner ((12), 1) or ((2, 1), 1) and B0 has no runner ((1), 0),
((2), 0) or ((3), 0).

By p-regularity neither A nor B0 has a runner ((13), 0) and if A has a runner ((12), 0)
then A = (((1), 0), ((12), 0)).

By Trick 2 B0 has no runner. Further by Trick 1 (applied to the following runner) or 2
(applied to the last runner), B1 has no runner (∅, 1), ((1), 1) or ((13), 1).

So we may assume Γ = (((1), 0)a, ((12), 0)b, (∅, 0), ((3, 1), 1), ((x), 1)c) with 2 ≤ x ≤ 3,
1 ≤ a + 2b + cx ≤ 3 and b ≤ a. Then p − 2 = a + b + c = 1 or 3, so b = 0, (a, c) ∈
{(1, 0), (3, 0), (0, 1)} and then h(λ) = p+ 1.

Case B1
5 . Then w ≥ 6. We may assume

Γ = (((1), 0)a, (∅, 0), ((15), 4), ((1x), 4)b, (∅, 4)c, ((12), 0)d)

with 1 ≤ x ≤ 2 and 1 ≤ a + bx+ 2d ≤ 2. So h(λM) = 5a + 4d + 5. For p ≤ 5a + 4d − 2,
Γ(λM) = ((∅, 0)p−a−d−1, ((a + d + 1, d + xb + 1, 13), 4), (∅, 4 − d)a+d), to which Trick 2
applies to the last runner.

Case B2
5 . Then w ≥ 6. We may assume

Γ = (((1), 0)a, (∅, 0), ((2, 13), 3), ((2), 3)b , ((1x), 3)c, ((12), 0)d)
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with 1 ≤ x ≤ 2 and 1 ≤ a+ 2b + cx + 2d ≤ 2. So a + b + c + d = 1 and p = 3. If a = 1
then λM has an abacus configuration ((∅, 0), ((22, 12), 3), (∅, 3)), to which Trick 2 applies
with j = 2. If b + c = 1 then h(λM) = 4. If d = 1 then λM has an abacus configuration
((∅, 0), ((23 , 1), 3), (∅, 2)), to which Trick 2 applies to the last runner.

Case B3
5 . Then w ≥ 6. We may assume

Γ = (((12), 0)a, (∅, 0)b, ((1), 0), ((14), 2), ((1x), 2)c, (∅, 2)d)

with 1 ≤ x ≤ 2 and 1 ≤ 2a + cx ≤ 2. Further b = 1 by p-regularity and Trick 1 applied
to runner a + b. So p ≥ 5 and h(λM) = 6 if a = 0 or h(λM) = 9 if a = 1. If p = 5
and Γ = (((12), 0), (∅, 0), ((1), 0), ((14 ), 2), (∅, 2)) then λM has an abacus configuration
(((2, 12), 0), ((3), 0), (∅, 0), (∅,−3)2), to which Trick 1 applies to runner 1.

Case B4
5 . Then w ≥ 6. We may assume

Γ = (((1), 0)a, (∅, 0), ((3, 12), 2), ((2), 2)b , ((12), 0)c)

with 1 ≤ a+ 2b+ 2c ≤ 2. So a+ b+ c = 1, p = 3 and h(λ) = 5 or h(λM) ≤ 5.
Case B5

5 . Then w ≥ 6. We may assume Γ = (((1), 0)a, (∅, 0), ((22 , 1), 2), ((12), 2)b) with
1 ≤ a+ 2b ≤ 2. So a+ b = 1, p = 3 and h(λ) = 5 or h(λM) = 3.

Case B6
5 . We may assume that

Γ = (((12), 0)a, ((2), 0), ((13), 1), ((1x), 1)b, (∅, 1)c, ((1), 1)d, (∅, 1)e, ((y), 0)f , (∅, 0)g)

with 1 ≤ x, y ≤ 2, c ≤ d ≤ 1, g ≤ 1 and 2a+ bx+ d+ fy ≤ 2. In either case h(λM) ≤ p+1.
CaseB7

5 . Then w ≥ 6. We may assume Γ = (((2), 0)a, ((1), 0), ((22), 1), ((12), 1)b, ((1), 0)c)
with 1 ≤ 2a+ 2b+ c ≤ 2. Then a+ b+ c = 1, p = 3 and h(λ) ≤ 5.

Case B8
5 . Then w ≥ 6. We may assume

Γ = (((12), 0)a, (∅, 0)b, ((1), 0), ((2, 12), 1), ((x), 1)c , ((12), 1)d)

with 1 ≤ x ≤ 2 and 1 ≤ 2a+xc+d ≤ 2. Further we may assume that b = 1 by p-regularity
and Trick 1 applied to runner a+ b. So a = 0, x = 1, c = 2 and d = 1, in which case p = 5
and h(λM) = 4.

Case B9
5 . Then w ≥ 6. We may assume Γ = (((1), 0)a, (∅, 0), ((4, 1), 1)) with 1 ≤ a ≤ 2,

so a = 1, p = 3 and h(λ) = 4.
Case B1

6 . Then w = 7. We may assume Γ = (((1), 0)a, (∅, 0), ((16), 5), ((1), 5)b , (∅, 5)c)
with a+b = 1. So h(λM) = 5a+6. For p ≤ 5a+3, Γ(λM) = ((∅, 0)p−1−a, ((2, 15), 5), (∅, 5)a),
to which Trick 1 or 2 applies.

Case B2
6 . Then w = 7. We may assume Γ = (((1), 0)a, (∅, 0), ((2, 14), 4), ((1), 4)b) with

a+ b = 1. If b = 1 then h(λM) = 5. If a = 1 then Γ(λM) = ((∅, 0), (∅,−5), ((22 , 13),−1)),
to which Trick 2 applies with j = 0.

CaseB3
6 . Then w = 7. We may assume that Γ = ((∅, 0)a, ((1), 0), ((15), 3), ((1), 3), (∅, 3)b).

By p-regularity and Trick 1 applied to runner a we may assume that a = 1. So p ≥ 5 and
h(λM) = 8. For p = 5, Γ(λM) = ((∅, 0)3, ((14), 3), ((2, 1), 3)), to which Trick 1 applies with
j = 3.

Case B4
6 . Then w = 7. We may assume that Γ = (((1), 0), (∅, 0), ((3, 13), 3)). So p = 3

and Γ(λM) = ((∅, 0), ((22 , 12), 3), ((1), 3)), to which Trick 2 applies with j = 2.
Case B5

6 . Then w = 7. We may assume Γ = (((1), 0), (∅, 0), ((22 , 12), 3). So p = 3 and
Γ(λM) = ((∅, 0), ((23 , 1), 3), (∅, 3)), to which Trick 2 applies with j = 2.

Case B6
6 . We may assume Γ = (((2), 0), ((14), 2), ((1), 2)a , (∅, 2)b, (∅, 0)c) with a ≤ 1.

Further we may assume that c = 1 by p-regularity and Trick 1 applied to runner 0. So
h(λM) = 5.

Case B7
6 . Then w = 7. We may assume that Γ = ((∅, 0)a, ((1), 0), ((2, 13), 2), ((1), 2))

with a ≤ 1. So a = 0 and then λ "∈ P
p-reg
n , leading to a contradiction.
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Case B8
6 . Then w = 7. We may assume Γ = (((1), 0), (∅, 0), ((4, 12), 2)). So p = 3 and

h(λ) = 5.
Case B9

6 . Then w = 7. We may assume Γ = (((1), 0), (∅, 0), ((3, 2, 1), 2). So p = 3 and
h(λ) = 5.

Case B10
6 . We may assume that Γ = (((3), 0), ((13), 1), ((1), 1)a , (∅, 1)b, ((1), 0)c) with

a+ c ≤ 1 and b ≤ 1. So p = 3. If a = 1 then λ "∈ P
p-reg
n , while if a = 0 then h(λM) = 3+ b.

Case B11
6 . We may assume that Γ = (((2), 0), ((2, 12), 1), ((1), 1)a , ((1), 0)b , (∅, 0)c) with

a+ b ≤ 1 and b ≤ c ≤ 1. So p = 3 and h(λM) ≤ 5.
Case B12

6 . By Trick 1 applied to the increase we may assume that

Γ = (((12), 0), ((22), 1), (∅, 1)a), ((1), 0)b),

in which case λ "∈ P
p-reg
n giving a contradiction.

Case B13
6 . Then w = 7. By p-regularity

Γ = ((∅, 0)a, ((1), 0), (∅, 0)b , ((12), 0), ((14), 1), (∅, 1)c, (∅, 0)d)

with a ≥ 1. We may assume that a = 1 and b, d = 0, in which case p ≥ 5 and h(λM) = 6.
Case B14

6 . Then w = 7 and by Trick 1 applied to the increase we may assume Γ =
(((1), 0), ((3, 2), 1), (∅, 1)p−3 , ((1), 0)). So h(λM) = p+ 2.

Case B15
6 . Then w = 7. By Trick 1 applied to the increase we may assume that there is

a runner with non-zero weight after the increase. In particular the increase is not at the
end and then Trick 2 applies to the last runner.

Case B16
6 . Then w = 7. We may assume that Γ = (((1), 0), (∅, 0), ((5, 1), 1)), so p = 3

and h(λM) = 4.
Case B17

6 . Then w = 7. We may assume that Γ = (((1), 0), (∅, 0), ((23 ), 1)), so p = 3
and h(λM) = 5.

Case B6
7 . We may assume Γ = (((2), 0), ((15), 3), (∅, 3)a, (∅, 0)b). Further we may

assume that b = 1 by p-regularity and Trick 1 applied to runner 0. So h(λM) = 7. For
p = 3, λM has an abacus configuration ((∅, 0), ((14), 3), ((3), 2)), to which Trick 1 applies
with j = 2.

Case B11
7 . We may assume Γ = (((3), 0), ((14), 2), (∅, 2)a, (∅, 1)b). Further we may

assume that b = 1 by p-regularity and Trick 1 applied to runner 0. Then h(λM) = 4.
Case B12

7 . We may assume Γ = (((2), 0), ((2, 13), 2), (∅, 0)a) with a ≤ 1. So p = 3 and
h(λM) = 5.

Case B20
7 . We may assume Γ = (((4), 0), ((13), 1)). So p = 2 giving a contradiction.

Case B21
7 . We may assume Γ = (((3), 0), ((2, 12), 1)). So p = 2 giving a contradiction.

Case B22
7 . Then λ "∈ P

p-reg
n giving a contradiction.

Case B24
7 . We may assume Γ = (((2), 0), ((3, 12), 1), (∅, 0)a) with a ≤ 1. So p = 3 and

h(λM) = 5.
Case B25

7 . We may assume Γ = (((2), 0), ((22 , 1), 1)). So p = 2 giving a contradiction.

7.4. Consecutive increases. Here we assume that there exists 2 ≤ j ≤ p − 1 such that
j − 1 and j are increases. By Lemma 7.4, one of the configurations Ck appears in Γ and
we may assume there is no further increase in rj (by Lemmas 7.3 and 7.4). The reductions
can be obtained similarly to those in §7.3 (use Tricks 1 and 2 and p-regularity) and details
are left to the reader.

Case C1. We may assume that Γ = ((∅, 0), ((12), 1), ((14), 2), ((1), 2)a , (∅, 2)b) with
a ≤ 1. So h(λM) = 5.

Case C2. We may assume Γ = ((∅, 0), ((12), 1), ((15), 3), (∅, 3)a). So h(λM) = 7. For
p = 3, λM has an abacus configuration (((12), 0), ((22), 1), ((1),−3)), to which we can apply
Trick 1 with j = 1.

Case C3. We may assume Γ = ((∅, 0), ((12), 1), ((2, 13), 2)). So p = 3 and h(λM) = 5.
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Case C4. We may assume Γ = ((∅, 0), ((2, 1), 1), ((14), 2), (∅, 2)a). So h(λM) = 5.
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