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ON SELF-EXTENSIONS OF IRREDUCIBLE MODULES OVER
SYMMETRIC GROUPS

HARALAMPOS GERANIOS, ALEXANDER KLESHCHEV, AND LUCIA MOROTTI

ABSTRACT. A conjecture going back to the eighties claims that there are no non-trivial
self-extensions of irreducible modules over symmetric groups if the characteristic of the
ground field is not equal to 2. We obtain some partial positive results on this conjecture.

1. INTRODUCTION

Let k be a field of characteristic p > 0 and &,, be the symmetric group on n letters. In
this paper we are concerned with the following conjecture:

Self-extensions Conjecture for Symmetric Groups. Let p > 2 and D be an irre-
ducible k&, -module. Then Extg (D, D) =0.

This folklore conjecture, sometimes referred to as Kleshchev-Martin’s conjecture, goes
back to the late eighties. As even the case of the trivial module D = kg, shows, the
assumption p > 2 is necessary. The conjecture seems to be wide open.

Asin §11], the irreducible k&,,-modules are { D* | A € P57} where 225 denotes
the set of p-regular partitions of n. We also have the Specht modules {S* | A € £, } where
P, is the set of all partitions of n, see §4]. We denote by h(A) the number of non-zero
parts of a partition A, and by > the usual dominance order on &, see 3.2].

In Theorem 2.10] it is proved that under the assumptions p > 2, Ap¥ p and
h(A),h(1) < p — 1, we have Extg, (D*, D*) = Homeg,, (rad S*, D*). In view of 12.2],
this immediately implies:

Proposition 1.1. Let p > 2 and A € 25" If h(\) < p — 1 then Ext§ (D*, DY) = 0.
If D* is isomorphic to a Specht module we immediately get from Theorem 3.3(c)]:

Proposition 1.2. Let p > 3 and A € P57, If D* = SY for some v € P, then
Extg (DA, DY) = 0.

These are the only general results about self-extensions of irreducible modules over
symmetric groups that we are aware of. In this paper we obtain several new positive
results.

Theorem A. Let p > 2 and D* be in a RoCK block. Then E){‘cé"(D>‘7 DA = 0.

Theorem [A] is proved in Section [3] using a Morita equivalence, established in [EKj],
between weight d RoCK blocks of symmetric groups and zigzag Schur algebras T4(m, d)
with m > d which were defined by Turner [T], see also [EK;|. We establish in Corol-
lary [3.15] that Ext;z(m d)(L,L) = 0 for any irreducible T%(m, d)-module L. This implies
Theorem[A] Our results on extensions in RoCK blocks are actually stronger, and we refer
the reader to Corollary[3.13] Theorem [3.14] and Remark [3.18] for more details on that.
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By [CR], every block of a symmetric group is derived equivalent to a RoCK block, and
so one might hope to extend Theorem[A]to an arbitrary block using Chuang-Rouquier’s
perverse equivalences. We were unable to do that, so we had to resort to a less powerful
approach employing translation functors. We review the fundamental properties of the
translation functors el(.r), fi(T) in and in Section [4] we establish some of their new
properties. This allows us to prove in Section [T]at least the following:

Theorem B. Let p > 2 and D be in a block of weight < 7. Then Ext16n(D>‘,D/\) =0.

Using translation functors and some information about Specht modules, in Section [6]
we also improve on Proposition [L.1] above:

Theorem C. Let p > 2 and A € ZF"8. If h(\) < p+ 2 then Extg, (D*, D) =0.

The following result, proved in section[5] verifies the Self-extensions Conjecture for some
additional cases:

Theorem D. Let p > 2, A\ € 25" and i € Z/pZ. If egei()‘))D’\ is isomorphic to an
(irreducible) Specht module then Extg (DA, D*) = 0.

If D itself is isomorphic to a Specht module, it is easy to see that it satisfies the as-
sumptions of Theorem[D] so in particular the theorem generalizes Proposition[I.2] We also

note that the assumption that eEEi(A))D)‘ is an (irreducible) Specht module in Theorem D]

is equivalent to the assumption that fi(%(/\) ) DX is an (irreducible) Specht module, see
We refer to Example[5.22]for a concrete example of an application of Theorem [D]

The new results on translation functors obtained in Section [@lmight be of independent
interest, so we cite some of them here. The main point is that the divided power i-
(r)
i
D%? and it is crucially important to know that the quotient (eET)D’\) /D% has no D%*
in the socle (and similarly for the i-induction functor fi(r)). Unfortunately, we cannot
prove this in general. But at least we establish the following:

Theorem E. Let X € P07, i € L/pZ, By, ..., By, be the i-conormal nodes of A
counted from top to bottom, and Ai,..., A ) be the i-normal nodes of A counted from
bottom to top.
(i) If 0 < 7 < ;(\) and DF* C (fi(T)DA)/DfiTA then 0 < r < @;(\) and the partition
\Bri1obtained by adding Byy1 to A, is not p-regular.
(ii) If 0 < r < ei()\) and D% C (egr)D)‘)/Dé;‘/\ then 0 < r < g;(A) and the partition
AA obtained by removing A,41 from X, is not p-regular.

Some consequences of Theorem [E| for self-extensions are obtained in

restriction functor e, ’, when applied to an irreducible module D?*, has a simple socle

r+4+17

2. PRELIMINARIES

We review some notions related to representation theory of the symmetric group &,
referring the reader to [J1|lJK] for details. We stick with the notation already introduced
in Section [Il In particular, we work over the ground field k of characteristic p > 0.
Throughout the paper we assume that k is algebraically closed (for symmetric groups this
does not reduce any generality).

2.1. Generalities on representations. Let G be a finite group. We denote by kG-mod
the category of finite dimensional kG-modules. Let V. V,..., Vs € kG-mod. We write
V ~Vi|...| Vs toindicate that V has a filtration as a kG-module with factors Vi, ..., Vj,
listed from bottom to top. For an irreducible kG-module D we write [V : D] for the
multiplicity of D as a composition factor of V. We denote by k¢ the trivial kG-module.
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Lemma 2.1. Let G be a finite group, W € kG-mod, and V,V' C W be submodules with
V2V IfsocW 2 D is irreducible and dimEndg(V) = [V : D] then V = V.

Proof. Let J be the injective hull of D. If V # V' then

dim Homg(V, W) > dimEndg(V) = [V : D] = dim Homg(V, J) > dim Homg(V, W),
giving a contradiction. O
Lemma 2.2. Let G be a finite group and V,Uy,..., U, € kG-mod. If socV is simple

and there is an injective homomorphism f:V — Uy & --- @ Uy, then there is an injective
homomorphism V — U; for some 1 < j < m.

Proof. There exist homomorphisms 7; : U1 @ ---® Uy, — Uy, 1 : Uj = Ui @ - - ® U, with
ZJ- tjom; =id. Now f = Zj vjomjo f is injective and soc V' is simple, so tjomjo flsocv 7# 0
for some j. Then ;0 f: V — U; is injective. O
Lemma 2.3. Let G be a finite group and M, N,V,W € kG-mod. Suppose:

(a) M2V and N =W for some k <1;

(b) V is a submodule of W and M is a submodule of N;

(¢) D :=socW is simple and dimEndg(W) = [W : D].
Then N/M = (W/V)®F @ wel-k,
Proof. Let J be the injective hull of D. Since socW = D by (c), we have W C J. So,
using (a), we get for any X € kG-mod:

dim Homg (X, N) = I dim Homg(X, W) < ldimHomg(X, J) ={[X : D]. (2.4)
The short exact sequence 0 — V — W — W/V — 0 yields an exact sequence
0 — Homg(W/V, N) — Homg (W, N) == Homg(V, N). (2.5)
Using (c), (25), and (24) with X =V and X = W/N, we now get
[[W: D] =1ldimEndg(W) = dim Homg (W, N)

< dim Homg(V, N) + dim Homg(W/V, N)

<I[V:D]+I[W/V :D]=1W: D]
Hence

dim Homg (W, N) = dim Homg(V, N) + dim Homg(W/V, N).

It follows that the map ¢ in (2.5) is surjective. In other words, every homomorphism
f € Homg(V, N) extends to a homomorphism f € Homg (W, N).

By (a), we can write M = M1 ® ... ® My and N = N1 & ... ® N; for submodules
My, ..., My of M isomorphic to V and submodules Ny,...,N; of N isomorphic to W. It
suffices to show that we can also write N = N{ @ ... ® N/ for submodules N7, ..., N/ of
N isomorphic to W and such that M; C N/ for i = 1,..., k. We may assume that V # 0.
We have the embeddings

i VS M, — M — N (1<i<k).
By the previous paragraph, these can be extended to homomorphisms z; : W — N which
are necessarily injective since socV = soc W is simple. Let N/ be the image of i; for
i = 1,...,k. Using the simple socles and the fact that the sum Zle M; is direct we
deduce that the sum Zle N/ is also direct. Now, up to relabeling the modules Ny, ..., N,

we may assume that

soc(Ny @ ...® Nj) Nsoc(Ngr1 & ... 6 N;) = 0.
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Then
(Ni®...aN)N (N1 ® ... N;) =0.

By dimensions, we conclude
N=N&..ON,®Npy1®...6 N,
andsowecantakeNj’-::Njforjzk—i—l,...,l. O

Lemma 2.6. Let G be a finite group, D be an irreducible kG-module, and suppose that
V € kG-mod has a filtration 0 =Vy C V3 C--- C V,, =V such that socV, ZheadV, = D
and [V : D] = a for for alla=1,...b.
(i) If Z C V is a submodule with head Z = D®™ for some m € Z>, then Z =V, for
some a.
(ii) If X CY CV are submodules such that [X : D] = a—1 and [Y : D] = a for
some a € Zsg, then Vo, £ X, Vo, CY, and V,/(Vo N X)=Y/X. In particular, if
D :=soc(Y/X) is simple, then [V, : D] # 0.

Proof. (i) Let a be minimal with Z C V,. Then either Z = V, or Z C radV,, whence
Z C V,_q since [(rad V,)/V,—1 : D] = 0, giving a contradiction.

(ii) We only need to prove that V, C Y. Note that Y has a submodule Z such that
[Z : D] = a and head Z = D®™ for some m € Z>¢. By (i), we have Z = V. O

2.2. Partitions and abaci. Let A\ = (A, Ag,...) € &,. We denote || := n. The
transpose partition is denoted . Recall that X is called p-restricted if A\y — Agyq1 < p for
all k. Then X is p-regular if and only if ) is p-restricted. We denote the sets of p-regular
(resp. p-restricted) partitions of n by 25" (resp. 25™). A partition A that is not
p-regular is called p-singular. For every A € &Z,, James [Jo| defines its regularization
AR € P8 Note that AR > A, and A\F = X if and only if A € 578, We refer the reader
to MU FKI|BO|K,| for the Mullineux involution

PIE _y PreE ) )M,

We denote by & the trivial partition of 0, thus &, = {&}.

We identify A with its Young diagram {(k,1) € Zso X Zo | | < Ax}. The elements
of Z~g X Zsq are called nodes. We set I := Z/pZ, identified with {0,1,...,p — 1}. Let
A = (k,1) be a node. The residue of AisresA:=1—k (mod p) € I. For k',l' € Z such
that &+ k', +1' > 0 we have the node A+ (K',l') := (k+ K, 1 +1).

Consider the free Z-module Q := @, Z-a; with basis {; | i € I}. We have the subsets
QT ={Ycrcii € Q| ¢ >0foralliel}and QF :={> ,c;cia; € Q1 | X, = n}.
The residue content of a partition X € &2, is cont(\) := >, ; a;a; € Q;F, where a; is the
number of nodes of A of residue i.

We assume familiarity with the abacus notation for partitions, see |JK| §2.7]. Recall
that positions on the abacus are labeled with non-negative integers, so that for ¢ € I, the
positions {i+pa | a € Z>o} form the runner ¢ of the abacus. We denote an abacus display
for A by I'(A). Recall that T'(\) is not unique and depends on the number of beads chosen,
so we will need to make sure that the number of beads is agreed upon. In particular, we
will always make sure that position 0 in T'()) is occupied, and if some operation with abaci
creates an abacus with position 0 unoccupied we will simply pass to the equivalent abacus
with p more beads. A position k£ > 0 in I'()) is removable (resp. addable) if it is occupied
(resp. unoccupied) and position & — 1 is unoccupied (resp. occupied).

Note that A is p-regular (resp. p-restricted) if and only if there is no unoccupied (resp.
occupied) position r in I'(A) such that the positions r+1,...,7+p (resp. r—1,...,7—p)
are occupied (resp. unoccupied). By replacing each bead in T'(A) with an empty space
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and vice versa, and then rotating the abacus through 180°, we obtain the abacus display
T'(\) for X, so

r(\) =T(N). (2.7)

We refer the reader to |JKI| §2.7] for the notions of the core and weight of a partition.
The weight of A is denoted wt(A\). Let p € &2, be a core, d € Z>¢, and set n := r + pd.
Denote by &2, the set of all partitions of n with core p (and weight d), and denote
@5,—;63 = P,qa NP5 By [JK| Theorem 2.7.41], two partitions A, u € £, have the
same core if and only if cont(\) = cont(u).

We will also use the notion of the quotient of a partition A € &, 4 denoted quot(\) :=
()\(0), ceey )\(”_1)). This is a multipartition of d, with each A®) being the partition corre-
sponding to the moves made on the runner i to go from I'(p) to I'(A), see JK| 2.7.29)].
Note that, unlike in [JK], we do not insists on using an abacus I'(A) with a multiple of p
beads, and so quot()\) = (A(?) ... A\?=1) depends on I'(\) and is only defined in general
up to a cyclic permutation of A ... X®=D_ This is in agreement with [F]. For i € I,
we denote wt;(I') := [A\()|. We have 3=, wt;(A) = wt()\). We also denote by I'; the bead
configuration on the runner j of I' and by r;(I') the number of beads on I';.

2.3. Removable and addable nodes. Let A € £2,. A node A € X\ (resp B &€ \) is
called removable (resp. addable) for X if A4 := A\ {A} (resp. AP := AU{B}) is a diagram
of a partition. Fix ¢ € I. A removable (resp. addable) node is called i-removable (resp.
i-addable) if it has residue i. If Ay, Ag, ..., Ay are removable (resp. addable) nodes of A
then we denote A4, 4, := A\ {A1,..., Ag} (vesp. Mo .= XU {A, ..., AL}).

For every removable node A of A, there exists a unique removable position k in T'(\)
such that T'(A4) is obtained by moving a bead from position k to position k — 1. For every
addable node B for ), there exists a unique addable position k in T'(\) such that T(A\P) is
obtained by moving a bead from position k£ — 1 to position k. Removable (resp. addable)
nodes A and A’ have the same residue if and only if the corresponding removable (resp.
addable) positions k and k" are on the same runner. We denote by i;(I") the residue of the
removable/addable nodes of A corresponding to removable/addable positions on runner j.

Labelling the i-addable nodes of A by + and the i-removable nodes of A by —, the i-
signature of A is the sequence of pluses and minuses obtained by going along the rim of the
Young diagram from bottom left to top right and reading off all the signs. The reduced i-
signature of \ is obtained from the i-signature by successively erasing all neighboring pairs
of the form —+. The nodes corresponding to —’s (resp. +’s) in the reduced i-signature
are called i-normal (resp. i-conormal) for A. The leftmost i-normal (resp. rightmost
i-conormal) node is called i-good (resp. i-cogood) for A\. We write

gi(A) := t{i-normal nodes of A} and ¢;(\) := f{i-conormal nodes of A}.

Lemma 2.8. Let X be a p-regular partition, ' = T'(A\) and 1 < j < p—1. Ifr;(T') —
rj,l(l“) Z wtj,l(F) + Wtj(r), then 5ij(F)(>‘) == Tj(r) - ’I"jfl(F) and g&ij(r)(/\) =0.

Proof. If a position (j — 1) 4+ pa on runner j — 1 is occupied then a < 7;_1(T") + wt;_1(I).
So, by assumption, a < r;(I') —wt;(I") and the position j+pa on runner j is also occupied.
The result follows. |

Let A € ;" and i € I. Let Ay, Ay,..., A\ (resp. Bi,By,..., By, (x) be the i-
normal (resp. i-conormal) nodes for A, labelled from bottom to top (resp. from top to
bottom). We set

ST — fry . \Bi1,..,B
ei)\.— )‘Al,-n,A fi)‘~—)‘ 1 ",

)
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where &\ (resp. fI'\) is interpreted as 0 if r > g;(\) (resp. r > ¢;(\)). It is well known
that the partitions €] A and f/' A are p-regular. Moreover, for r < ¢;(A) (resp. r < g;(\))
we have €] fTA = X (resp. fléjA = A).
Lemma 2.9. Let A\ € 25" i c I, and p= fr\ for some 0 <1 < @;(\). Then wt(u) =
wt(A) +7(p;i(A) —&i(A) — 7). In particular, if €;(X) = 0 then wt(u) = wt(A) +7(p;(A) —7),
and wt(p) > wt(X), with equality holding if and only if r =0 or r = @;(A).
Proof. Let cont()\) = > ;- aja;. Note that cont(u) = >, (a; + rdij)a;. In view
of [Kg| Lemmas 11.1.4, 11.1.5] we have that
wt(p) — wt(X) = rdio — > _((a; +78i5)* —a3) + > _((aj +6i ) (a1 + r8ij41) — aja;41)
J J

= 7“((5@’0 —2a; + a;—1 + ajy1 — ’I“).

The result then follows from ¢;(A\) —&;(A) = ;0 — 2a; + a;—1 + a;41 (this comes from [Ks)

Lemma 8.5.8] and can also be seen by induction, starting with the empty partition and
considering when the nodes at the right or below A are addable in VA). (|

There is also a purely combinatorial proof of Lemma[2.9]by comparing I'(A) and T'(p).

Lemma 2.10. Let A € P57, and i € I be such that g;(\) > 0, ¢;(\) > 0 and \§ ¢
PETE for the i-good node A and the i-cogood node B for X. Suppose that a is the removable
position on T'(X\) corresponding to A and b is the addable position on T'(X) corresponding
to B. Then a = b+ p and the positions ¢ satisfying b < ¢ < a — 1 are all occupied.

Proof. Since A4 and AP are p-regular, it follows that A = B+ (1 —p, 1). This is equivalent
to the required property of T'(\). d

The following two lemmas can be easily checked and are left as an exercise.

Lemma 2.11. Let \ € ;"% i € I and Ay, ..., A, (\) be the i-normal nodes of X labeled
from bottom to top. For 1 <r <eg;()), the following are equivalent:

(i) Aa, & 25
(ii) r > 2 and for some j <r —2 we have Aa, .. a; A, & ygjjfil;
(iii) r > 2 and A, = A1+ (1 —p,1).
Lemma 2.12. Let A € 5%, i € I and By, ..., By, \) be the i-conormal nodes of A
labeled from top to bottom. Fiz 1 <r < p;(\). The following are equivalent:

(i) )\Br ¢ gﬁiig!.
(ii) 7 > 2 and for some j < r — 2 we have \Br»-Bi:Br & Py
(iii) r>2 and B, =B,—1+ (p—1,-1).
Let A € &, and i € I. Define
ei(\) := #{i-removable nodes of A\} and ¢};()\) := #{i-addable nodes of \}.
Let Ay, A, ..., Ay (resp. Bi, By, ..., BL/,;(/\)) be the i-removable (resp. i-addable) nodes
for A, labelled from bottom to top (resp. from top to bottom). We set
EN = Aay A, fIA = AP B
where €7\ (resp. fI)) is interpreted as 0 if 7 > e}(\) (resp. r > @(N)).
The following is easy to see:
Lemma 2.13. Let A be a core, i € I, and Bi,..., By be the i-addable nodes of A

labeled from top to bottom. If some NP7 is not p-restricted then \Ps is not p-restricted for
alls=1,...,7 and By = (1,\1 + 1) is the top addable node of \.
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2.4. Representations of symmetric groups. In addition to the notation introduced
in Section [I] we denote by sgn the sign representation of &,. Let A\ € 25", By
[FKIBOIK], we have D* @ sgn = D", Moreover &;(\) = e_;(A\") and ¢;(A) = o_;(\¥)
for all i € I. Recall that (D*)* = D*. Passing to duals and tensoring with sgn, we deduce
for all A\, pp € 257" and k > 0:

Extf (D, DY) = Ext& (D*, D") = Ext& (DY, D). (2.14)

Let p € & be a core, d € Zxp, and n = r + dp. Denote by B,  the block of the
symmetric group algebra k&,, corresponding to p, cf. [JKI| 6.1.21]. The corresponding
central idempotent will be denoted b, 4, so B, 4 = k&b, 4. The irreducible B, ;-modules
are {D* |\ € Py eh, of. [JKI 7.1.13, 7.2.13]. We also have bpaSt = S* for all A\ € 2, 4.
For A € 2,4, we have [S* : DX = 1 and [S* : D#] # 0 implies > A* and p € Py
see [Jo]. If X is p-regular, we have head S* = D*, see [J1} §11].

Let 0 = cont(p) + Y_,c; da; € Q. We can recover p and d from 6, so it is unambiguous
to write By for B, 4. Note that cont(A) = 6 for all A € &, 4. Now, for a general 6 € Q;}
we set By := B, 4, by := b, q if 0 = cont(p) + ;. do; for some core p and d € Z>, and
set By := 0, by := 0 otherwise. Then we have kG,, = e%e@i By, and the corresponding
decomposition 1 =}, o+ bp.

Lemma 2.15. [J3| Let A = (I, 0,23...) € P, up = (L, po, p3,...) € ?ﬁ'reg, and set
A= (Ao, As,..0) € Py, fii= (o, 3, ... ) € PPE. Then [S* : DF] = [S* : DA].

Recalling the notation of §.9 especially quot()\) = (A, ... A®~1) we have:

Lemma 2.16. [F;| Proposition 2.1] Let A € &,,. The Specht module S* is irreducible if
and only if X has an abacus display such that for some j,k € I we have:

(i) D =g forj£1+4k;
(ii) If position j + pa on runner j is unoccupied, then any position b > j + pa not on
runner j is unoccupied;
(iii) If position k + pc on runner k is occupied, then any position d < k + pc not on
runner k is occupied;
(iv) the partition A0 s p-regular and the Specht module S irreducible;

(v) the partition A®) s p-restricted and the Specht module SN s irreducible.

Suppose S* is irreducible and choose an abacus display for X. In view of Lemma[2.16]
if X is not a core, i.e. A() # @ for some [ € I, then A is non-p-regular or non-p-restricted.
Moreover, if A is non-p-restricted then there is a unique runner j as in Lemma [2.16]this
runner will be called non-restricted. Similarly, if A is non-p-regular then there is a unique
runner k as in Lemma [2.16}this runner will be called non-regular.

For an arbitrary p-singular partition A, Fayers provides in |F| an algorithm for going
from an abacus I'()\) to an abacus T'(A\)} which is an abacus of the regularization A* of ),
so we can write I'(A*) = T'(\)R. Using [Fs} §2] one can easily verify the following:

Lemma 2.17. Let \ be a p-singular partition such that the Specht module S is irre-
ducible. Let k be the non-regular runner of an abacus display T'(\), and quot(A}) =
(MO (AP0 s defined using T(A}) = T(A\)R. Then:

(i) WM =g;
(ii) If position k+ pa on runner k of T(A\)® is occupied, then every position b < k+ pa
of T(A\)® is occupied.
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2.5. Translation functors. We review the i-induction and i-restriction (translation)
functors, referring the reader to [Kj| for more details. Let i € I, § € Q}, r € Z>o,
and V be a module over the block By = k&, by. Extending V to a k&,-module, we define

ez('r)v = b9—mi(vlg:§—rx6)6r € By_ra,-mod,

(3

Note by |Ksl (8.13)], the functorial isomorphism
eV 2 b0 (VIS xe, e (2.18)
where (—)g, stands for &,-coinvariants.
We then extend the definition of el(-r)V and fi(T)V to any k&,,-module V' additively and
obtain the functors egr) : k&,,-mod — k&,,_,-mod and fi(r) : k&,,-mod — k&,,,-mod.
We write ¢; := el and f; := f{"). Then Vs, | =@, eV and VISt =@, fiV.

FV = bgsra, (V B ke, )@ e, € Bosra,-mod .

Lemma 2.19. |Ks| Lemma 8.2.2(ii), Theorem 8.3.2] The functors egr) and fi(r) are exact,

biadjoint and commute with duality. Moreover, e] = (egr))@” and f] = (fi(r))@”.

Lemma 2.20. Let k € Z>g. For V € k&,-mod and W € k&,,_,-mod, we have

Extl  (eV,W) 2 Extl (V, ;W) and  Extl, (fOW,V) = Extl  (W,eV),
Proof. This follows immediately by Lemma [2.19] and Shapiro’s lemma. O
(r)

i

Lemma 2.21. [K3| Theorems 11.2.10, 11.2.11] Let A\ € 25"®, i € I andr € Z>1. Then:
(1) eET)D)‘ # 0 (resp. fi(r)D)‘ #0) if and only if r < g;(X) (resp. v < @;(N)), in which

(r) r . . . .

i D (resp. fi( )D)‘) is a:s‘elf—dual mdfzcomposable module with simple socle
and head both isomorphic to D% (resp. DII); )

(i) [/ D : DFN = () = dim Ends, . (e\” D*); and [ D> : DIA) = (V) =
dimEnds, ., (1 DY);

(iii) If D* is a composition factor of el(-r)D)‘ (resp. fi(T)D’\), then g;(n) < e;(A) —r
(resp. @i(n) < @i(X) — 1), with equality holding if and only if n = €\ (resp.

52V i (V)

W= fi")\). In particular, egsi(A))DA = D% and fi(%()‘))D)‘ ~ pfit,

(iv) egr)D)‘ (resp fi(T)D)‘) is @rreducible if and only if 1 = ;(X\) (resp. 7= pi(N)).

We now record some results on the application of e; ’ and fl.(r) to irreducible modules.

case e

Let A € 257" € 25" and i € I. We say that p is an i-reflection of X if £;(\) = 0
and p = ﬁpi(k))\, or p;(A) =0and pu = é?o‘))\. If  is an i-reflection for some i we say
that u is a reflection of .

Lemma 2.22. Let p be a reflection of A, then ExtIGn(D)‘,DA) & Extlgw1 (D*, D*).
Proof. Follows from Lemmas [2.20] and [2.21] O

Lemma 2.23. Let A € P27 and i € I. Let W= é?()‘))\ and assume that D¥* = SV for
some v € P,_,. Then e(fzf()‘))DAM ~ prt = gV

Proof. By [J1} Theorem 8.15] and using the self-duality of irreducible modules over sym-

~

metric groups, we get S¥ ® sgn = S”. By Lemma [2Z.21[iii) and the assumption, we
(es(N)
i

(egr)_) ® sgn e(r)(— ® sgn), we get the result. O

—i

have e D> = DI >~ 8¥ Tensoring with sgn and using the functorial isomorphism
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Let A € &, i € I, and Rem(\,q) (resp. Add(A,7)) be the set of all i-removable (resp.
i-addable) nodes for A. Let r € Z>q, and for a set X, denote by Q"(X) the set of all
r-element subsets of X. If A = {4;,...,4,} € Q"(Rem(\,%)) (resp. B={Bi,...,B,} €
Q"(Add(),9))), define Aa := Aa, _a, (resp. AB := \Bu-Br),

We say that V' € k&,,-mod has a Specht filtration if V ~ At | ... ] 8" for some Specht
modules S with M € 2,,.

Lemma 2.24. Let A€ &), i €I andr € Z>o. Then el(»r)SA (resp. fi(T)S’\) has a Specht
filtration with factors {S* | A € Q"(Rem(\, i)} (resp. {S*” | B € Q"(Add(X,))}), each
appearing once, such that the factor S* (resp. S’AB) occurs above the factor S’ (resp.
S)‘B,) whenever Ag> Ay (resp. NB>AB'). In particular, eET)SA # 0 (resp. fi(T)S)‘ #0) if
and only if r < el(\) (resp. r < ¢i(N)), in which case S% (resp. SfiT)‘) is the top Specht
factor.

Proof. By [J1| Theorem 9.3], efS* # 0 if and only if » < £/(\). Now by Lemma 219 it

follows that egT)SA # 0 if and only if r < &/()) and so, when working with eET)S’\ we may

assume that r < e/(\); in particular, 7 < A1, and the skew shape \/(r) makes sense.
Moreover, by [J1} Theorem 9.3] again, e/ S* has a Specht filtration with factors {S*4 |

A € Q" (Rem()\, 1))}, each appearing r! times. So by Lemma[2.19]

Psr= S dimsM (2.25)
AeQr (Rem(\,i))

By [JP] Theorem 3.1] (cf. [DG] Lemma 1.3.9]), S* |, . «e, has a filtration with factors
SMTRST where T € 2, and ST is the Specht module corresponding to the skew shape
A/7; moreover in this filtration the factor SMT K ST appears above the factor S7 X ¢
whenever 7 > 0. In particular, S*() & S is a quotient of SAIGZ,Me,,- So SM(") is a
quotient of coinvariants Sér, and, using (2.18)), we deduce that bo—ra; SM(1) is a quotient
of egr) SA.

By |JP| Theorem 5.5], the module S5 () has a Specht filtration and its factors are given
by the Littelwood-Richardson rule [Mcl| (9.2)]. It follows that by_,o,S* () has a Specht
filtration with factors {S* | A € Q"(Rem()\,i))} each appearing once. Using (Z:25)), we
deduce dim bg_miS/\/(’") = dim eET)S)‘, SO ey)S}‘ = bo_ra, SM() | which implies the result
using |[JP| Theorem 5.5].

The argument for fi(r) is similar but uses |J;, Corollary 17.14] instead of |JPJ. O

dime

Corollary 2.26. Let A € 25" i € I and r € Z>o. If D" is a composition factor of
ez(»T)D)‘ (resp. fi(T)DA) then > Aa for some A € Q" (Rem(\, 7)) (resp. u> A\B for some
B € Q"(Add(A,1))).

Proof. Since D* is composition factor of S* and composition factors of S* are of the form
D for p > v, the result follows from Lemma[2.24] O

3. SELF-EXTENSIONS FOR ROCK BLOCKS

Throughout this section we assume that p > 2. We prove that there are no self-
extensions for irreducible modules lying in a RoCK block.

3.1. Notation. In this section ‘graded’ always means ‘Z-graded’. For a graded vector
space V = @, ., V" and s € Z, we denote by ¢°V the same vector space with grading
shifted by s, i.e. (¢°V)" = V"5, Given a finite dimensional graded k-algebra A, the
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irreducible A-modules are gradable uniquely up to grading shift. For graded A-modules,
we use the notation hom4(V, W) and ext’, (V, W) to denote homomorphism and extension
spaces in the category of graded A-modules. For example, hom4(V, W) means degree 0
homomorphisms. It is well-known, see e.g. NvOl 2.4.7] that for finite dimensional V' and
W, we have

Exty (V, W) = @D ext!y (V,¢"W) (3.1)

SEZ
where Ext!y(V, W) is the usual Ext in the ungraded category.
Let I be the quiver with vertex set

J={1,2,....p—1}cI={0,...,p—1}
and arrows ay j from j to k for all (k,j) € J? such that |k — j| = 1:

\J\J\J \JU

ep—3,p—2 2p—2,p—1

The zigzag algebra Z is the integral path algebra ZI" modulo the following relations:

(i) All paths of length three or greater are zero.
(ii) All paths of length two that are not cycles are zero.
(iii) All cycles of length 2 based at the same vertex are equal.

Length zero paths yield the standard idempotents {e; | j € J} with e;a; je; = a;; for all
admissible 7, j. For every j € J, define ¢; := aj j+1aj+1 ;-

The algebra Z is graded by the path length: Z = Z° @ Z' @ Z2. We consider Z as a
superalgebra with Zg = Z @72 and Zj = Z!. For ¢ € Z/27Z and a € Z.\ {0} we denote
a :=e. We have a basis By := {e;,c; | i € J} of Z, a basis By := {ay; | |[i — j| = 1} of Z3,
and a basis B := B L/ B of Z.

Let d € Z>p and m € Zsg. We set [m] := {1,2,...,m}. For a set X and d € Z>( we

often write z1 -+ zq := (1,...,24) € X% For z € X, we often denote 2% := z---x € X%
The symmetric group &4 acts on the right on X¢ by place permutations: (z1---z4)0 =
Tyl Tod- If X1,..., XN are sets, then G4 acts on Xf X oo X Xjf, diagonally. We write
(..., 2N)~ (L. .oy if (2). .. 2o = (g, ..., y) for some o0 € &,.

Let H C Z be a set of non-zero homogeneous elements of Z; in particular, H = Hg U Hy
where H, := HN Z. for € € Z/2Z. Define Seq"(m,d) to be the set of all triples

(z,7,8) = (z1-+-24, 71" Tq, S1-*"84) € H? x [m]dx [m]d

such that for all 1 < k # | < d we have (zg,rg,sx) = (21,71, ) only if zx € Hg. Then
Seq"(m, d) C H x [m]? x [m]? is G 4-invariant. We choose a set SeqH (m, d) /&4 of Gg-orbit
representatives (and identify it with the set of &4-orbits on Seq™(m, d)).

We fix a total order ‘<’ on H x [m] x [m]. Then we also have a total order on SeqH(m, d)
defined as follows: (z,7,s) < (z/,7/,s) if and only if there exists [ € {1,...,d} such that
(2hy Tk 5%) = (24,7, 8),) for all k < [ and (z;,7,8;) < (2,7, 5}). For (z,7,s) € Seq"(m, d)
and o € &4, we define

<Z r 8> = ﬂ{( ) ) [d]2 | k< la 7k, 71 € HL (Zkarkask) > (Zlarlasl)}v
(o32) = t{(k,)) € [d]* | k <1, o'k > 07", z,2 € Hy}.
We denote by A(m,d)
)

A/\a‘,(’n’L7 d

the set of compositions of d with m (non-negative) parts. Set

= A= Am) € Am,d) | AL > > Al
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Al (m,d) == ] Ay(mdy) x - x Ay (m,dy ).
dy ot dy1=d
Let S(m, d) be the classical Schur algebra, see |G1|. The irreducible S(m,d)-modules are
{LA) [A € Ay (m,d)}, (3.2)

where L(A) is the irreducible S(m,d)-module with highest weight A, see |G} 3.5a].

3.2. Zigzag Schur algebras. Let M,,(Z) be the superalgebra of m x m matrices with
entries in Z. For z € Z, we denote by & ; € M;,(Z) the matrix with z in the position (r, s)
and zeros elsewhere. We write

gr,s = }’Zs = Zgﬁfs

jedJ

The group G, acts on Mm(Z)®d on the right by algebra automorphisms, such that for

all r1,81,...,7rq,8q4 € [m], 0 € &4 and homogeneous z1,...,z4 € Z, we have
z1 z4 o __ (032) ¢Z51 Z5d
( 1,81 K- ® grd,sd) - (_1) Tol,S01 K- grgd,sad'

We consider the superalgebra of invariants S%(m,d)z := (Mm(Z)‘X’d)Gd. Note that
52 (m,d)z is a natural subalgebra of the even part S%(m,d)z5. Moreover, the alge-
bra S%(m, d)z inherits a (non-negative) grading from Z, with the degree zero component
SZ(m, d)Y being exactly SZ°(m,d)z. For (z,7,s) € Seq"(m, d)/S4, we have elements

§,Z”’s = Z (—1)<Z,r,s>+(z s >§:i78'1 e® g:;di’s:i c Sz(m, d)z.

(27,8 )~(2,7,9)

Note that the similarly defined S(m,d)z = (Mm(Z)‘X’d)Gd is a Z-form of the classical
Schur algebra S(m, d) with standard Schur’s basis elements &, ¢ as in [Gq].

Let A = (A1,...,\;) be a composition of d. We have the standard parabolic subgroup
Gy =6, x---x 6y, <Gy, and we denote by AP the set of the shortest coset represen-
tatives for G)\Gg. Given & € M,,(2)®M, ..., & € M, (Z)®M, we define

Gorxi= ) (@ @) (3:3)
gEND
Lemma 3.4. [KM| Lemma 3.3]) The set {¢2, | (b,7,s) € Seq®(m,d)/&4} is a Z-basis
of S%(m,d)z. In particular,
d edp71 . .
L A€ €07 [, 87) € ((m] x [m]) /S, for all j € T}
dytdy =d

s a Z-basis of the degree zero part Szo(m,d)z, and there is an isomorphism of algebras
SP(m,d)z > P Smdi)z® - ® S(m,dy-1)z,

di+-tdp_1=d

edl edpfll
1 P—
57"1751 Kook 5,4171731)71 = Epl g1 @ -0+ @ Erp—1 gp-1.

Let (b,r,s) € Seq®(m,d)/&,4. We denote

e = [T HE€ld | (brrrssi) = (cjim )} | &

jE€J, r,s€[m)|
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Let
T%(m, d)z := spang, { np s | (b,7,s) € Seq®(m,d) /&4 } C S*(m, d)z.
By Lemma 34l {nk, | (b,r,s) € Seq®(m,d)/&y} is a Z-basis of T?(m,d)z. By [KM|
Proposition 3.11], T%(m, d)z is a unital graded Z-subalgebra of S%(m,d)z.
Theorem 3.5. [EK;| Theorem 7.4] Let m > d. Then T?(m,d)z is the unital Z-subalgebra
of S%(m,d)z generated by S%° (m,d)z and the set
{&, *ggbgz ok EEAM [ 2€Z, Ny A € Zso, Azt + Ay =d — 1}
We now extend scalars to k and denote T4(m,d) := k ®z T?(m,d)z, T?(m,d)° =
k ®z T%(m,d)J, 77,1375 =1® 777'?73, etc. The algebra TZ(m,d) inherits the (non-negative)
grading from T7(m, d)z, and by Lemma 34} we have
T%(m,d)° = $%(m,d)= @ Sm,d) @@ S(m,dp). (3.6)
dy -ty 1=d

Proposition 3.7. Let m > d. Then T?(m,d) is the unital subalgebra of S*(m,d) gener-
ated by the degree O elements of the form

d dp 1 X .
ff}fsl ko€ (rl 8T € ) for all j € J) (3.8)

and the degree 1 elements of the form
dp_1

&g « 51»1 kR (e {2, m}YY for all j € ). (3.9)

rp—1 pp—

Proof. We use Theorem[3.5] Note that the degree of the generator &1 *5583‘2 % *§®)‘m is
the degree of z. So such generators with deg(z) = 0 belong to T%(m, d)°, which in view of
(3:6) and Lemma[3:4]is generated by the elements of the form (3:8). On the other hand, if
deg(z) = 1, we may assume that z is of the form a;;, and we can write §1 5592’\2 * §®’\'"
as a linear combination of generators of the form (3.9).

Finally, suppose deg(z) = 2, in which case we may assume that z = ¢; for some j € J.
Note that for ¢ with |i — j| =1 we have ¢; = aj;a; j, therefore

¢ A a,i A A\ (3 A Am

51 *f? Pk (5] 55822* §® )(5 7 55922* é?;,m)'
Since we can write §1 §®)‘2 @Am and fal 7 §®)‘2 % &2Am as linear combinations
of generators of the form (]m the result follows. O

Recall from (3.6) that the algebra T%(m,d) is non-negatively graded with the degree
zero component being a direct sum of tensor products of classical Schur algebras. Denoting
T%(m,d)>° := @,,-0 T*(m,d)™, we have

T%(m,d)/T*(m,d)”° = T*(m,d)° = @  S(m,d1) @@ S(m,dp—1). (3.10)
di+-+dp—1=d
So the modules over the algebra in the right hand side of can be considered as
modules over T%(m,d) by inflation.

Let A= (A1, ... A1) ¢ A (m,d), so for each j € J, we have A9 € Ay (m,d;) for
some d; € Z>. Recalling ([3:2), consider the irreducible (S(m,d;) ® --- ® S(m,dp—1))-
module LOAM) X ... & L(AP—D), extend it trivially to the module over the right hand
side of ([B-10), and then inflate to T4(m, d) to get the irreducible T4 (m, d)-module denoted
L(M). Note that L(X) is concentrated in degree 0. As TZ(m,d) is non-negatively graded,
we get:
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Lemma 3.11. Up to isomorphism, {¢°L(X) | s € Z, X € A{(m,d)} is a complete irre-
dundant set of irreducible graded T%(m, d)-modules.

3.3. Extensions of irreducible modules over zigzag Schur algebras. We now study
the extensions of irreducible modules over T%(m, d). The trivial shift case is easily reduced
to the extensions over classical Schur algebras in view of the following general lemma:

Lemma 3.12. Lett € Z>p, A = @rzo A" be a mon-negatively graded finite dimensional
k-algebra and V,W be A°-modules considered as graded A-modules concentrated in degree
0 via inflation along A>°. Then:

(i) exty, (V,q*W) # 0 implies s > 0;

(ii) extl,(V, W) = Extly (V, W).

Proof. By assumption, there exists a projective resolution --- — P| — Py — V with each
P, concentrated in non-negative degrees, which already implies (i). Considering the degree
0 component P? of each P;, we get an exact sequence of A%-modules --- — P — P — V,
with hom 4 (P;, W) = Hom 4o (P, W). To complete the proof of (ii), it remains to notice
that each P? is a projective A%-module. g

Corollary 3.13. Let A = (AWM, ... AP and p = (u, ..., u®=D) be elements of
A (m,d) with \U) € Ay (m,d;) and ) € Ay (m,c;) for all j € J. Then for any t > 0,
we have exté,z(m d)(L()\),L(,u)) =0, unless c; = d; for all j € J, in which case

~ ts; . -
exthe (L)L) = @ QExty, ) (LAY).LHO))
titttp_1=t jeJ

Proof. This follows from Lemma[3.12[(ii), (3-10) and the Kiinneth theorem. O

Theorem 3.14. Suppose m > d. Let A = (A ... XC-D) and p = (uD, ..., puP~1)
be elements of A (m,d) with A\V) € Ay(m,d;) and p¥) € Ay (m,c;) for all j € J. Then
eXt%rZ(m,d) (L(A),¢°L(p)) # 0 only if one of the following two conditions holds:
(i) s =0, ¢j =dj for all j € J, and there exists j € J such that the following two
conditions hold: (a) Ext};(mdj)(L(/\(j)),L(u(j))) #0, (b) A = u9 for all i # j.
In this case we have

Xty (LN, L(1)) 2 Extly,, ) (LOAD), L(u)).

(ii) s = 1 and there exist i,j € J such that the following four conditions hold: (a)
li—jl=1, (b)ci=di+1, (c)cj=dj—1, (d) ¢, =dy, for all k #1,j.

Proof. If s = 0, the result comes from Corollary[3.13] Let s # 0. Consider an extension
0— ¢°L(w) LHE— L(A)—0

in the category of graded T%(m, d)-modules. We prove that the extension splits unless the
condition (ii) holds. Recall that E™ denotes the degree n component of the graded vector
space E. We have E = E* @ E° as vector spaces, with E* = 1(¢°L(p)) being a T#(m, d)-
submodule and it suffices to prove that E° is a T%(m, d)-submodule. By Proposition [3.7]
T Z(m,d) is generated by degree 0 elements together with degree 1 elements of the form
(3:9). Degree zero elements leave E° invariant, and degree 1 elements send E° to E!, so
we may assume that s = 1, in which case all elements of the form (3.9) still annihilate F°
unless there exist 4,j € J such that the conditions (a)—(d) in (ii) hold. O

It is a classical fact going back to [Gg] that the module category over S(m,d) is a
highest weight category, cf. [P} (2.5.3)]. In particular, by |[CPS| Lemma 3.2(b)], S(m,d)
has no non-trivial self-extensions. So from the theorem and (3:I) we get:
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Corollary 3.15. Suppose m > d. Then Extsz(m d)(L, L) = 0 for any irreducible T?(m, d)-
module L.

3.4. RoCK blocks. We refer the reader to [CKITIEKj| for the information and notation
concerning RoCK blocks of the symmetric groups. Our conventions are as in [EKg], §5].
Let d € Z>( and p € &, be a d-Rouquier core. This means that p is a core and there is an
abacus display for p which has at least d — 1 more beads on runner ¢ + 1 than on runner
iforalli=0,...,p—2. Let n =r + dp. Recalling the notation of §2.4] the block B, 4 is
then called a RoCK block. The algebra B, q has a KLR grading, see BK;|R].

Theorem 3.16. |[EKjy| Let d € Z>g, p € & be a d-Rouquier core and m > d. Then
B, q and T%(m,d) are Morita equivalent as graded algebras.

We can now prove Theorem [A}
Corollary 3.17. Let A € @deg for a d-Rouquier core p. Then Ext§ (D*,D*) = 0.
Proof. The result follows immediately from Theorem and Corollary [3.15] O

Remark 3.18. The Morita equivalence of Theorem [3.16]can be used to translate the rest
of Theorem |3.14]into the language of symmetric groups, using the observation that under
the Morita equivalence the irreducible TZ(m, d)-module L(X) with X = (A1), ... A1)
corresponds to D* where \ € 2,4 is the partition with quot(\) = (2, A )\(p’l)).
We sketch the proof of the latter fact. One needs to observe, using the formal characters of
Specht modules of | BKW| and [EK,, Corollary 6.23], that under the Morita equivalence
the Specht module S* corresponds to a T%(m,d)-module A* such that the weight X\ :=
AW XP=D) appears in the formal character of A*, and p € A7 (m, d) appears in the
formal character of A* only if g > A. Here the dominance order > on p-multipartitions
is defined by moving boxes up within a component or to the bigger component. Then the
result follows by induction on > starting with the largest multipartition (&,...,d, (d)).

4. TRANSLATION FUNCTORS
In this section, we do not assume p > 2.

4.1. On the structure of eET)D)‘ and fi(T)D)‘. Throughout the subsection, we fix A €
PE and i € I. Recall from Lemmal[22T1i) that for r < g;(A) (resp. 7 < ¢;())) the mod-

ule eET) D? (resp. fi(T)D’\) has simple socle and head both isomorphic to D%* (resp. D).
It will be crucial for us to analyze the quotient (eET)D)‘)/DézU‘ (resp. (fi(T)D)‘)/DfiT’\). Re-
sults regarding the structure of these quotients have been provided in |[KMT| §3.2] for
the special case of r = 1. In this subsection we generalize these results to r > 1.

Lemma 4.1. Let v € 25", 0 <t < ¢;(v), and By,...,B
of v labeled from top to bottom. If vBt+1 is p-reqular, then

dim Homemﬂ(el(»t*l)Dﬁ”7 fiD”/Df”’) <t-1.

Proof. By [KMT| Lemma 3.11] and duality, there exist submodules
Og‘/l g gv(pl(l/) :f’LDD

oi(v) be the i-conormal nodes

such that [V, : Dfi”] = a and socV, = headV, = D#" for all a. On the other hand,
by [BK,, Remark on p.83], there exist submodules

0=WoCW1C--- CW,, ()= fiD”
such that for all a =1,...,p;(v), we have that Wa/Wa_l is a non-zero submodule of the
dual Specht module (S*”*)* and [W,/W,_; : Df*] = 1.
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By the assumption that vB#1 is p-regular, we have prUtt = soc(Wiy1/Wy). Taking
X = Wy and Y = Wy, in Lemma [2.6(ii), we deduce that V;,1 (and then any V, with
a > t+ 1) has a composition factor DY”**' On the other hand, if B4 is in row r, then
Ss, WP =14 Zl>,’.(fitl/)l. So, by Corollary [2.26] D" is not a composition factor
of egt_l)Dfit”.

Let o : egt_l)Dfit” — fz-D”/Dfi” be a non-zero homomorphism. We have Dfv =~
head el(t_l)Dfit”, so Df¥ = head Ime). By Lemmal[2.6]i), we have Im1) = Va/Df“’ for some
a. Since D" " is a composition factor of Viy1, Viye,... but it is not a composition factor
of e(lt_l)Dfit”7 it follows that a < t. Thus

[

dim Homg,, ,, "V pliv, f,0" /D) = dim Homsg,, (el VDIt v,/ DI),.

i
Moreover since [V}/Dﬁ'y : Df“’] =t—1 and Df* = head egt_l)Dfit”, we deduce that
dim Home,,,, (e VD" vi/DI¥) <t -1,

7

completing the proof. O

Lemma 4.2. For 0 < s <r < ¢;()\), there exists a unique submodule of fi(SH)Dfofsfl)‘

which is isomorphic to fl.(s)fo’sA_

Proof. We will repeatedly use Lemma|2.21] Apply the exact functor fi(s) to the embedding
Dfir_sALU'Q—DJCZ_S_lA to get
Fr—s r—s—1 fr—s—1
fi(S)Dfi A_)fi(s)fini A (fi(s+1)Dfi )\)EBs+1,
and note that soc(fi(s)Dﬁ_s’\) ~ DX soc(fi(sH)Dﬁ_s_l)‘) is simple. Thus fi(S)sz‘T_s’\
is isomorphic to a submodule of fi(s+1)DfZ‘7871)‘ by Lemma For uniqueness apply
Lemma[2.1] O
Let 0 < s <7 < @;(N). Inview of Lemmal[£2] we can write unambiguously fi(s)Df?fsA C
fi(sﬂ)Dfir—s_lA and define

s fr—s—1 s fr—s
M)\,i,?“,s = (fz( +1)Df1 )\)/(f( )sz >\>'

T

Applying the exact functor ff to the embedding DI £,DFTTT we define the quo-
tient

_7‘—571)\

Fr—s fr—s—1 f[r—s
Nyigs = (FFHDR N (f2DI2) 2 (D% /D52 = 2 Myir—s0.
Moreover,
fist[_s)\ ~ (f(s)DﬂT—S,\)eas! and f§+1DﬂT—S—1A ~ (f(s+1)DﬁT‘5—1A)@(s+1)!_
Taking M = f:DF % N = Dl 72 v = (DI and w = fHDAT A i
Lemma [2.3] we get:

Nyips & M g (fi(5+1)fo""'*l/\)@(s+l)!fs!. (4.3)

A\i,7,8
Proposition 4.4. Let By,..., B, ) be the i—conmimal nodes of A labeled from top to
bottom. If 1 <1 < ¢;(A) and ABr+1 € PLIE then DIA & M, ;s for all0 < s <r.
Proof. By remarks preceding the theorem, using Lemmas and [2.21] we get:

dim Homenw (Dﬁ)\y M/\,i,r,s)
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]. fr g fr—s—1
. T . S (s+1) ! A
=3 dim Homg,, . (Dfl ,Ny,irs) —sdimHomg,, (Dfl i Dfi )
]. fr
. T\
=3 dim Homg, . (th JiMyir—s0) — S

o
efol 7M)\,i,r—s,0) - S

1 .
= g dlm HOmGn-{-r—s(

= dimHomg,, ., _, (e(s)Dﬁ’\7 Myir—s0) — S

i
So it is enough to prove that dim Homg, | (eES)DﬁA,MA7Z-7T,S7O) < s. By Lemma [2.12]
we have that (f] 5N B ¢ e ., and the required inequality comes by taking
l/:fir_s_l)\ and t = s + 1 in Lemma [41] O
Theorem 4.5. Let A\ € 257 and By, ..., By, (x) be the i-conormal nodes of A labeled from

top to bottom. Ifr < ¢;(\) and DFI* C (fi(T)D)‘)/DfiT’\ thenr < @;(X) and ABr+1 ¢ GLIGE
Proof. If r = p;(A\) then by Lemmal[22T] fi(r)DA = Dﬁ/\, so we may assume 1 < 7 < @;(A).
By Lemmal4.2] we have a filtration
DA C fipff*l/\ c...C fi(T)D)\'

So if DM C (fi(T)D’\)/Dfir’\ then DI C (fi(SH)fo*S*lA)/(fi(s)fof‘g)‘) = My for
some 0 < s < r. Now ABr+1 & 21E by Proposition [4.4] O
Theorem 4.6. Let A € 277 and Ay,..., A, (») be the i-normal nodes of X, labeled from
bottom to top. If r < ;(\) and D% C (el(-T)D)‘)/Déz”‘ then v < &;(\) and Ma,, & PPE.

Proof. If r = €;(\) then by Lemma[2:2T] el(.T)D)‘ >~ DA, so we may assume 1 < 7 < g;(\).
By Lemma 21T]and 2.12] we have A4, ,, & P78 if and only if (éfi()‘))\)A* ¢ ‘@f:z%(k)ﬂ'
Since A, is the (g;(\) —r+1)-th i-conormal nodes of é‘?(/\))\ counting from the top, we have
1<e(\)—r< cp,»(éfi(A))\), and then eET)D)‘ c fi(gi(/\)7T)Défiw’\7 thanks to [M| Lemma
3.3]. The result now follows from Theorem 5] O

4.2. Some consequences for self-extensions. The following result explains our inter-
est in the socle of (£ .Dr)/DIin.

Lemma 4.7. Let A\ € 25" i e I, r:=¢g;(\), s .= @;(\), p:= &N, v:= fs\. We have
exact sequences:

0 — Homg, (D*, (£ D*)/D*) — Ext§, (DY, DY) — Extl, _ (D", D*),

0 — Homg, (D, (e{ D")/D*) — Extk (D, D*) — Ext&, (D", D).
Proof. We obtain the first sequence, the argument for the second one being dual. We may
assume that r > 0. By Lemma [Z:21] we have a short exact sequence 0 — D* — fi(r)D“ —
(fi(T)D”)/D’\ — 0. Apply Homg, (D*, —) we get an exact sequence

0 — Home, (D*, D*) — Home, (D*, f” D) — Home, (D*, (" D")/ D*)

— Extk, (DY, D) — Extk (D, f") D).

By Lemmas [2.20] and 2211 we have
Extf (DY, D) >~ Extl (e D) D*) = Extl  (D*, D)

r

for k£ > 0, and the result follows. O
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The following result developing Lemma [2.22is a very useful tool:

Lemma 4.8. Let A € P58 i € I, r == g;(\), s := @gi(\), p = &\ v = fi
By, ...,Brys be the i-conormal nodes of u labeled from top to bottom, and A1,..., Arys
be the i-normal nodes of v labeled from bottom to top.
(i) We have an embedding Extén(D’\,D)‘)% Exténir(D“,D”), unless s > 0 and
uBr+1is not p-regular.
(i) We have an embedding Extg, (D*, D)— ExtéHS(D”,D”), unless r > 0 and

VA, 18 not p-regular.

Proof. We prove (i), the proof of (ii) being dual. In view of Lemma [2.22] we may as-
sume that s > 0. If pP+1 is p-regular then taking A = g in Theorem [£5] we get

Homg, (D*, (fi(T)D/‘)/D)‘) = 0. The result now follows from Lemma[£7] a

Definition 4.9. Let A be a p-regular partition and ¢ € I. We say that X is i-difficult if
£i(N), 0i(A) > 0 and A§ is not p-regular for A being the i-good and B being the i-cogood
nodes for A.

Corollary 4.10. Let A€ PR i c I, r:=¢g;(\), s := @;i(\), p:= &\ and v := fi\. If
A is not i-difficult then we have embeddings

Extg, (DY, DY)—Extg, (D", D") and Extg (DY D)= Extg,  (D",D").

Proof. We prove the first embedding, the proof of the second one is dual. Let By, ..., Byi
be the i-conormal nodes of p labeled from top to bottom. Note that A = pBv--B B,
is the i-good node for A, and B,;; is the i-cogood node for A\. Moreover, in view of
Lemma [Z12] pB+1 is not p-regular only if )\g:“ is not p-regular. So the result follows

from Lemma [£.8]i). O

Given a partition A\ € 25" and i € I with r := g;()\) > 0 one might hope to
use Corollary LI0] to obtain an embedding Extg (D*, D*)— Extg ~ (D%*, D%?) and
proceed by induction on the degree n. By Lemma [2.12] for the i-good node A and the
i-cogood node B for A\ we have that )\Jj is not p-regular if and only if B = A+ (p—1,—-1).
Therefore the critical cases are partitions of the form

A=, Ama+ 1,672 a— 1, Apgptts - - ), (4.11)

where A:= (m+1,a + 1) is good and B := (m + p, a) is cogood for A. For some of these
we still have a degree reduction:

Lemma 4.12. Letp > 2 and X € P57 be of the form A = ((a+1)¢,aP"2,a—1,...) with
a,c>1. If A:=(c,a+1) is good and B := (c+p—1,a) is cogood for A\, then we have an
embedding Extg, (D, D*)— Extlgni1 (D4, DAa),

Proof. Note that res A = res B. We denote this residue by i. Note that ;(A) = 1, so
e—i M) =1, o_;(\") = ¢;(\) > 0. Let A’ (resp. B’) be the (—i)-good ((—i)-cogood) node
of . If we can show that ()\M)ﬁ,/ is p-regular then by Corollary[4.10] there exists an embed-
ding Ext§, (DY, DM Ext§, (DO, DA4)") and the lemma follows by (ZI4). Recall

-1
from [MLEFK|BO] the Mullineux algorithm for computing A". Let A = A0, A1 ... N =&
be the partitions obtained from A by recursively removing the p-rim. If ¢ = 1, then by
assumption we have that A = (2,1772) = (n)" and then Extg (D*, D*) = 0, so we may
assume that ¢t > 1.

Note that A\* = ((a(p — 1) + ¢ —up)™,...) for all 0 < u < t (this holds by induction
by definition of the p-rim, the case uw = 0 holding by assumption). So by  BKZ, Lemma
2.2] we have that the first row of (A“)M is A)} = a(p — 1) +c—wup for all 0 < u < ¢.
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In particular, (\°)] — (A1)} = p. Hence A\ — A\ > p — 1 by definition of the Mullineux
bijection (the first segment of the p-rim of A" has length p and is contained in the first
row, in particular the last p nodes on the first row of A" are contained in the rim of A").
So the top removable node of A\ is (1,a(p — 1) + ¢) = (1, A}). Since this node has residue
—i and is normal in \* we have from e_;(A\") = 1 that (1,a(p — 1) +¢) = A’. Since
A=A > p— 1> 2it follows that (\*)% is p-regular. O

4.3. Additional results on translation functors and some consequences.

Lemma 4.13. If D" = S¥ for some p € 5" and v € Py, then g;(u) = €;(v) and
0i(u) = @l(v) for alli €.

Proof. By Lemmal221] ;(u) = max{r|ez(-r)D“ # 0}. By Lemmal2.24] €}(v) = max{r|e§r)5’” #

0}. The result for ¢;’s follows. The argument for ¢;’s is similar. O
Lemma 4.14. Suppose D* = SV for some p € Z5"® and v € P,. Leti € I and
0<r<e(v) (resp. 0 <r < i(v)). Then for the Specht filtration el(.T)S” ~S LS
(resp. fi(T)S” ~ S .. | SY) from Lemma[2.27] we have:

(i) v®* =¢€v (resp. v°* = flrl/),'

(ii) :k (sgu)) _ (aigu)) (resp. s = (Lpiﬁv)) - gﬁir(‘ﬂ)l);
(iii) [S*" : D%#] =1 for 1 <k < s (resp. [S¥": DM =1) for all 1 < k < s;
(iv) head S&" = D% (resp. head SV = Dfin),
Proof. We give the argument for e’s, the argument for f’s being similar. Part (i) is
clear from Lemma [2.24] Part (ii) follows from Lemmas and Part (iv) follows
immediately from the fact that head eET)D” =~ D%H see Lemma 2211 To prove part (iii),
let 1 < k < s. By Lemma [2.24] we have ege"(y)ﬂ)S”’c >~ S§9 where o = éji(y)y. By
Lemma 2.k21 egei(“)fr)Déf” >~ Df where p := &'y But €)(v) = (), so S7 = DP.
Hence [S¥" : D%H] < [S° : D] = 1. However, by Lemma[2.21] we have

[egr)su . Dé:u} _ [GET)DM . Défu] _ (‘%(M)) =3,

r
Hence [S”" : D##] =1 for every 1 < k < s. O
Lemma 4.15. Let u € 25"%, v € &, and D" be a composition factor of S¥. Then
(i) ei(p) <el(v) and @i(n) < @i(v) for alli € I;
(ii) If D* appear in the head of S¥ and €;(v) = €i(v) (equiv. ¢;(v) = ©i(v)) for some
i €1, then g;(p) = €i(v) (equiv. o;(p) = ©i(v)).

Proof. By Lemmal[2:21] egfi(“))D” # 0. In particular eg‘si(“))SV # 0 and then ¢;(n) < £i(v)
by Lemma[2:24] Similarly o;(u) < ¢} (v).

Clearly ¢;(v) —ei(v) = ¢i(v) — €i(v). Further ¢;(p) —ei(p) = pi(v) — &
Lemma 8.5.8]. So ¢;(v) = €}(v) and ¢;(v) = ¢}(v) are equivalent, as are ;(f)
ei(p) = @i(v).

By part (i), it is enough to show that &}(r) < e;(n). The assumption &(v) = &;(v)
implies that the i-removable nodes of v occur above any of its i-addable nodes. Let r :=
e (v) and consider the partition é/v. By Lemma[2.24] we have a surjection fi(r)Séf”—»S”,

which yields an embedding Homg, (S¥, D*)— Homg,, (fi(’“)SéE'V,D#)_ Since D* is in the
head of S¥ we deduce

Home,, (5%, e{"”) D) = Home, (£ S%, D) # 0.

by [Ka!

¥)
= ¢&i(v) and
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In particular, el(r)D” # 0. Hence, by Lemma 22T] we get that (v) = r < &(u). O

Lemma 4.16. Let p € 25" with e;(n) =0, and v € P, with €,(v) > 0. Let A be the
top i-removable node of v. If A is normal for v then Homg, (SY, D*) = 0.

Proof. By assumption, v does not have any i-addable nodes above A. So by Lemma [2.24]
we have a surjection f;S¥4—S", which yields an embedding

Homeg, (S, D")— Homeg,,_, (f;S¥4, D*) = Homg,, _, (S*4, e; D).
Since €;(u) = 0, we have e; D* = 0, and the result follows. O
The following result is similar to Lemma[4.16] and has a similar proof which we skip:

Lemma 4.17. Let p € 25 with p;(p) =0, and v € P, with ¢}(v) > 0. Let B be the
lowest i-addable node of v. If B is conormal for v then Homg, (S, D*) = 0.

5. CONNECTING TO IRREDUCIBLE SPECHT MODULES

In this section we prove Theorem [D] We assume that p > 2, fix A € #5778 e I, and
set r = g;(A), p = €A, so that DV = eET)D)‘ by Lemma We assume that D* is
isomorphic to a Specht module, i.e. D* = S¥ for some v € &,,_,. By Lemma[4.13] we
have ¢;(p) = ¢} (v) for all I € I. Theorem [Dlfollows from Propositions[5.6] [5.10] [5.13] and
[5.I7] proved below.

5.1. Self-extensions for Irreducible Specht Modules. Suppose for the moment that
D* itself is isomorphic to a Specht module. By Lemmas [£13] and 2.24] D* satisfies the
assumptions of Theorem[D] and so the equality Extlen (D*, D) = 0 is a special case of
that theorem. This special case is known for p > 3, see [KIN] Theorem 3.3(c)]. As a step
towards the proof of Theorem[D] we give an independent proof that covers the case p = 3.

Lemma 5.1. Let k € &2, and S” be an irreducible Specht module. There exists a sequence

of partitions k = k', k?,..., K° such that:

(i) S*" is irreducible foru=1,...,s;
(ii) S*° lies in a RoCK block;
(iii) Foru=1,...,s—1, we have S = fi(fi“
some i, € 1.
Proof. This follows from [F} Lemmas 3.1 and 3.2] and Lemmal[2:24] For the irreducibility

in (i) one may also argue in the following way. Since S*' = DH for some p € P58 we
have that ¢} (k') = ¢, (1) := 7 by Lemma[ZI3] Now Lemmal[2Z2I[iv) gives that

(%))

u

S and S* = egfiqt (%)) gt for

g = flget = fMpr o plin,

and so S*° is irreducible. Repeating this argument one obtains immediately the result. 0O

Proposition 5.2. If D = S* for some k € 2, then Extén (D*, D*) = 0.

Proof. Let k = k', k%2 € Py,,...,k° € P, be as in Lemmal5.1] By Lemmal[2.20] we have
Bxtg, (S™,8%) = Exty, (S%,8%) ... = Extg, (S*,8%).

Now Extg, (S",5%") = 0 by Corollary [3.17]and we are done. O

Corollary 5.3. Let A € Z5"%, r := &;(\), p = €A, and let By,..., By, be the i-
conormal nodes of u labeled from top to bottom. Suppose that D* is isomorphic to a
Specht module. Then Extlgn (DA, D) = 0 unless 0 < 1 < @;(p) and pBr+1 is not p-regular.
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Proof. By Proposition [5.2] and Lemma 2.20] we may assume that 0 < r < ;(u). Since
Ext§ (D", D") =0 by Proposition 52] the result follows from Lemmal£8] O

Example 5.4. Let A = (b,2,17~2) with b = 1 (mod p). The Specht module S®")
is irreducible for example by [J1} Theorem 23.7], and (b, 17)* = (b,2,17=2). Therefore,
D> =~ §(0.1%) and we have Ext(15p+b(D’\, D?*) = 0 by Proposition [5.2}

5.2. The case u = v is p-restricted. By Lemmal[2.16] in this case p is a core.

Lemma 5.5. Let i be a core, i € I, and assume that P is p-restricted for every i-addable
node B for u. Then Extlen (D*, D*) = 0.

Proof. By Lemma [2.23] we have e(fl.’ PN~ gn' A uB is p-restricted for every i-
addable node B for p, we have that (') is p-regular for every (—i)-addable node C' for
i'. Now the result follows from Corollary [5.3]applied to \* instead of A\ and (2.14)). O

Proposition 5.6. If i is a core then Extén (DA,D’\) =0.

Proof. Let ¢ := ¢;(n) = ¢(n) and By, ..., B, be the i-addable nodes of u labelled from
top to bottom. By Lemmas [5.5] and 213l we may assume that By = (1,1 + 1) and p
is not p-restricted. Moreover, by Corollary [5.3] we may assume that r < ¢ and pP+1 is
p-singular.

We choose an abacus display of p so that the i-addable nodes correspond to addable
positions on runner 0. Recall from §2:2] that positions on the abacus are labeled with
non-negative integers of the form [ + pa with [ € I and a € Z>o. Assume that the last
bead on runner p— 1 occurs at position p—1+pa. Since B! is not p-restricted, we deduce
that for [ # p — 1 the positions [ + pa are unoccupied. Moreover since pPr+1 is p-singular
it follows that for [ # 0 the positions | + p(a — r + 1) are occupied. Since p is a core we
we deduce that for [ # 0, the positions [ + pc with ¢ < a — r 4+ 1 are occupied. We write
s for the number of beads occurring on runner p — 2 below the position p — 2 + p(a — 7).
The above reasoning implies that 1 < s < r. An example of such a configuration is the
following (it is enough to depict only the runners p—2,p—1 and 0 for our considerations):

Note that ¢; _1(\) = s and ;_;(\) = 0. Set £ := f ;\. By Lemma 222 we have

3
Extg, (DY, DY) = Ext§, , (DS, D%). (5.7)

Note that ;(§) = ¢ — r and set p := f;"‘rg. Then €;_1(p) = s and let o := &_,p. Then
o is a core and in fact ¢ = f7u. Moreover, for any (i — 1)-addable node C of o the
partition ¢¢ is p-restricted. So by Lemma [5.5] we have Extlewswir(D", Dr) = 0. Now,
by Lemma [2.20)

EXténJrs <D£’ egw_r) Dp) = EthGn+s+tpfr(fi(ép_r)D£7 Dp) = EthGn+s+4P*r(Dp7 DP) = 0

So Lemma [£.7]implies an isomorphism

Home, ., (D, (e{? ) D?)/D¢) = Exts, (D, DS). (5.8)
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Now &;(p) = ¢ — s and if Ay,..., A, _s are the corresponding i-normal nodes of p labeled
from bottom to top, one easily sees that pa,_,,, is p-regular. So Theorem [4.6]implies that
Home,,, , (D", (e§¢_r)DP)/D5) = 0. The result now follows from (5.8) and (5.7)). O

5.3. The case p = v is not p-restricted. Since p is not p-restricted, there exists a
non-restricted runner j for I'(u), see Lemma[2.16]ii). We choose I'(x) so that j = p — 1.
In view of Lemma we then also have u) = @ for all [ # p — 1. Let ¢ := @;(p) and
By, ..., B, the i-conormal nodes of y labelled from top to bottom. These correspond to
addable positions on some runner m of I'(x). With this notation we have:

Lemma 5.9. If m # 0 then Extg (D, D*) = 0.

Proof. By (214, it suffices to prove that Exte, (DY, DY) = 0. Since e(_TZ-)D’\M >~ pH' o G
by Lemma [2:23] the desired equality will follow from Corollary [5:3] once we check that
(u™)B is p-regular for any (—i)-addable node B of u.

The isomorphism D' 2 §# implies M = (u/)*. By and Lemma [2.16] we have
I(1') = T(p), 0 is the non-regular runner of T'(x'), and (1/)") = @ for all I # 0. Consider
the abacus display I'((¢/)}) = I'(¢/)? as in Lemma [2.17] Let B be a (—i)-addable node
for (u)}, and let ¢ be the corresponding addable position in T'((¢/)}). Then ¢ is on runner
p—m # 0. By Lemmal[217] we have that ((¢/)*)(®) = @, and if the last bead on runner
0 in T'((#")}?) occurs at position pa then every position b < pa is occupied in T'((p')?).
Therefore ¢t > pa. It follows that ((1/)*)? is p-regular. O

Proposition 5.10. If u = v is not p-restricted then Exté"(D)‘, D) =0.

Proof. We choose T'(11) as in the beginning of this subsection. By Lemma [5.9] we may
assume that the i-conormal nodes of p correspond to addable positions on runner 0. In
view of Lemma [Z.I6] we must have By = (1,1 + 1). By Corollary [5.3] we may assume
that r < ¢ and P+ is p-singular.

We may assume that the addable position in I'(it) corresponding to B, is of the form
pa for some a € Z~g. Then for all [ # 0 the positions I 4+ pa are occupied, since pP+1 is
p-singular. Since u) = & for | # p—1 we deduce that every position b < p— 1+ pa not on
runner 0 is occupied. Let the first unoccupied position on runner p — 1 be p — 1 + pc. By
Lemma [2:T61ii) every position b > p — 1 + pc not on runner p — 1 is unoccupied. Let s be
the number of beads on runner p—2 below position p—2+p(a—1). Then1 < s <c—a+1.

Case 1: s < ¢c— a. An example of such a configuration is:

Note that ¢;—1(A) = s and &]_;(A) = 0. Setting & := fisfl)\ we have by Lemma [2.22}

Extg (D, D*) = Exty | (D, D°). (5.11)

n +s
Note that ¢;(€) = ¢ —r, and let p:= f¥"¢. Note that £;(p) = ¢ — s and if Ay,..., Ay g
are the i-normal nodes of p labeled from bottom to top, one easily sees that pa,_,,, is
pregular. So by Theorem 6] we have Homsg,,,  (D?, (egwfr)D”)/Df) = 0. So Lemma [4.7]
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yields an embedding

Extg,, (D%, D) —Extg,, (D, D?). (5.12)
Note that ;_1(p) = s. For o := &_,p, we have that ¢ = ff . By LemmalZI3lp = ¢/ (1)

and so by Lemma[2.24] we get that D7 =2 fi(c'g)D” =~ fi(W)S“ &~ S9 However, the (i — 1)-
addable nodes of ¢ do not correspond to addable positions on the non-restricted runner 0
of 0. Therefore, by Lemmal[5.9]applied to ¢ instead of A\ we get Extéw (DP,DP) =0,

and so Extg (D*, D*) =0 by (5.1I) and (5.12).
Case 2: s =c—a+ 1. An example of such a configuration is:

st+p—r

Asin Case 1, ¢;_1(\) = s, €;_1(\) = 0 and so we have for € := f# | \. Note that
wi(€) = ¢ —r + 1. Setting p := ffﬁrﬂf we obtain, as in Case 1, an embedding (5.12)).

Now ¢;—1(p) = s—1. Let 7:= égs__ll)p. We claim that S™ = D". To see this note that
I'(7) is obtained from F(Jgfu) by removing the bead from position p — 2 + pc and placing
it to position p(c + 1). We have that 79 ig the partition obtained by removing the first
column of (ff1)). It follows that T'(r) satisfies the properties of Lemma and so
ST=D".

Now if 7 is not p-restricted, then since the (¢ — 1)-addable nodes of 7 do not corre-
spond to addable positions on the non-restricted runner 0, by Lemma [5.9] we obtain that
ExtlgnJrSw_T.(Dp,Dp) = 0 and so Extg (D* D*) = 0. If 7 is p-restricted, and so a core,
the result follows by Proposition O

5.4. The case v is p-restricted but not p-regular. In this case we have p = 1® £ v,

Proposition 5.13. If v be p-restricted and p-singular then Extlgn (D*, D) = 0.

Proof. By Lemma [2:23] we have e(f;()‘))D/\M ~ pr' =~ ¥ Since v is p-restricted, v/ is
p-regular, so v/ = M. The result now follows directly by Proposition applied to A\
instead of A\, and (2.14). O

5.5. The case v is not p-restricted and not p-regular. In this case an abacus display
I'(v) has a non-restricted runner j and a non-regular runner k as in Lemma [2.16] Note
that © = v* and let T'(u) = I'(¥)? be as in Lemma Suppose that the i-addable
nodes of p correspond to addable positions on the runner m of I'(x). With this notation
we have:

Lemma 5.14. We have Extlen(DA, DN =0 unlessk=m=7j+1.

Proof. By Lemmal2.17] ,u(k) = @ and if the last bead on runner k occurs at position &+ pa,
then every position b < k + pa is occupied. Therefore the addable nodes of i occur at
unoccupied positions b > k + pa. Now if m # k, then u? is p-regular for every i-addable
node B of u. In this case Corollary (.3] gives Extén(D)‘, D?*) = 0. So we may assume that
m = k.
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Suppose k # j + 1. By Lemma [2:23] e(_ri)D)‘M ~ DH' > g with v/ is not p-regular and
not p-restricted. Note that in T'(v/) = I'(v)’, the runner k¥’ :=p — 1 — j is the non-regular
runner and j' := p — 1 — k is the non-restricted runner. Moreover the (—i)-addable nodes
of v areontunner m’ = p—-1—-(m—-1)=p—1—(k—1)#p—1—j =k By the
previous paragraph, Extlgn (D)‘M, D)‘M) = 0, and in view of (2.14) we are done. O

Remark 5.15. From now on we choose I'(v) so that 7 = p — 1. In view of Lemmal[5.14]
we may assume that kK = m = 0. Let p — 1 4+ pd be the first unoccupied position on the
non-restricted runner p — 1 in I'(v). We may assume the following additional property:

(P) Position p — 2 + pd in I'(v) is unoccupied.

Indeed, suppose that position p — 2+ pd in I'(v) is occupied. We show that there exists
k € PP for some t such that

Extg, (D*, DY) 2 Extg, (D, D"), (5.16)

all the assumptions on A hold for k, and the corresponding property (P) holds for x.
Assume first that there exists a runner [ in T'(v) with 1 <1 < p — 2 such that position
[ + pd is unoccupied. We may assume that [ is maximal with this property. Set ¢ :=
i—(p—1—1) (mod p). By Lemma 2.6 we have s := €j(v) > 0 and ¢)(r) = 0. By
Lemma [£13] we have then that e(u) = s and @;(p) = 0. Since £ # i — 1,4,% + 1,
we have that g¢(A\) = s and ¢¢(\) = 0. Then Extg (D* D*) = Extg _ (D%*, D%*)

by Lemma [2.22] Moreover, egr)Déz)‘ =~ Gév. In fact, I'(éjv) is obtained by swapping
the runners [ and [ 4+ 1 of I'(v). Repeat this process now for é;A and the runner I + 1.
Eventually we get for t =n —s(p—2—1) for k with g(k) = r, el(.T)D" = S7 and
I'(7) obtained from I'(v) by swapping the runners [ and p — 2.

Now assume that positions [ + pd are occupied in T'(v) for all 1 <1 < p — 2. If the
last bead on runner 0 appears at position pb then position 1 + pb is also occupied. By
Lemma[2.23] we have e(_ri)DAM >~ pi' = &V Runner 0 in T'(/) = T'(v)' is its non-regular
runner and runner p — 1 is its non-restricted runner. Let p — 1+ pc be the first unoccupied
position on runner p — 1 of T'(¢/). Since position 1 + pb is occupied in I'(v), position
p — 2 + pc is unoccupied in I'(¢'), and so by (2.14), we have with £ = A"

Proposition 5.17. If v is neither p-regular nor p-restricted then Extén (D*, D) = 0.

Proof. As DM =S¥, we have u = v®. Let ¢ := ;(u). In view of Lemma [2:20] we may
assume that ¢ > r > 1. By Lemmal4.13] we have ¢}(v) = ¢.

By Remark [5.15] we may assume that k = m =0, j = p— 1, and if p — 1 + pd is
the first unoccupied position on runner p — 1 then position p — 2 + pd is also unoccupied.
As m = 0, an abacus display T'(f/v) is obtained from T'(v) by sliding r beads, call them
ai,...,ar, from runner p—1 to 0. Let (p — 1) 4+ pc; be the position of a;. We assume that
c:=c1 <---<c¢p. Let also p— 2+ pb be the position of the last bead on runner p — 2.

Case 1: b > c. Let s := max{t | ¢t < b}. Note that 1 < s <b—c+ 1. An example of
such a configuration is:
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Set ! := frv. By Lemma E.14] we have that head S*' = D* and [S”' : D] = 1. Now
gl (') =0andsoe;_1(\) =0by Lemmam') Moreover p;—1(v') = ¢, (v') = s and
SO 4,01;1()\) = s, by Lemma[L.15[ii). Let ¢ := f \A. Then D¢ = f(s) D> and D = (s) DS,

Set 12 := f w'. Tt follows using Lemma-that head $** = D¢, [S¥* : D¢] = 1 and

Extg, (D, D) = Extg, _ (D*, D). (5.18)

Note that ¢;(v2) = @i(1%) = ¢ — 7, 50 pi(€) = ¢ — r by Lemma[ZT5[ii). Let p := f£ "¢
and 13 := ffiruz Then D? is in the head of S¥°.

By Lemma [2.24]we have that 61(('07”5”3 has a Specht filtration with sV being the top
Specht factor. Moreover, we have ¢, |(¢) > 0 for any other Specht factor S¢ of the
filtration. If B is the lowest (i —1)-addable node of such ¢, observe that B is conormal for
¢. Since ¢;—1(€) = 0, we now deduce from Lemma [£17 that Homg,,  (S¢, D%) = 0. We

have ez(.wfr)S”3 ~ X|D¢, with X ~ Y|rad 5% and Y having a Specht filtration with factors
5S¢ as above. We have Homg,,, , (rad 5”2,D5) =0, since D¢ is the simple head of 5% and
[S¥* : D¢] = 1. Hence, Home,,, (X, D%) = 0. Since D? is in the head of 5° | we have that
rad(e(?" DP) is a quotient of X, and hence Homsg,,, (rad(el(-“’fr)Dp), D%) = 0. Applying
Homeg,,, . (—, D%) to the short exact sequence 0 — rad(e§¢7T)Dp) — e£¢7T)Dp — DS =0
and using Lemma [2.20] we now obtain an embedding

Exts . (D%, Df)— Extg DP. DP). 5.19
Gn+s 6n+s+<p—7‘

Note that g;_1(v3) = &, (¥3) = s and so &;,_1(p) = s, by Lemma [LT5[ii). We set
o =& _,pand v* := & ;3. Then D is in the head of 5", Note that v* = ffu, SO
R~ fi(¢)5” = fi(‘p)D“ >~ DJ71 =~ D7 is an irreducible Specht module. The non-regular
runner of I'(v?) is p — 1 and the non-restricted runner of I'(v*) is 0. By Lemma we
deduce that EthenHﬂ,,r(Dvap) = 0 and so Extg (D*,D*) = 0 in view of (5.18) and
E.19).

Case 2: b < c¢. Let s be the number of beads that occur on runner p — 1 below the
position p — 1+ pb. Hence we have that 1 < r < s. An example of such a configuration is:

sS—7T

Set v! = f’z/ By Lemma [I14] we have head $*" = D* and [$*' : D*] = 1. Now
¢l (v') =0, s0 p;—1(\) = 0 by Lemma[£I5]1). Moreover i) =¢e () =s—r,
S0 51 1(A) = s —r, by Lemma [£T5]ii). Let £ := ))\ and v? = & {v'. Then

ES YDA and DA = fi(fIT)Dg, hence head S¥* = Dg, [S : Df] =1, and

Exts (DY, DY) = Extg, . (D, D"). (5.20)

Note that &;(v?) = &j(?) = 7, s0 &(€) = r by Lemma [IT5ii). Let p = &”’¢ and
v3 = é7v?. Then DP is in the head of S*. Arguing as in Case 1, but using Lemma [Z10]
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instead of Lemma[£17] we obtain an embedding

Exts, . (D%, D)= Extg (D?,DF). (5.21)
Note that &, () = €;_1(v®) = r, s0 &;_1(p) = r by Lemma [£15[ii). We set o :=
e ,p and v* := & ,v3. Then D’ is in the head of 5", Note that v* = é;_,v, and

s=¢;_1(v) =¢ei—1(p). So L= egi)lS” = egi)lD“ =~ DF-1f 2 D is an irreducible Specht
module. The non-regular runner of I'(v*) is 0 and the non-restricted runner of T'(v4) is
p—2. By Lemma[5 I we deduce Extg __(D?, DP) =0, hence Extg (D*,D*) = 0 in view

s

of (5.20) and (5.21)). a

5.6. Concluding remarks on Theorem[D] We note that the assumption that egai()‘)) D>

is an (irreducible) Specht module in Theorem [D]is equivalent to the assumption that
f.(%(/\))D)‘ is an (irreducible) Specht module. Indeed, assume that egsi()‘))D)‘ >~ DH QY

K3

By Lemma I3 we have o;(1) = ¢l(v), so fi(%()\))D)\ ~ fi(SDi(#))Du ~ fi(%(v))su o
Q)
SFE Similarly in the other direction.
Example 5.22. Let
A=@+Lp+2,(p+1)P 2 p 177" and v=(p*,p+1,207", 170707,

We have g9(\) = 2 and &2\ = (p?, (p+1)P~1,p, 1P~ 1), Then v* = &2\ and S" is irreducible
by Lemma [ZI6] so D%* = §. Hence Ethezp(pH) (D*, D*) = 0 by Theorem D}

6. PROOF OF THEOREM
Throughout this section we assume that p > 2.

6.1. Strategy. Let h()\) < p+ 2. We prove Theorem [C]by induction on n starting with
n < p. To perform the inductive step, pick an ¢ € I with r := ¢;(A) > 0. We have h(é]\) <
p+2. If p;(A) = 0 then Extg (D* D*) = Extg  (D%* D%*) by Lemma [Z:22] So we
may assume that ¢;(A\) > 0. Let A be the i-good node for A and B be the i-cogood node for
A. Then by Corollary[4.10] we have an embedding Extlgn (D, DA)— EXt%sn,T (D%, D&,
unless A% is not p-regular. So we may assume that A is of the form (LII)), with A :=
(m+1,a+ 1) and B := (m + p,a). By Lemma [£12] we may assume further that with
m>1and \{ >a+ 1.

We may further assume that €;(A) = 0 for all j # 4; in particular the top removable
node of A has residue i. Indeed, if there is j # i with £;(\) # 0, then reasoning as above
for j instead of i we deduce that h(\) > 2p — 2. If p > 3, we have 2p — 2 > p + 2. Let
p = 3. Since h(A\) < p+2 =5, we may assume that \ is of the form (b,a+1,a,a—1,a—2)
with b > a+ 1> 3 and (1,b) not good, or (b,¢,3,2,1) with b > 3 and (1,b) and (2, ¢) not
good. It is easy to see that in either of these exceptional cases there exists a unique ¢ with
gi(A) > 0.

Furthermore, we may assume that h(\) > p. Indeed for h()\) < p we can do this by
Proposition [I.1] while for h(\) = p, by the previous two paragraphs, we may assume that
A is of the form (b,2,1P72) with b= 1 (mod p) and apply Example

Finally, in view of (2.14), we may now also assume that h(\") > p.

6.2. Height p + 1. In view of §6.1] we may assume that one of the following holds:
(1) A= (b,¢,2,1P72), i = p — 1, and one of the following conditions holds:
(1a) b > c¢> 2 and res(1,b) =res(2,¢) =p—1;
(Ib) b> ¢ > 2, res(1,b) = p— 1 and res(2, c) = 0;
2) A=(a+1+t,a+1,a?"2 a—1) witht=p—1 (mod p) and a > 2.
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(The case b= c > 2 and res(2,c¢) =p — 1 in (1) is not present since then h(A") = p —1).

Proposition 6.1. If X is as in the case (1), then there exists u > 0 and pu € P8 with

h(p) <p+1 and BExtg, (DY, DY) Extg, . (D", D").

Proof. Case (la). In this case we have ¢;—1(A) = 1 and &_1(A) = 0. So, setting

vi=fi_1A = (b,¢,2,2,1773), by Lemmal[2.22] we have Extlen (D*, D) = EXt16n+1 (DY, D").

Now, &;(v) = 2. So, by Corollary 10l applied to A = v, we obtain an embedding
v v &2y &2y

Extg ,, (D, D")—Extg, (D%, D%Y).

Case (1b). If p > 3, then ¢;_1(A\) = 1 and &;_1(\) = 0. So, setting v := f;_ 1\ =
(b,¢,2,2,1P73), by Lemma [2:22] we have Extén (D’\D)‘) = EX‘G%HH(D”, D¥). Note that
€i—1(€;v) = 2, while p;_1(&v) = 0, so using Corollary and Lemma [2.22] we get

EXt16n+1 (Dyv DV)C_> EXt16n (Déiyv Déiv) = EXt16n_2 (Dé?iléw’ Dé?fléiy)'
Let p = 3. We may assume that ¢ < b — 1 since otherwise h((A")) = 2 = p — 1. Using
Corollary 4.10l and Lemma [2.22] we get
Extl (DY, DY) = Exty (DI, DIPN)es Extl | (D%IPY, DRI
~ Extl _Q(Déﬁész,\’DéﬁégffA%
where &3¢, f2\ = (b — 2,¢,2,1), completing the proof. O
We now consider the case (2). We require the following two lemmas.

Lemma 6.2. Let a > 2, t = p—1 (mod p) and ¢ = p — 2 (mod p). Then there is a
surjective homomorphism of Specht modules Sla+t,a2,1)_, glatt,a1e7?)

Proof. Using [J1} Theorem 8.15], it is easy to see that
Homg,,, (8@19) S(1C+2)) = Homg,,, (8?19 sgn) ~ k.
So by |[FL| Theorem 2.2], we have
H0m62a+t+c+2 (S(a+t,a,27lﬂ)’ S(a+t,a,1€+2)) ~ HOmGC+2 (S(Q,lﬂ)’ S(1c+2)) ~k (63)

So there is a unique up to scalar non-zero homomorphism S(@+ta2.19) _, glatta1°72)
We show by induction on a that this homomorphism is surjective. For a = 2, the
Specht module SEF22.157%) g irreducible for example by Lemma [2.16] and the result
is clear. We now assume that the statement holds for a and show it for a + 1. Let
j = res(l,a + ¢t + 1) = res(2,a + 1). The surjection §(@H:a:21%)_,glatta.17"?) yie]qg
a surjection f](Q)S(“+t’“72»1C)H>f](2)S(“‘H’“JCH). Moreover, by Lemma [2.24] f]@)S(aH*“*Q’lC)
(resp. f}Z)S(a"‘t’a’lCH)) has a Specht filtration with top Specht factor §(att+lat+12,1%)

(a+t+1,a+l,1c+2))

(resp. S . So there is a surjection

f]@) S(a+t,a,2,lc) is(a+t+1’a+1,1c+2) .

If S* is one of the Specht factors in the Specht filtration of fj@)S(‘”tvavzlg) coming from
Lemma which is not the top Specht factor, then ul(a +t + 1,a + 1,1°%) and
so Home,, ., .., (S#, SW@HtHLa+1172)) — by [J)] Corollary 13.17). Hence ¢ induces a
surjection Glatt+1,a+1,2,19) _, glatt+1,a+1,12) O

Lemma 6.4. Let v := (a +t,a,1°?~D=1) and p:= (a + t,a? ', a — 1), with a > 1 and
t=p—1 (modp). Then [S”: D*| =1 and Homg, (5", D) = k.
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Proof. For the decomposition number, it suffices to note that pu = v®. We now prove that
D" appears in the head of S¥ by induction on a, the case a = 1 being clear. We now assume
that the statement holds for a and show it for a+1. Let j :=res(1, a+t+1) =res(2,a+1).
One should consider three different cases for j =p—1, j=p—2and j € {0,...,p — 3}.
All three cases can be treated in a similar way, so we only provide full details for the most
demanding case j = p — 1.

Applying fj@) to a surjective map S”—D* which exists by the inductive assumption,
we get a surjection f]@S” — f]@D”. Now f]@)D“ has simple head Df;”, where ﬁu =
(a+t+1,a+1,aP~ ). Therefore, Die appears in the head of fj(g)S”. By Lemma[2.24]
f;S)S” ~ S8V 8V | 8, where vt = f;’y =(a+t+1,a+1,2,100"D=2) 13 =
(a+t+1,a+1,1°P"D) 12 = (a+t+1,a,2,1°P"D" 1) and v' = (a+t,a+1,2,1¢P-D-1),

Note that ep_g(f]?’u) = 0. Moreover the node (1,a + t) of v! (resp. the node (2,a) of
%) is the highest (p — 2)-removable node and it is normal. Hence Homg, ,, (¥, ng“) o
(S”Q, Df;") = 0 by Lemma[Z.16] Thus, if N ~ S*" | sV C f;g)S” is the submod-
ule of ff’)S” corresponding to the bottom two Specht factors, then Homeg , (N, Dfa?'“) =
0, hence DY7* appears in the head of (f](S)S”)/N ~ S| s

By Lemmal[6.2] we have a surjection, S gAY Using Lemma[2.15] and [J;, Theorem
24.1), we get [$¥" fo“] =[5 Df?“] = 1. So D’7* is in the head of S°. Now

Homs),,,

SlatttLat Ll DO o GV f L fy_p DI & platttL(at) )
by the exactness of f’s. g

Proposition 6.5. Let a,t,\ be as in the case (2), and p:= (a+t,a?~',a —1). We have
an embedding Extg (D*, D))= Extg _ (D*, DH).

Proof. We have ¢ = res(l,a +t+ 1) = res(2,a + 1) and el(?)D)‘ >~ D#. From the short
exact sequence 0 — rad fi(2)D“ — fi(Q)D” — D* — 0, using Lemma[2:20] we get an exact
sequence

Home, (rad(f?' D"), D*) — Exty (DY, DY) — Bxtl, (f®'D*, DY) = Exty (D", D").

We complete the proof by showing that Homg, (rad(fi(Z)D”),DA) =0. Let v = (a +
t,a,1°?~D=1) By Lemma there is a submodule X C S” such that S¥/X = DH.
Then fi(z)S”/fi(Q)X = fi(Q)D“, hence there exists a submodule fi(z)X CY C fi(Q)S” with
Y/fi(z)X = rad(fi(z)D“) and fz@)S’”/Y >~ DX, Tt suffices to show that Homg (Y, D*) = 0.

By Lemma [2:29] fi(Q)S” ~ S | ... | S” with v® = (a+t+1,a+1, 1a(p’1)71). Also,
using Lemma [ZI5] we have [$¥° : D = [§@"7V7) . p@™a=D] = 1 S0 it suffices
to prove that Homg, (S*“,D*) = 0 for u < s. Note that 1% = a + ¢ or v¥ = a. If
vi = a +t the (i — 1)-removable node (1,a + t) of v* is normal. Since ¢;_1(A) = 0
we obtain by Lemma [£16] that Homg, (S**, D) = 0. If v} = a +t + 1 then v¥ = a.
In this case the (¢ — 1)-removable node (2,a) of v* is normal and so we get again that
Homg,, (S*, D*) = 0. O

6.3. Height p + 2. In view of §6.1] we may assume that one of the following holds:
(1) A= (b,¢,d,2,1772), i = p — 2, and one of the following conditions holds:
(la) b>c=d =2 and res(1,b) =p—2;
(Ib) b>c>d > 2 and res(1,b) =res(2,¢) = p — 2,res(3,d) = p — 1;
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(Ic) b=c=d > 2, and res(3,d) =
(1d)b—c>d>2andres(2,c):r( ) p— 2
(le) b=c>d > 2 and res(2,¢c) = p — 2res(3 d) =
(1f) b> ¢ >d > 2 and res(1,b) =res(3,d) =p — 2res(2 c)=p—1
(1g) b>c=d>2andres(1,b) =p—2,res(3,d) =p— 1.
(1h) b > ¢ > d > 2 and res(1,b) = res(2, )—res(3d):p—2.
(1li) b>c¢>d> 2 and res(1,b) =p — 2,res(2,¢) = p — 1, res(3,d) = 0.
(2) A=(a+s+t+1l,a+s+1,a+1,aP~ 2afl)vmtha>2 t=p-—1 (mod p) and
s=p—1(mod p).
B)A=(a+t+1,a+1,a"2,a—1,b) withb>1,t=p—1 (modp) anda —b =
p—2 (mod p).
4 AN=(a+s+t+la+s+1,a+1,aP"2,a—1) witha>2,t=p—2 (mod p) and
s =0 (mod p).
B) A=((a+t+1)%a+1,a""%2a—1) witha>2andt=p—1 (mod p).

Moreover, by ([214) and what we have already proved in §6.2] we may ignore the cases
above for which h(\") < p+ 1.

Proposition 6.6. If A is as in the case (1), then there exists u > 0 and p € P8, with
h(p) < p+2 and Extg, (D, D)— Extg (D", D").
Proof. Case (1a). In this case we always have h(A\") < p + 1.

Case (1b). If p > 3, then ;—1(A\) = 1 and €;_1(\) = 0. So setting v := fisi) =
(b,c,d,2,2,17=3), by Lemma [2.22] we have Extén(D)‘,D)‘) = Extlen+l(D”,D”). Now,

e;(v) = 2 and by Corollary [Z.10] we get EX‘C%;"H(D”,DV)% Ext(l%fl(pé'?u7 D&Y).

Let~p = 3. We may assume that ¢ > d + 1 since otherwise h(A\") = 4 = p + 1. Setting
vi=f¢r= (bc,d +1,2,2), we get

Exts (DY D) = Ext§ ,(D”,D¥)— Ext§ (D°1Y, DY) = Extl (D%, DAeT),
where the isomorphisms hold by Lemma 2.22]and the embedding holds by Corollary[4£10]

Case (1c). In this case we have h(\) = p — 2.

Case (1d). If p > 3, then ¢;_1(A) =1 and €;_1(\) = 0 and the result follows as in case
(1b). If p = 3 then h(\") = 4.

Case (1e). If p = 3 then h(\") < 4. For p > 3, setting v := f;_1\, we have
Ext, (DY, DY) 2= Ext§ | (D, D")<—>Ext16 (D%, DP") = Extl _, (DF-18v, DF-1éivy,
where the isomorphisms hold by Lemma 2:22]and the embedding holds by Corollary[4.10]
Cases (1f)-(1i) can be verified in a similar way so we leave the details to the reader. O
For the case (2) we need the following two lemmas:

Lemma 6.7. Lett =p—1 (mod p), s = p—1 (mod p) and ¢ = p — 2 (mod p). For
a>2, setala) = (a+s+ta+ts,a21° and B(a) = (a+ s+t,a+s,a,172). Then
there is a surjective homomorphism of Specht modules S — §P(@)

Proof. To ease notation set | := a + s +¢. By [FLl| Theorem 2.2] and (G.3), we have
Homs\a(a}\ (Sa(a)7 Sﬁ(a)) = Homela(a)\fl (S(a-i_s’a’Q’lC)a S(a+87a716+2)) =k.
So there is a unique up to scalar non-zero homomorphism ¢, : Sal@) —, §8(@) We show by

induction on a > 2 that (¢, is surjective. For the induction base, by Lemma we have
a surjection SCHsHt2+5.2,19) , G(2+s+12451%2) - Apslving fp—1fp—2 to this we obtain

Sa(Q) ) fp_lfp_28(2+s+t,2+s,2,1c)*»fp_1fp_2s(2+s+t,2+s,lc+2) o 55(2)_
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For the inductive step, let j :=res(l,a +s+t+ 1) = res(2,a + s+ 1) = res(3,a + 1).
Then the surjection ¢, : $*»—55(4) yields a surjection f;j)Sa(“)—»f;S)SB(a). The rest of
the argument is now similar to the proof of Lemma[6.2] O
Lemma 6.8. Let v:= (a+s+t,a+s,a,1°?" D"V and pp:= (a+s+t,a+s,a’ ", a—1)
with a > 1, ¢t = p—1 (modp) and s = p — 1 (mod p). Then [S¥ : D¥] = 1 and
Homg, ‘(S”7D“) >~ k.

Proof. For the decomposition number, it suffices to note that p = v*. We now prove that
D" appears in the head of S¥ by 1nduct10n on a, the case a = 1 bemg clear. We now
assume that the statement holds for a and show it for a+ 1. Let j :=res(l,a+s+t+1) =
res(2,a + s+ 1) = res(3,a + 1). One should consider three different cases for j = p — 2,

j=p—3and j # p—2,p—3. All three cases can be treated in a similar way, so we only
provide full details for the most demanding case j = p — 2.

Applying f](4) to a surjective map S¥— D which exists by the inductive assumption, we
get a surjection fj@ SY — f]@)D“. Now f]@)D“ has simple head Df;l“7 where fi4u = (a+s+
t+1,a+s+1,a+1,aP~"). Therefore, Dfin appears in the head of f(4)5'” By Lemma[2.24]
ff)sv ~ SV S8 S | S where 1P = (a4 s+t+1,a+s+1,a+1,2, 190~ D=2),
vi=(a+s+t+la+s+1,a+1,19°D) 13 =(a+s+t+1,a+s+1,a,219PD-1)
V=(a+s+t+1a+sa+1,2,19°" D1 1 = (g s+t a+5+1 a+1,2,100-1)-1),

Note that €;_1(fn) = 0. Moreover the node (1,a+s+t) of v! (resp. the node (2,a+s)
of v? and the node ( a) of v3) is the hlghebt (j — 1)-removable node and it is normal.

Hence Homsg, (5", Df4 ) = HomC|V|+4(S Df 7*) = Homg,,,,(S"", * pli i*y =0 by
Lemma [II6 Therefore, it N ~ $*" | §*" | §*" C fi5" is the submodule of f{*5"
corresponding to the bottom three Specht factors, then Homs, ,, (N, Df?”) — 0. So DII*
appears in the head of (f (4)5”)/N st et
By LemmaIZZZI we have a surjectlon SRS Using Lemma [2.15] and |J;, Theorem
24.1), we get [S” . DY = . DY i"=1. So DPI# is in the head of $**. Now
f .fp,gs” ~ S(a+s+t+1,a+s+1,a+1,1<“+1)(P_1)_1),

foooif 3Df;*ugD(a+s+t+1,a+s+1,(a+1)l’—1,a)
e foe = )

.. +1)(p—1)—1 1
So, we have a surjection §(@tstt+lats+latl 1eFVE=D7Y) | platstitlatstl,(a+1)P~ a) 1y
the exactness of f’s. a

Proposition 6.9. Let a,s,t, \ be as in the case (2). Set y:= (a+s+t,a+s,a’a—1).
Then we have an embedding Extlgn (D*, D)— Exténﬂ(D“, DH).

Proof. We have i =res(l,a +s+t+1) =res(2,a+ s+ 1) =res(3,a+1). Then el(»g)D/\ &
D* and from the short exact sequence 0 — rad fi(S)D“ — fi(s)D“ — D* — 0, using
Lemma [2.20] we get an exact sequence

Home, (rad(f*) D*), D*) — Extl, (DY, DY) — Extl (f¥D*, D) = Extl _ (D*, D").

We complete the proof by showing that Homen(md(fi(3 D*), DY) = 0.

Let v := (a + s +t,a+ s,a,1%?~D=1) By Lemma there is a submodule X C SY
such that S¥/X = DH. Then f 3) S”/f @ x = f; 3)D“ hence there exists a submodule
fOx vy C f¥9 with Y/fP X = rad(f! 3’1)#) and £S¥ /Y = DA, Tt suffices to show
that Homsg, (Y, D) = 0.
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By Lemma[2.24] fi(S)S” ~ S| ] S8 with vF = (a+s+t+1,a+s+1,a+1,190-D-1),
Also, using Lemmal[Z.15] we have [5*" : DA] = [§1*¢7V71) : p”™*a=1)] = 1. So it suffices
to prove that Homg,, (S**, D) = 0 for u < k. Note that v} = a+ s+t or v§ = a+ s or
vy =a. If v} = a+ s+t the (¢ — 1)-removable node (1,a + s+t) of v* is normal. Since
£i_1(A\) = 0 we obtain by Lemmal[£.I6lthat Homg, (S¥“, D) = 0. If v} = a+s-+t+1 and
V¥ = a+ s, then the (i — 1)-removable node (2,a + s) of v* is normal and so we get again
that Homg,, (S*, D) = 0. Finally if ¥ =a+s+t+1 and v¥ = a+ s+ 1 then v} =a
and the (i — 1)-removable node (3, a) of v* is normal and so Homg, (S**, D*) = 0. O

For the case (3) we require the following three lemmas:

Lemma 6.10. Lett = p—1 (mod p), s =p —4 (mod p) and ¢ = p—2 (mod p). For
a>2, we set afa) := (a+s+t,a+s,a,2,1) and B(a) := (a+s+t,a+s,a,1°2). Then
there is a surjective homomorphism of Specht modules S —§8(a)

Proof. If p = 3, the lemma is equivalent to Lemma so we assume that p > 3. By [FL|
Theorem 2.2] and (6.3) we have

Homs,,,, (S, $°@) = Home, ,,(S*19, 507)) = k.

So there is a unique up to scalar non-zero homomorphism ¢, : Sala) —, §8(@) We show by
induction on a > 2 that ¢, is surjective. For the induction base, by Lemma [6.2] we have
a surjective map SFs+:2+8.2,19) , G(2+s+12+51%2) - Apylving fp—1fp—2 we obtain

Sa(?) ~ fp—lfp—28(2+s+t’2+s’2’16)*»fp—1fp—25(2+s+t)2+s’1c+2) ~ SB(Q)

For the inductive step, let j := res(1,a+s+t+1) = res(2,a+s+1). Thenres(3,a+1) = j+

3. The surjection ¢, : S -85 yields a surjection f;Q)SO‘(“)%f;Q)Sﬁ(“). Arguing as in

oy ¥ c
the the proof of Lemmal6.2lwe get a surjection S(atstt+Latst1,a.2,1) 2, glatsti+latstlal?)
Applying f;+3 to ¢ and arguing as in Lemma[B.2lwe get a surjection S+ - gAla+1) O

Lemma 6.11. Let v := (a + t,a,b + 1,1°?"D=2) and p := (a + t,a?*,a — 1,b) with
a>b>0,t=p—1(modp) and a—b =p—3 (modp). Then [S¥ : D¥] =1 and
Homeg , (57, D") = k.

Proof. For the equality [S” : D*] =1 , it suffices to note that u = v*. We now write v =
v(b) = (bts+t,bts,b+1,10F)P=D=2) and yy = p(b) = (b+s+t, (b+s)P~1, b+s—1,b) with
s> 0and s =p—3 (mod p), and proceed by induction on b. For b = 0 the result follows
by Lemma [6.4] with @ = s. Suppose there is a non-zero homomorphism ¢y : Svb) —, pu(b)
(which is automatically surjective). Let j := res(1,b+ s+t + 1) =res(2,b+s+1). In
constructing 11, one should consider three different cases: j = p—2, j = p—3, or
j#p—2,p—3. All cases are treated in a similar way, so we only provide full details for
the most demanding case j = p — 2.

Assume first that p > 3. Applying f]@ to ¢p, we get a surjection fi(?’)S”(b)_»fi(S)DH(b).
Now fi(3)D“(b) has simple head Df?”(b), where ffu(b) = (b+s+t+1,b+s+1,(b+s)P~Lb).
Therefore, DIn®) appears in the head of fj(3)S”(b). By Lemma, [2:24] f;3)5”(b) ~ S |
S S| S, with vt = (b+ s+t +1,b+s+1,b+ 1,2, 10003y 3 — (p 4
s+t+1,b4+s+1,b4 1,100 2 — (b 4 s 4t +1,b+ s,b+ 1,2,19P~D=2)
v =(b+s+t,b+s+1,b41,21°"D=2) Note that Ej_l(ﬁ’u(b)) = 0. Moreover the
node (1,b+4 s+ t) of v! (resp. the node (2,b + s) of v?) is the highest (j — 1)-removable

o Ul 3 (b 2 F3 (b
node and it is normal. Hence HomGMH(S ,fo”( )) = H0m6|y|+3(5 ,DfJ " )) =0



SELF-EXTENSIONS OVER SYMMETRIC GROUPS 31

by Lemma[416] Therefore, if N ~ sVt | sV c f;s)S”(b) is the submodule of f;s)S”(b)
corresponding to the bottom two Specht factors, then Homg‘ s (Vs Df?“(b)) = 0. Hence
D70 appears in the head of M := (f(3 SAO)) /N ~ §7° | $*. Thus we have a surjective

map Miﬁ»Dﬁ”(b). We apply now fj;3 and v yields a surjective map
Fi4sM— 3D = plrealfu®),
where ﬂ+3ﬁu(b) =(Mb+s+t+1,b+s+1,(b+s)P L b+1). Note that

3 (b+s)(p—1)—1 4 (b+s)(p—1)-3
fj—i-SSV ~ S(b+s+t+1,b+s+1,b+2,1 ) fj+3SU ~ S(b+s+t+l,b+s+1,b+2‘2,1 )

By Lemma [6.10] we have a surJectlon f]+3S —»fj+3S . Using Lemma [2.15] one easily
sees that [f]+35”’ . Dlivslin )] = [f 397 . Dlivsl] ”(b)] — 1. Hence DY+35/# is in the
head of f]-+3S”3. Now ej+3fj+3S ~ " and ej+3Df”3fJ'“( ) =~ ij“(b), and so DT 0
is in the head of §*°. By the exactness of f’s, we get a surjection

SO = fo £ o s S fo 7 fa . fp g DT 22 DO,

Assume now that p = 3. Applying f(4) to ¢y, we get a surjection f]@)S”(b) — f;4)DH(b).
Now f(4 D#®) has simple head DFin®) , where f4 (b) = (b+s+t+1,b+s+1,(b+s),b+1).
Now the result is deduces similarly to the previous case. O
Lemma 6.12. Let v := (a +t,a,b+ 1,1°?"D=2) and p := (a + t,a?*,a — 1,b) with
a>b+1,t=p—1(modp) and a—b =p—2 (mod p). Then [S” : D' =1 and
Homeg , (57, D") = k.

Proof. For the equality [S” : D#] = 1, it suffices to note that u = v®.

Assume first that p > 3. Consider the partitions & = (a + t,a,b + 2,19?~D=2) and
7 := (a+t,a’',a — 1,b+ 1) and let j := res(3,b + 2). Note that 6155 SY and
e; DT = D#. By Lemmal|6.11|{we have Homg,, (S¢, D7) = k. Applying e; to the surjection
S¢— D7 we get Home , (57, D*) = k.

Assume now that p = 3. Then v := (a +t,a,a — x + 1,12 V) and p = (a +t,a>,a —
l,a —2z) with x <aand x =a—b=1 (mod 3). In this case the lemma follows similarly
to Lemma[6.8] (the case a = x holding by Lemma [G.4]). O

Proposition 6.13. If X is as in the case (3), then there exists uw > 0 and p € PLE,
with h(p) < p+ 2 such that Extg (D*, D*)—Extg (D, DH).

Proof. If b= a—1 then p = 3, and h(\") < 4. So we may assume that a > b+ 1. We have
i =res(l,a+t+1) =res(2,a +1). Then eEQ)D/\ &~ DF with p:= (a +t,aP" ' a — 1,b).
From the short exact sequence 0 — rad fi(z)D“ — fi(z)D“ — D* — 0, using Lemmal[2.20]
we get an exact sequence

Homsg, (rad(f*) D*), D) — Ext§, (DY, D) — Ext§, (£ D*, DY) = Exty ,(D¥, D").

Hence it is enough to prove that Homg, (rad(f( )D“) D?*) = 0. By Lemmal[6.12] we have
Homg, ,(SY,D*) =k for v := (a + t,a,b+ 1,1?~D=2) Note that since a > b+ 1 the
node (2,a) is removable. Now, argue as in the proofs of Propositions [6.5] and [6.9] O

Proposition 6.14. If X is as in the case (4), then there exists uw > 0 and p € PLE,
with h(p) <p+2 and Exten (D*, DM)— EXten,u(D“v D#).
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Proof. Assume first that t > p — 2. We have i = res(l,a + s+t + 1) = res(3,a + 1),

so res(2,a + s+ 1) = i + 1. Note that the (i + 2)-addable node (2,a + s + 2) of A is

cogood, 50 p;12(A) > 0. We consider the sequence of partitions A :== A%, AL, ... \P~2 with
~(in. 1

AL = fi(féfl“()‘ DN for | = 0,...,p— 3. Then \?=2 € 2P for some m. Note for all

0 <1 < p—2 we have that X! is an (i + 2 + I)-reflection of A\, so Extlgn (D, D) =

Extlen+m (DV_Z,DV_Q) by repeated application of Lemma [2.22] Note also that )\11’72 =

a+s+t+l>a+s+p—1= )\12’_2. By Corollary [£.10] we have an embedding

EXt16n+m (D/\p727 D,\P*2)€_> EXt16n+m_l (Déi)\P*Q’ Déi)\p—2).

. !
Consider the partitions u?, ..., uP=2 := ;\P~2 with pl~1 = égjf{j_l“(“ ))ul fori=1,...,p—
2. Note that p” € 27% | and for all 1 <1 < p—2we have y/~! is an (i+1+1)-reflection
of 4!, Hence

Bxty, ., (DFY ", DFN ) 2 Bt (DY, D).

by Lemma [2.22]
If t = p — 2 the proof is similar, using the following steps. If a > p — 1 first add normal

nodes of residues ¢ + 2,4+ 3,...,i — 1 (in this order). Then those of residue ¢ + 1 and 1.

Then remove conormal nodes of residues ¢ + 1, ¢, ¢+ 1 and then ¢ — 1,4 — 2,...,7 + 2. If
instead a < p — 2 then first add normal nodes of residues i + 2,7+ 3,...,7 — 1 and then 1.
Then remove conormal nodes of residues i — 1,7 — 2,...,7 + 2 and then 1.

O

Proposition 6.15. If \ is as in the case (5), then there exists uw > 0 and p € PLE
with h() < p+2 and Extg (D, D*)— Extlgnfu (DH, D).

Proof. The proof is similar to that of the previous proposition, using the same sequence
of residues of nodes to be added/removed as for case (4) with ¢t =p — 2. O

7. PROOF OF THEOREM

Throughout the section we assume that p > 2. Recall the notation wt()\), quot(\),
wt;(I'), rj('), i;(I') and T'; from §2.2] and §2.31

7.1. Main Tricks. In this subsection we reduce the proof of Theorem [Bl to some purely
combinatorial facts about partitions. Recall the notions of reflection from §2.5] and of
i-difficult from Definition

Lemma 7.1. Let w € Z>o, and assume that for each p-regular partitions A with wt(A) < w
there exists a sequence \O = \, N1, ..., \¥ of p-reqular partitions such that X\ is a reflection
of N=1 for ¢ =1,...k, and \F satisfies any of the following conditions:
(1) AT < JAl;
(ii) for p € {N*, (N} there exists i € I such that e;(u), p;() > 0 and p is not
i-difficult;
1 k k
(iii) ExtGMkl(D)‘ ,DN') =0.

Then EXtém (DA, D) = 0 for all p-regular partitions \ with wt(\) < w.

Proof. By Lemma [2.22] we have Extlen (D, D*) = ExtIG‘AkI(DAk, D)‘k). If we are in case
(ii) then by (2.14) and Corollary [£10, we have
dimExt§ (D%, D*) = dimExt§ (D", D) < dimExt§ (D”, D")

where v := éfi(”),u.
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Applying Lemma[2.9lmultiple times with {\, u} = {\, X1} we deduce wt()\) = wt(\F).
If we are in case (ii) we also have that wt(v) < wt(p) by the same lemma applied to A = v
and p = p and as the Mullineux bijection preserves the weight, so wt(v) < wt(A). The
lemma now follows by induction on n and w. O

Lemma 7.2. If ExtIGW(D)‘,D’\) # 0 for some p-reqular partition X\, then there exists a
p-regqular partition p such that Extlew (DH*, D*) # 0 and the following conditions hold:

(1) wt(p) < wi(A) and [p] < [A[;

(2) for any i € I, either g;(u) =0 or w is i-difficult.
Proof. If the condition (2) holds for A we can take u = A. So we may assume that for some
i € I, we have g;(A) > 0 and X is not i-difficult. Let p := éfi(’\)/\. Applying Lemma[2.9]with
A=pand p= A we get wt(u) < wt(A). Moreover, EXté‘M(D)\,D/\)‘—) Extlgml(D“,D”)
by Lemma and Corollary [£.10l Repeating the above argument if needed, we obtain
1 as wanted. O

Lemma 7.3. Let A\ € 257 T = I'(\) with the corresponding quot(\) = (A©) ... A=),
1 <j<p-1,i:=14;I). Suppose rj_1 = rj_1(I') < rj(') =: r; and wt;—1(I') +
wt; (1) < 7. If X is i-difficult then (AU, \0)) is as in Table I (the cases are labeled as

k _ .
Bwtj_l(r)+wt]-(r) fork=1,2,...):

[ WO A0 o PO A0 Ty —na] WU A0 [
BI[ @ | (D 1 BT () | 219 2 B[ (2) | (2,19 2
Bl @ | (D) 2 BS| @ | (419 2 BB (13 | (1) 2
BZ[ @ | (2,1 1 B @ | (3,21 2 B (D) | 3,19 2
Bi| @ | (1Y 3 B (3 | (1% 1 Pl 1) [ (2 2
BZ] 2 | 219 2 B @) | @19 1 B (1) [ (251D ] 2
B M| ) | 1 [BE[I] @ | 1 B & |G ] 2
BIl @ | 3.1 1 BT (1| (1% 1 BE| 2 |[(421)] 2
Bl @ | 1 BT M) | 3,2 1 B[ o | (351 2
B2l o || 3 B ()| 6.1 T (BT @ | @ 1
BIm | a) | 2 B[ 2 | 6D [ T B[ e 1
B @ | 3,19 2 Bl o %) 1 BZ(2,1)| (1% 1
BI| @ | 2%1) 2 BI | o 1 6 BB (15 | (2 1
BT @ | 1 1 BZ | @ | (219 5 BET (2) | (3,19 1
BI (D] & | 1 B M| 0 | & [B5°] @ [ eaD] 1
BE[ () | 2,12 1 BY | o | (3,19 1 BE [ (12) | (3,2) 1
B[ @ | (41 1 BI | @ | (251 1 BZ [ (17) | (2%1) 1
Bl o (1%) 5 BE | (2 (1%) 3 B3| (12) | (2,19 1
B2 o | (2,19 4 BT | (1) | (2,1% 3 B2 (1) | (4,2 1
Bl (1) (1°) 3 B o (4,1%) 3 B (1) | (4,12 1
Bl o | (3,19 3 B | o |(3,2,12 3 B3| o (6,1) 1
B:| @ |13 3 B & | (25,1 3 BZ| o | (3,22 1
Bl @ a9 | 2 B ® ] a9 | 2 [BP|l & (@D ] 1
TABLE 1
Proof. By Lemma [2.8] we may assume that 7;(I") — r;_1(T") < wt;—1(I") + wt;(I"). The
lemma now follows from Lemmal[2.10] by checking all possible cases for (I'j_1,T;). O

Lemma 7.4. Let A € 2L with wt(\) < 7, T =T(\), 2 < j < p-1,1i:=i;(N\).
Suppose that r;_o(I') < r;_1(I') < ri(T). If X is i-difficult and (i — 1)-difficult then
(AG=2 N1 \G)) is as in Table II:
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L (AP AUD ] AD [ —rja [ —ri2

| @ @ T aH 1 2

Cs 2] (1?) (19) 1 3

Cs @ (12) | (2,19 1 2

Cy & (2,1) (1%) 1 2
TABLE II

Proof. By Lemmal[7.3] ((T';,Tj+1), (T'j4+1,Tj+2)) is one of the following: (B3, B§?), (B, BE?),
(B3, BY), (Bi, B25), (Bi, B2"), (B}, B2®), (B, B#®), (B%, B2?). The lemma now follows
from Lemma [2.10 O

Let A € 22578, We will use the following terminology:

Trick 1. We say that Trick 1 applies to A if £;(\) > 0 and A is not i-difficult for some i € I.
Trick 2. We say that Trick 2 applies to A if there exist ¢+ € I and m € Zx>3 such that,

setting Al = \, M+ = Jiﬁizzw))\é for £ =1,...,m — 1, we have g;,(\*) = 0 for
all £ =1,...,m—1, gixm(A™), Yitm(A™) > 0, and A" is not (i + m)-difficult.
Suppose now that w := wt(\) < 7. In view of Lemmal[Z.1] to prove Theorem[B] it suffices
to show that either min{h(\), h(\*)} < p+ 2 or that Trick 1 or Trick 2 applies to A or A\*.
Indeed, if Trick 1 applies to i € {\, \*} then either o;(1) = 0, in which case the condition
(i) of Lemma[7.1] with k = 1 is satisfied, or ¢;(A) > 0, in which case the condition (ii) of
Lemma[Z.I] with k = 0 is satisfied. If Trick 2 applies to p € {\, A"} then the condition (ii)
of Lemma [TIlwith k = m — 1 is satisfied. Finally, if min{h()\), h(A")} < p + 2, then by
(214) and Theorem [C]we have Extg (D*, D*) = 0, so in this case the condition (iii) of
Lemma [7I]with k& = 0 is satisfied.
Choose an abacus configuration I' = T'(\) with ro(I') < 7;(I") for all j # 0. Let
quot(\) = (A ... A=) be the corresponding quotient. Let r; := r;(T'), wt; := wt;(T)
and ¢; := ¢;(I"'). Given a fixed numer r (usually r = rg), we will write

L= (A0 —7),..., APy — 7). (7.5)

This defines I' up to adding/removing full rows of beads at the top, which does not
affect quot(\). Since we will (usually) work with general configurations, where some
consecutive runners might be repeated and certain runners are not always present, we will
use exponents to indicate the multiplicities of runners. For example

((2,0)%,((1).1), (2,2),((1),2)°, ((1),0)) = ((,0), (2,0),((1),1),(2,2), ((1),0))

indicates the following abacus configuration:

If1<j<p-—1landrj_; <rj, wesay that j is an increase (for I'). In view of Lemmas
[7.2] and [T3]if j is an increase we may assume that (I';_1,T;) is one of the pairs BE from
Table I for some w < w. This will be used without further reference.

Assume that &;,(A) > 0 for some runner j and let ap + j be the removable position
corresponding to the 7;-good node of A\. Adding full rows of beads on top of I' if necessary
we may assume that ap+j > p. By Lemma[2.10] Trick 1 does not apply to runner j if and
only if ¢;; (A) > 0, (a —1)p+j — 1 is the addable position corresponding to the i;-cogood
node of A, and the positions x satisfying (a — )p+j + 1 <z < ap + j — 2 are occupied
in I. For j > 1 this last condition corresponds to position ap + k (resp. (a — 1)p + k)
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on runner k being occupied if kK < j — 2 (resp. k > j + 1). If on the other hand j = 0
then the last condition corresponds to position (¢ — 1)p+ k on runner k being occupied for
1 <k <p—2. This fact will be used in the following whenever using Trick 1 to restrict
abacus configurations that have to be considered.

Recall that by assumption w < 7. This will be used throuout the proof for example to
exclude some cases by p-regularity or when applying Tricks 1 and 2 (if we know how some
runners look like and that the total weight on these runners is w’ then there can be at
most weight 7 — w’ on the remaining runners).

7.2. No increases. This is the case where all r; are equal, so we will shorten notation
@35 to AO, ... Ae=1),

Case 1: max{h(A\)} <1 or max{/\gk)} < 1. In the first case h(A\) < p. In the second
case if h = max{h(A*))} and j is minimal with A(A\U)) = h then the rim of A (and so also
the p-rim) has at most p(h + 1) — j — 1 nodes and h(\) = ph — j. So h(A\") < p provided
A is p-regular.

Case 2: max{h(A¥))} > 2 and max{)\gk)} > 2. Assume that there is a runner j with
A9 = & and let j be maximal such. By Trick 1 applied to runner j + 1 if j < p— 1 or by
Trick 2 applied to the last runner if j = p — 1 we may assume that A(%) 2 gif k< j. In
particular we may assume that there is at most one runner with 0 weight.

Let W be the multiset {wt;}. Then we may assume that p = 3 and W is one of

{6,1,0}, {5,2,0}, {5,1%}, {5,1,0}, {4,3,0}, {4,2,1}, {4,2,0}, {4,1%}, {4,1,0},
(32,1}, {3%,0}, {3,2%}, {3,2,1}, {3,2,0}, {3,1%}, {3,1,0}, {23}, {2% 1}, {2%,0}
or p=>5 and W is one of
{4,13,0}, {3,2,1%,0}, {3,1%}, {3,130}, {23,1,0}, {2%, 13}, {22,1%,0}.

Using p-regularity and excluding cases where Trick 1 can be applied to one of the runners
with non-zero weight or Trick 2 to the last runner we may assume that I' is one of the
following;:

((1),2,(4,2)), (3%),01

),2), (2,(1),(2%)), ((1%),2,(3,2), (1),2,(3,2))
1),(2%),9), (2,2,

)

2, 2,1)), (2,(2%),(1%), (2,2,
(2%),2,(1)), ((1),2,(2%), ((3),(2,1), (1)), ((2),(1%),(2
(2),(1%),2), (1%, 2,(2%), ((2,1),(1),(1%),(1),2), ((2),(1*),(1)*,2)
If h(A), h(A") > p+3 then T = ((32),(1),9), in which case A\ has an abacus configuration
((4,3),2?%) to which Trick 1 applies to runner 0.

7.3. Increase(s) but not consecutive. Recall the notation (ZI). Assume that

L= (2,007, (u,k), (2, k)%, (2, k — )™, (2,0))

(
)
2

(
(
( 2
)

with p € Py, k> 1 and a,aq,...,a; € Z>o. Then we may assume that a = 0 by Trick 1
(with j = a+ 1) and that ag_1,...,a0 = 0 by Trick 2 (with j =p—1 and m = a + 2).
Further if p # (1*) and the last beads on runners of the forms (u, k) and (&, k) are in
rows x and y respectively, then x > y + 1, so we also have a; = 0 and then p = 2, giving
a contradiction. Thus p = (1*) and then k = w — 1 since else Trick 1 applies with j = 1.
Then I' = ((2,0), (1*),w — 1), (&, w — 1)?~2) and so h(\") = w. In particular we may
assume that w > p+ 3. Thus p = 3 and w = 6 or 7. In either case A" has an abacus
configuration ((@,0)?, ((1%),w — 1)), to which Trick 1 applies with j = 2.
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Now assume that
= ((2,0)%,((1),0), (u, k), (@, k)™, (@, k = 1), (2,0)*)

with p € &, and b,k > 1. We may assume that Tricks 1 and 2 do not apply. Further,
p# @. Then aj_1,...,a9 = 0. If u # (1°~%) then aj, = 0. Assume first that b > 2 and
p=(1"""). Then a = 0, so T' = (((1*),0), ((1¥~?), k), (@, k)P~2), with k = w — 2b — 1 or
w —b. In either case A is not p-regular, since positions p(ro — 1) + j are occupied for each j
but position p(rg—b) is not occupied. Assume now that b = 1 and p = (1¥~!). Thena = 1
(since we may assume that a < 1 by Trick 1 applied to the increase and if a = 0 then A is not
p-regular). If p = (1¥71) then I = ((2,0), ((1),0), (1*~1), k), (@, k)P~2) with k = w — 3
or w—1. In the second case Trick 1 applies with j = 2, so we may assume that k = w—3, in
which case A" has an abacus configuration ((,0)?~2, ((1¥=2),w—3), ((2),w—3)) to which
Trick 1 applies for j = p — 1. If u # (1*7°) then p = 3 and T = ((2,0), ((1),0), (u, k)), in
which case h()\) < w (using Lemma [7.3]to limit the possibilities for ).

So if there is an increase j with wt;_; + wt; = w we may assume that A1) (1%)
with b > 0.

Suppose that j < k are increases and AU~1) = A(k=1) = & Then we can apply Trick
1 with 4 = @y, unless rp_; < rj_1. Since rj_1,7,—1 > 7o by assumption, there exists an
increase ¢ < j. Repeating the above argument if needed, we may assume that A=) =£ 0.
This will be used without further reference to reduce the number of cases that have to be
studied. In particular, if there is more than one increase, we may assume by Lemma [7.3]
that w = 6 or 7 and that there are exactly 2 increases.

We will provided details for the first cases. The cases with only one increase j for
which wt;_1 4+ wt; > 5 are easier, since the total weight on the other runners is at most
2. Reductions for such cases can be obtained similarly to the previous cases (using Tricks
1 and 2 as well as p-regularity of \) and details are left to the reader. Many runner
configurations can be ruled out by applying Trick 2 to the last runner. Runners with no
weight can in many cases be ruled out by a combination of Trick 1 applied to the following
runner and Trick 2.

We remind that we will implicitly use the fact that w < 7 in the proof. When considering
abacus configurations with certain given runners this will in particular bound the total
weight on other runners, thus reducing the forms that other runners might have and this
will thus in some cases allow to exclude some configurations by either p-regularity or by
applying Tricks 1 or 2.

Case Bj and Bi. If Trick 1 does not applies to runners corresponding to increases, then

D= (((1),0), ((1%),1), (&,1)%, (1), 0)%, (2,0), ((17), 1), (2, 1), (1), 1, (&, 1), (2,0)7))
with b +d < 1. We may assume that a,c,f = 0 by Tricks 1 or 2. So p > 5 and
h(AX") =2b+5 < 7.

Case B2 and Bi. Similarly to the previous case we may first assume that
L= (((1),0),((1"),2),(2,2)% (2,1)",(2,0),((1*),1), (2,1)%, (2,0)")
and then that b,c,d = 0. So p > 5 and h(A") = 6.
Case BS and Bi. We may first assume that
P = (((2).0). (1), 1).(2,1).((1%).2).(.2)°). (. 1)"

and then that b= 0. So p > 5 and h(\") = 7.
Case BY and Bi. No case needs to be considered (by Trick 1 applied to increases).
Case BS and Bi. We may first assume that

L= (((1),0),((2,1%), 1), (2. 1) (2,0), (1), 1), (2, 1)", (2. 0)°)
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and then that a,b,c = 0. So p = 4 giving a contradiction.

Case B} and Bi. We may first assume that

L= (((1),0),((1*),1),(2,1)%,(2,0), ((1%),2),(2,2)", (2, 1), (2,0))

and then that a,c,d = 0. So p > 5 and h(\') = 8. For p = 5, it can be computed that
(A" = ((2,0)2,((3,12),2),(2,1),((1?),2)) to which Trick 1 applies with j = 2.

Case B} and B3. We may first assume that

F = (((1)’ 0)7 ((13)’ 1)7 ('®7 1)a7 (Q’ 0)’ ((27 1)7 1)’ (’®7 1)b’ (®7 O)C)

and then that a,b,c = 0. So p = 4 giving a contradiction.

Case Bi. Then w > 3. By Trick 1 applied to the increase we may assume that T' =
(A, (2,0),((12),1), B!, BY) where all runners of A are of the form (u,0) with z not one of
the following

®7 (2)7 (3)’ (2’ 1)’ (4)7 (37 1)’ (27 12)’ (5)’ (47 1)’ (3’ 12)’ (27 13)’
those of B! of the form (u,1) with p not one of the following

(1%), (2,1), (3,1), (2%), (4,1), (3,2)
and those of BY of the form (y,0) with x not one of the following

1), 2, 3). (4), (2%), (5), (3,2), (2%,1).
By p-regularity of A we have that A has no runner with g one of the following
(1%), (1Y, (2%,1), (1%),
B! has no runner with x one of the following
(11, 2,1%), (1%,
B has no runner with x one of the following
(2,1%), (1Y), (3,1%), (2,1°), (1°),

that if A has a runner ((1%),0) then it also has a runner ((1),0) before the last such runner
or B! has a runner ((1?),1) or B has a runner ((z,1),0) with 1 < z < 2 and that if B°
has a runner ((13),0) then BY = (..., ((1%),0),...,((1%),0),...).

By Trick 1 (applied to the corresponding or following runners), we may assume that A
does not have one of the following forms:

(-2 ((1),00%,((1%),0),...), (((1),0),((1%),0)%).

Further we may assume that B! = (Fl, (2,1)™) and that B only has runners ((1),1) and
((13),1), with ((13), 1) the first runner of of B ifit appears. Using also Trick 2 to rule out
runners (&, 0), it can also be checked that B only has possible runners ((12),0), ((2,1),0)
or ((1*),0), with ((2,1),0) appearing at the beginning of B if it is present. Further B*
has no runner (&, 1) if BY = (((2,1),0),...).

So since 3 < w < 7 we may assume that

D =(((1%),0)%,((1),0)", ((1%),0)°, ((z - 2,2),0)%, (1), 0)", (2. 0), (1), 1), ((1*), 1)/,

(1), )7, (2, 1)", ((2,1),0)", ((1%),0),((1%),0)")
withd <2 <5, 1<k 1<2a+b+2c+dr+e+3f+g+3i+2k+3<5and h-i=0.
Further a <c<b<Tlor f+i+k>1 If h(\),h(AN") > p+ 3 then T is of the form
L= (((1%),007,((1),0). ((1%),0), ((1),0)”, (2,0),((1*),1), (2, 1)*)

with (C, D, E) € {(1,0,0),(0,1,0),(0,2,1)}. In the first case we have

L(\) = ((2,0),((4,1),1), (2,1),((2),1),(2,1)),
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to which Trick 1 applies with j = 3. In the other two cases
L") = (2,007, ((w = 2,1),1),(2,1)"*, (1), 1)),

to which Trick 1 applies with j =p — 1.

Case Bi. Then w > 4. We may assume by Trick 1 applied to the increase that
I' = (A (2,0),((1%),2), B2, B', BY), where all runners of A are of the form (p,0), all
runners of B of the form (u,i) for 0 < i < 2, A has no runner (u,0) with 1 one of the
following;:

2, (2), (3), (2.1), (4), (3,1), (2,1%)
and (B?%, B!, B%) has no runners of the following forms:
((1%),2), ((2,1%),2), ((1%),1), (2,1),1), ((3,1),1), ((2%),1), ((1),0), ((2),0),
((3),0), ((4),0), ((2%),0).

Since A € 257 A has no runner ((1%),0) with 3 < 2 < 4 and B has no runner of the
forms:

((1%),1), ((1%),0), ((2.1%),0), ((1*),0).

From Tricks 1 and 2 we can also see that B? = (FZ, (2,2)™) and that EQ, B! and BY
have no runners of the form (@,). Further by Trick 1, B~ has no runner of the forms

((2),2), ((3),2), ((2,1),2), ((4),2), ((3,1),2), ((2),2)
and by Trick 2, B! has no runner of the form ((z),1) with 1 <z < 4.
If A= (((1?),0),...) and B has no runner of the form ((12),0) then \ ¢ 225", while
if/Sl = (((1),0)2,((12),0)) or B = (...,((1),2),((12),2),...) then Trick 1 applies.
0 we may assume
I =(((1),0)%,((1%),00°, ((1),0), ((2*),0)%, (2, 0), ((1*),2), (1%),2)%, (1), 2)7,

((14)’ 2)5]’ (@7 2)h7 ((Z‘ - 27 12)7 1)ia ((y -1, 1)’ O)k)
withd3<z<4,2<y<4andl<a+2b+c+4d+2e+ f+4g+ix+ ky < 4. Further
b<a<Tlor (yk)=(21). If (z,9) or (y,k) = (4,1), then we may further assume that
h=0.

If h(A\), h(\") > p+ 3 then
I =(((2%),0),(2,0),((1%),2)) or ((1%),0),(2,0), ((1*),2), (,2), ((1%),0))

or I' is of the form

(((1),0),((1%),0)", ((1),0)°, (,0), ((1%),2), ((1*),2)°, (1), 2)7, (2, 2)", ((1%),0)*, ((2,1),0)")
withb+c+e+f+k+3 <p<3b+3c+2k+3l+3and (¢,p) & {(0,3),(2,5)}. It can be
checked that in either case A" has an abacus configuration of the form ((&,0)™, (u,2),C),
where 1 <m <p—2, u; >3, h(r) = 3 and all runners of C are of the form (&, 2), ((1),2),
((12),2) or (@, 1). Further m > 2 if C has a runner ((12),2). So Trick 2 applies to the last
runner or Trick 1 applies to runner m.

Case Bg. Then w > 4. We may assume by Trick 1 applied to the increase that
I'=(4,(2,0),((2,1),1), B!, BY), where all runners of A are of the form (u,0), all runners
of B of the form (u,i) for 0 < i < 1, no runner of A is of the form (y,0) with u one of

the following
2, (2), (3), (2,1), (4), (3,1), (2,1%)

and (B, B%) has no runner of the forms

((1%),1), ((2,1),1), ((3,1),1), ((2%),1), ((1),0), ((2),0), ((3),0), ((4),0), ((2%),0).



SELF-EXTENSIONS OVER SYMMETRIC GROUPS 39

By p-regularity we further have that A has no runner of the forms ((1%),0) or ((1*),0),
that B! has no runner of the form ((1*),1) and B° has no runner of the forms ((1%),0),
((2,12),0) or ((1*),0). Further if A has a runner of the form ((12),0) then there is a runner
of the form ((1),0) before it or B has a runner of the form ((12),0).

By Trick 1 we may also exclude that B! has runners of the forms ((3),1) or ((4),1)
and, also using Trick 2, that B! has a runner (&,1) or B® a runner (&,0). Further A #

( )

(((1).0)2,((12).0)). B'# (.., (1), 1), (2),1).....) and B £ (..., ((1).1), (1%),1)..

So we may assume

L =(((1),0)% ((1%),0), ((1),0)%,((2),0)%, (2, 0), ((2,1),1), ((2), 1), (= — 2,1%), 1)/,
(1), 1), ((y — 1,1),0)")

withd3<zx<4,2<y<4andl <a+2b+c+4d+2e+ fr+ g+ hy < 4. Further
b<a<1lor (b f,y)=(1,1,2). It follows that p—2=a+b+c+d+e+ f+g+h=1or
3. If h(A),h(A") > p+3 then p =5 and T = (((1),0), ((1?),0), ((1),0), (2,0),((2,1), 1)),
in which case \* has an abacus configuration ((@,0)2,((12),0), (2, —2),((4,1),—1)), to
which Trick 1 applies with j = 2.

Case B}. Thenw > 5. Again we may assume that I' = (4,(2,0), ((1 4),3), B3, B2, B!, BY),
where all runners of A are of the form (p1,0) and those of B* of the form (u, i) for 0<i<3.
By Trick 1 applied to the increase we may assume that A has no runner (u,0) with p one
of the following

2, (2), (3), (2,1)
and that (B3, B2, B!, B®) has no runner of the forms

((1%),2), ((1%).1), ((2,1),1), ((1),0), ((2),0), ((3),0).
By p-regularity, neither A nor B° has runners of the form ((1%),0) and further that if
A has a runner ((12),0) then A = (((1),0), ((12),0)).
By Trick 1 we may assume that B3 = (§3, (2,0)™) where B’ can only have run-
ners ((1),3), ((12),3) or ((1%),3) and that B? has no runner ((3),2). Further B +
(((1),3),((12),3)). Applying also Trick 2 we may further assume that B° has no runner

(2,0), that B! = (((13),1)™) and that B2 has no runner.
So we may assume

= (((1),0)%,((1%),00°,(2,0), ((1*).3), ((1),3), ((1),3)%. (2,3)", (1*), ), (= — 1,1),0)9)

with2 <z <3,1<a+2b+cr+d+3f+gr < 3and b < a. So h(\") = da+4b+2f+3g+4.
For p < 4a+4b+2f+3g+1, A has an abacus configuration of the form ((&,0)™, (i, 3),C),
where 1 <m <p—2, p € {(4,1%),(3,2,1%),(3,13),(23,1), (22,12),(2,1®)} and all runners
of C are of the forms ((1), 3), (&, 3), (&,2) or (&,1). So Trick 2 applies to the last runner.

Case B2. Then w > 5. We may again assume that I' = (4, (2,0), ((2, 12),2), B2, B!, B%)
where all runners of A are of the form (u, 0) and those of B? of the form (p, ) for 0 <1 < 2.
As in the previous case, by Trick 1 applied to the increase we may assume that A has no
runner (u,0) with x4 one of the following

2, (2), 3), 21)
and that (B2, B!, B%) has no runner of the forms

((1%),2), ((1%),1), ((2,1),1), ((1),0), ((2),0), ((3),0).

By p-regularity, again neither A nor BY has runners of the form ((1%),0) and further
that if A has a runner ((12),0) then A = (((1),0), ((1%),0)).
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By Tricks 1 and 2 we may further assume that B® has no runner (&,0), that B! has
no runner, that B2 has no runner (@,2) or ((3),2) and that B2 # (((1),2),((2),2)) or
(((1),2),((1%),2)).

So we may assume

L =(((1),0%,((1%),00",(2,0),((2,1%),2), ((2),2)°, ((z = 1,1),2)4, (1), 2)°,
((z —1,1),0)7)

with2<z<3,1<a+4+2b+2c+drt+e+ fy<3dandb<a. Soa+b+c+d+e+f=1
or 3. Then b = 0 and either a+c+d+e+f+g* 1lora+e=3. It can be checked
that h(A) or h(\") < p+ 2 unless T' = (((1),0)2,(2,0), ((2,12),2),((1),2)), in which case
case A" has an abacus configuration ((@,0)2, ((3,2, 1) 2),((1),2),(9,2)), to which Trick 1
applies with j = 2.

Case B}. Then w > 5. We may assume that I' = (4, ((1),0), ((13),1), B!, B%), where
all runners of A are of the form (y,0) and those of B’ of the form (u,i) for 0 <i < 1. By
Trick 1 applied to the increase we may assume that A has no runner ((1),0)), ((2),0) or
((3),0), that B! has no runner ((1*),1) and that B has no runner ((12),0) or ((2,1),0).

By p-regularity A has no runner ((13),0).

By Trick 1 A = (A, (@,0)™) where A can only have runners ((12),0) and ((2,1),0),
B! = (El,(z,l)m) where B' can only have runners ((1),1) and ((12),1), B° has no
runner ((3),0) and B® # (..., (@,0),((1%),0),...). By Trick 2 we then have that B® =
(((1%), 0™, (2,0)°).

If B = (((1%),0),(2,0)%) then A = ((@,0)") with 7 > 1 by p-regularity and so Trick 2
applies to the last runner. Thus B = ((@,0)%).

So we may assume

I = (((2,1),0)%,(2,0), ((1),0), (1), 1), (1), 1)%, ((1%), )4, (1), 1), (&, 1),

with 1 <2 <2, 1<ar+c+2d+e<3and g <1 with g =0 unless (a,z 1,
Further b < 1 by Trick 1 applied to runner a + b and then b = 1 unless (a,2) = (1,3) or
(¢,d) = (1,1) by p-regularity. In each case h(\") < p+ 1.

Case B}. Then w > 5. We may again assume that I' = (A, (2,0),((3,1),1), B B0
where all runners of A are of the form (p, 0) and those of B of the form (y,) for 0 < i
By Trick 1 applied to the increase we may assume that A has no runner (&, 0), ((
((3),0) or ((2,1),0), B! has no runner ((12),1) or ((2,1),1) and B has no runner ((1),
((2),0) or ((3),0).

By p-regularity neither A nor BY has a runner ((1%),0) and if A has a runner ((12),0)
then 4 = (((1),0), (1), 0)).

By Trick 2 BY has no runner. Further by Trick 1 (applied to the following runner) or 2
(applied to the last runner), B! has no runner (&, 1), ((1),1) or ((1%),1).

So we may assume I' = (((1),0)%, ((12),0)°, (2,0), ((3,1),1), ((x),1)¢) with 2 < 2 < 3,
1<a+2b+cx<3andb<a Thenp—2=a+b+c=1or3,s0b=0, (a,¢) €
{(1,0),(3,0),(0,1)} and then h(A) =p+ 1.

Case Bg. Then w > 6. We may assume

L= (((1),00%(2,0), ((1°),4), ((17),4)", (2,4)°, ((1*), 0)*)

with 1 <z <2and1<a+bxr+2d<2. Soh(\)=5a+4d+5. For p < 5a + 4d — 2,
") = ((2,0P~ 91 ((a +d+1,d + 2b + 1,13),4), (3,4 — d)**?), to which Trick 2
applies to the last runner.

Case B2. Then w > 6. We may assume

I =(((1),0%,(2,0),((2,1%),3),((2),3)", ((17),3)%, ((1*),0)9)

-~ o~
—~
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withl <z<2and1<a+2b+cx+2d<2. Soa+b+c+d=1landp=3. Ifa=1
then A" has an abacus configuration ((@,0), ((22,12),3),(2,3)), to which Trick 2 applies
with j = 2. If b+ ¢ = 1 then h(A\") = 4. If d = 1 then A" has an abacus configuration
((2,0),((2%,1),3),(2,2)), to which Trick 2 applies to the last runner.

Case Bg. Then w > 6. We may assume

= (((1%),0)%,(2,0),((1),0), ((1%),2), (17),2)%, (2, 2)")

with 1 <z <2 and 1 < 2a + cx < 2. Further b = 1 by p-regularity and Trick 1 applied
to runner a +b. Sop > 5 and h(A\") = 6if a =0 or h(\") =9ifa =1 Ifp =5
and T' = (((1%),0), (2,0),((1),0), ((1*),2),(2,2)) then A" has an abacus configuration
(((2,12),0),((3),0), (2,0), (2, —3)?), to which Trick 1 applies to runner 1.

Case Bé. Then w > 6. We may assume

T = (((1),0)%(2,0),((3,1%),2),((2),2)", ((1*), 0)°

)
with1 <a+204+2¢<2. Soa+b+c=1,p=3and h(A )—5orh()\
Case B2. Then w > 6. We may assume I' = (((1),0)%, (2,0), ((22,1),
1§a+26§2.Soa+b:1,p:3andh()\):5orh()\) 3.
Case BS. We may assume that

L= (((1%),0)%((2),0), (1), 1), (17), )", (2, 1)%, (1), D, (2, 1)°, (%), 07, (2,0)%)

with 1 <z,y<2,¢<d<1,g<1and2a+bx+d+ fy <2. In either case h(\") < p+1.
Case B!. Then w > 6. We may assume I' = (((2),0), ((1),0), ((22), 1), ((12),1)®, ((1),0)¢)
with 1 <2a+2b+¢<2. Thena+b+c=1,p=3and h(\) <5
Case BS. Then w > 6. We may assume

I = (((1%),0)% (2,0), ((1),0), ((2,1%), 1), ((x), 1), (1), 1))

with 1 <z <2and 1 < 2a+xc+d < 2. Further we may assume that b = 1 by p-regularity
and Trick 1 applied to runner a+b. Soa =0, x =1, ¢ =2 and d = 1, in which case p =5
and h(A\") = 4.

Case BY. Then w > 6. We may assume I' = (((1),0), (2,0),((4,1),1)) with 1 < a < 2,
soa=1,p=3and h(A) =4

Case Bi. Then w = 7. We may assume I' = (((1),0)%, (2,0), ((1%),5), ((1),5)°, (2, 5)°)
with a+b = 1. So h(\") = 5a+6. For p < 5a+3, T(\") = 2 (( 5
to which Trick 1 or 2 applies.

Case B2. Then w = 7. We may assume I' = (((1),0)?, (2,0)
a+b=1 1Ifb=1 then h(\") = 5. If a = 1 then T(\") = ((g,
to which Trick 2 applies with j7 = 0.

Case BE. Then w = 7. We may assume that T’ = ((2,0)¢, ((1),0), ((1°),3), (1), 3), (2, 3)®).
By p-regularity and Trick 1 applied to runner a we may assume that a = 1. So p > 5 and
h(A") = 8. For p =5, T(\") = ((2,0)3, ((1%),3), ((2,1),3)), to which Trick 1 applies with
j=3.

Case Bg. Then w = 7. We may assume that I' = (((1),0), (2,0),((3,1%),3)). Sop=3
and F()\M) = ((2,0), ((2%,12),3),((1),3)), to which Trick 2 applies with j = 2.

Case BY. Then w = 7. We may assume I' = (((1),0), (2,0), ((22,1%),3). So p = 3 and

(" = ((@ 0),((2%,1),3),(@,3)), to which Trick 2 applies with j = 2.

Case BS. We may assume I' = (((2),0), ((14),2), ((1),2)%, (2,2)", (2,0)°) with a < 1.
Further we may assume that ¢ = 1 by p-regularity and Trick 1 applied to runner 0. So
h(A") = 5.

Case B{. Then w = 7. We may assume that I' = ((&,0),((1),0), ((2,1?),2),((1),2))
with @ < 1. So a = 0 and then \ ¢ 22", leading to a contradiction.

) < 5.
2),((1%),2)") with
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Case Bf. Then w = 7. We may assume I' = (((1),0), (2,0), ((4,12),2)). So p = 3 and
h()\) = 5.

Case BY. Then w = 7. We may assume I' = (((1),0), (2,0),((3,2,1),2). So p =3 and
h(\) = 5.

Case B{?. We may assume that T' = (((3),0), ((1%),1),((1),1)%, (2,1)?,((1),0)¢) with
a+c<1andb< 1. Sop=3. Ifa=1then \ & 25" whllelfa—Othenh(/\ ) =3+b.

Case Bi'. We may assume that ' = (((2),0), ((2,12),1),((1),1)%,((1),0)’, (2,0)¢) with
a+b§1andb§c§1‘ So p =3 and h(\") < 5.

Case B{2. By Trick 1 applied to the increase we may assume that

L= (((1%),0),((2%). 1), (2, 1)), ((1),0)"),
in which case \ ¢ 22 " giving a contradiction.
Case B3, Then w = 7. By p-regularity

= ((2,0)%,((1),0),(2,0)",((1*),0),((1),1), (2, 1), (2,0)")
with a > 1. We may assume that a = 1 and b,d = 0, in which case p > 5 and h()\M) = 6.

Case B%A‘. Then w = 7 and by Trick 1 applied to the increase we may assume I' =
((1),0),((3.2), 1), (2, 1), ((1),0)). So h(¥) = p + 2.

Case Bé‘r’. Then w = 7. By Trick 1 applied to the increase we may assume that there is
a runner with non-zero weight after the increase. In particular the increase is not at the
end and then Trick 2 applies to the last runner.

Case BgS. Then w = 7. We may assume that T' = (((1),0), (2,0), ((5,1),1)), so p = 3
and h(\") = 4.

Case B{". Then w = 7. We may assume that T' = (((1),0), (2,0),((2%),1)), so p = 3
and h(A\") = 5.

Case BS. We may assume I' = (((2),0),((1%),3),(2,3)?,(2,0)"). Further we may
assume that b = 1 by p-regularity and Trick 1 applied to runner 0. So h(A\*) = 7. For
p = 3, A" has an abacus configuration ((@,0), ((1%),3),((3),2)), to which Trick 1 applies
with j = 2.

Case Bl We may assume I' = (((3),0),((1*),2),(2,2)%,(2,1)"). Further we may
assume that b = 1 by p-regularity and Trick 1 applied to runner 0. Then h(\") = 4.

Case B2, We may assume I' = (((2),0),((2,1%),2), (2,0)?) with a < 1. So p = 3 and
h(AY) = 5.

Case B2°. We may assume I' = (((4),0), ((13),1)). So p = 2 giving a contradiction.

Case B2'. We may assume I = (((3),0), ((2,12),1)). So p = 2 giving a contradiction.

Case B2%. Then A ¢ 225" giving a contradiction.

Case B2, We may assume T' = (((2),0),((3,12),1), (2,0)%) with a < 1. So p = 3 and
h(A") = 5.

Case B2°. We may assume I' = (((2),0), ((2%,1),1)). So p = 2 giving a contradiction.

7.4. Consecutive increases. Here we assume that there exists 2 < 7 < p — 1 such that
j — 1 and j are increases. By LemmalZ4] one of the configurations C}, appears in I' and
we may assume there is no further increase in r; (by Lemmas([7.3]and[T.4). The reductions
can be obtained similarly to those in §7.3](use Tricks 1 and 2 and p-regularity) and details
are left to the reader.

Case (1. We may assume that I' = ((2,0),((12),1),((1%),2),((1),2)?, (2,2)?) with
a < 1. So h(\") = 5.

Case Cy. We may assume I' = ((@,0), ((1%),1),((1%),3),(2,3)%). So h(\*) = 7. For
p = 3, \" has an abacus configuration (((12),0), ((22),1), ((1), —3)), to which we can apply
Trick 1 with j = 1.

Case C3. We may assume I' = ((2,0), ((1%),1),((2,1%),2)). Sop =3 and h(\") =5
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Case Cy. We may assume I' = ((2,0),((2,1),1), ((1*),2),(2,2)%). So h(\") = 5.
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