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ABSTRACT 
 

Social Question Answering sites (SQAs) are online platforms that allow Internet users to ask questions, and obtain answers 

from others in the community. SQAs have been marred by the problem of low-quality answers. Worryingly, answer quality on 

SQAs have been reported to be following a downward trajectory in recent years. To this end, existing research has 

predominantly focused on finding the best answer, or identifying high-quality answers among the available responses. 

However, such scholarly efforts have not reduced the volume of low-quality answers on SQAs. Therefore, the goal of this 

research is to extract features in order to weed out low-quality answers as soon as they are posted on SQAs. Data from Stack 

Exchange was used to carry out the investigation. Informed by the literature, 26 features were extracted. Thereafter, machine 

learning algorithms were implemented that could correctly identify 85% to 96% of low-quality answers. The key contribution 

of this research is the development of a system to detect subpar answers on the fly at the time of posting. It is intended to be 

used as an early warning system that warns users about answer quality at the point of posting. 

  



 

1. INTRODUCTION 
 
Social Question Answering sites (SQAs) refer to online platforms that allow Internet users to ask questions on 

any topic, and obtain answers from others in the community [1–3]. These platforms leverage the wisdom of 

crowds [4], and facilitate prompt information seeking among the masses [5–9]. Examples of popular SQAs 

include Yahoo! Answers and Stack Exchange, which archive the questions asked and the answers submitted in 

response. These archives remain available for browsing among anyone with Internet access. 
 
Despite their obvious advantages, SQAs are marred by the perennial problem of low-quality answers [10]. Existing research 

suggests that the problem primarily stems from the lack of adequate gate-keeping [11]. While some users post high quality 

answers out of altruism [12] and the motivation to gain recognition in the community [13,14], others could end up posting 

subpar answers due to either lack of domain knowledge or the deliberate motivation to abuse the functionality of SQAs 

[15,16]. Given the little editorial control, separating high quality answers from those that are subpar is challenging. 
 
More worryingly, answer quality on SQAs have been reported to be following a downward trajectory in recent years [10]. 
 
For example, the proportion of low-quality content on Stack Overflow has grown from 4% in 2011 to 16% in 2014 [10].   
More recently, [17] revealed that Chinese SQAs such as Baidu Zhidao also attract large volumes of low-quality answers. 
 

Hence, the problem of low-quality answers on SQAs now warrants scholarly attention. The current mechanism that 

SQAs employ for answers’ quality control requires human intervention. For any submitted question, the asker has the 

option to select an answer as the best answer [18]. Up-votes and down-votes from the online community is also 

considered. For example, on SQAs such as Stack Exchange, answers that are down-voted by many can be identified 

for deletion by reputed users. The deletion requests are then manually inspected by the site moderators. 
 

This quality control mechanism is problematic for two reasons. One, it is not only slow but also inefficient, especially 

given the huge volume of answers posted on SQAs on a daily basis [13,17]. Two, this mechanism can be annoying to 

users who find their answers deleted suddenly from the SQA without any warnings. Most prior works in this field have 

focused on finding the best answer, or identifying high-quality answers among the available responses [19–22]. While 

such efforts are valuable, they have not helped to reduce the volume of low-quality answers on SQAs. 
 
For these reasons, the goal of this research is to weed out low-quality answers as soon as they are posted on SQAs. 

Feature engineering is used to achieve this. The key contribution of this research is the development of a system to 

detect subpar answers on the fly at the time of posting. It is intended to be used as an early warning system that 

warns users about answer quality at the point of posting. This in turn offers them the opportunity to improve their 

answers before posting. In this way, the system supports users to post good answers, and prevents attempts to abuse 

SQAs. It also obviates the need for human intervention on the part of SQA moderators. The system can not only 

improve the quality of the SQA content proactively but also be used by the site moderators to assess the content 

quality of the site from time to time. The major contributions are as follows: 
  

1 We proposed a machine learning based automated system to filter out low-quality answers.  

2 A limited number of textual and non-textual features are used to build the model , 

and this in turn reduces the overall model complexity.  

3 The  data imbalance issues were addressed with SMOTE and ADASYN oversampling techniques. The 

outcomes on the balanced dataset were found better than that on the imbalanced dataset.  
 

The rest of the paper is organised as follows. In Section 2, the literature review is presented. Section 3 

describes the methodology. This is followed by the results in Section 4. In Section 5, the implications 

of the proposed work are discussed. Section 6 concludes the article with notes on its limitations. 
 

2. LITERATURE REVIEW 
 

The quality of answers on SQAs can range from excellent to abysmal [15,16,23–25]. A dominant strand of 

SQA research focuses on answer quality. For example, John et al. [26] proposed a model identifying factors 

that improve answer quality. Three groups of features were considered, namely, textual, social and content 

appraisal. Content appraisal features were found to play a major role in predicting high-quality answers. 
 
Lee et al. [27] assigned a score to each voter to capture the level of agreement among those who up-voted or down-voted 

answers. This voting score was used as a feature to predict the best answer. These works typically use machine learning-



based classifiers. For example, in a study on Yahoo! Answers [28], features were extracted 

frim questions, answers and users. With a dataset of questions having at least five answers, a 

classification accuracy of nearly 80% was achieved in predicting the best answers. 
 

Sahu et al. [29] identified a set of tag-based features to find the best answer. Their model achieved an accuracy 

of 69%. Tian et al. [21] found that answers posted earlier have a higher chance of being accepted as the best 

answer. They extracted 16 different features to find the best answer among the pool of answers and the result 

confirmed that contextual features played a major role. Their model achieved an accuracy of 72.27%. Yao et al. 

[22] proposed a system that detected high-quality answers to a posted question using users’ voting behaviours. 
 
Blooma et al. [30] used both social and textual features to predict high quality answers, and achieved an accuracy of 

85%. In a similar study, the number of votes obtained by anthe answer was found to be a helpful feature to identify 

high-quality answers [31]. Blooma et al. [19] proposed a model to find the best answer to a given question. They 

extracted a number of textual and non-textual features and showed that non-textual features such as answerer/asker 

answerer/asker authority (defined as the number of best answers provided by the user) and user reputation were not 

relevant. Textual features including spelling errors and answer length also had little to do with the prediction of best 

answer. However, answer readability was a significant predictor of high-quality answers [32]. 
 
However, most of the features mentioned in these works such as [30] and [31] were evaluated manually. This does 

not help design an automated system to address the problem of low-quality answers, which remains a pressing 

problem. For instance, Srba & Bielikova [10] analyzed the content quality of Stack Overflow covering 2011–2014 and 

found a gradual decline. A possible reason for this decline is the presence of users known as “ nNoobs” and “ hHelp 

vampires” who are continuously posting low quality and duplicate questions on the website [33]. They also identified 

another group of users named “ rReputation cCollectors” who produce answers to those low-quality questions. 
 
Kucuktunc et al. [34] proposed a model for sentiment analysis on Yahoo! Answers. They found the answers posted on 

weekends have more positive sentiments as compared with those submitted onto weekdays. Li et al. [35] proposed a multi-

criteria decision-making system to evaluate answer quality. They verified the model with data from five Chinese SQAs. 

Factors such as coverage, politeness, and readability were key determinants of high-quality answers. Elalfy et al. [36] 

proposed a hybrid model for best answer prediction on Stack Overflow. Their model used question-answer features, answer 

content features, and answer-answer features to predict the best answer and achieved a promising accuracy of 88.65%. 
 

Zhang et al. [37] developed a model for developing high-quality answers. With the help of 382 contributors, a survey 

report was created for identifying key factors that make high-quality answers. Some of the factors that emerged 

include social interaction, community knowledge quality, topic richness, and personalised recommendations. 

Palomera et al. [38] used a semi-supervised learning mechanism [39] to get informative content from SQAs, and 

achieved accuracies of 84.25% and 74.41% with regards to questions and answers respectively. Fu et al. [40] did a 

quality assessment of SQAs with 23 user-identified features and 24 data-centric features. Their analysis confirmed 

that the importance of content-based , user-based, and review-based features in predicting the quality of SQA posts, 

users and review features played key roles in the decision-making system for the quality of the CQA post. 
  
Tang et al. [41] predicted the response time for the posted query on the CQA platform with the help of the answer’s 

interest, activeness on the platform, category of the questions and difficulty level of the question. Chergui et al. [42] 

developed a model to get the best suitable answer from the archive using similarity matching between a new 

question and the old questionsfor the new post. They used semantic inference with Bayesian inference to handle the 

semantic uncertainty. Their model highly correlated with human judgment. This motivated us to find an automated 

mechanism to further improve the quality of answers on SQAs. The idea is to come up with an early warning system 

that will prompt answerers to improve their answer on the fly if their entry is subpar. 
 

3. RESEARCH METHODOLOGY 
 
This research aims to weed out low-quality answers from SQAs. This is done based on answers’ textual content 

[6,19,20,24,26,27,29,32] and votes [27,29,31,32,43] as these have been widely used in the SQA literature on answer quality. 

The dataset of Stack Exchange, a popular SQA, containing questions and answers posted from August 2008 to December 

2016 was used for this work. It contains several XML files related to different attributes of the post (questions and answers)1. 
 

The dataset for this research is prepared using the information extracted from four files namely: 
Post.XML, Users.XML, PostHistory.XML, and Votes.XML. The steps followed are shown in Figure 1. 



Figure 1:  Flow diagram to weed out low-quality answers from SQAs [Q14]  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

3.1. Combined Dataset and Preprocessing 
 
The dataset included Stack Exchange content on a variety of topics. This research analyzes answers corresponding to the 

top 20 topics in terms of the number of available data points. A classifier was trained for each topic. The variety of topics 

ensured the robustness of our classifier. The list of selected topics with their data dimensions is shown in Table 1. 

 

Table 1:  The datasets used for this research with their statistics 
 

Sl Dataset name Total Answers High-quality answer Low quality answer % low-quality answer 
      

1 Astronomy 4,526 3,900 626 13.83 
      

2 Biology 13,832 12,387 1,445 10.44 
      

3 Board Games 12,960 11,283 1,677 12.94 
      

4 Buddhism 7,767 6,365 1,402 18.05 
      

5 Chemistry 15,985 14,098 1,887 11.80 
      

6 Chess 5,946 4,989 957 16.09 
      

7 Chinese 8,407 6,693 1,714 20.39 
      

8 Christianity 19,175 14,868 4,307 22.46 
      

9 Economics 3,435 2,874 561 16.33 
      

10 Engineering 2,797 2,421 376 13.44 
      

11 Fitness 12,087 9,597 2,490 20.60 
      

12 German 14,983 13,107 1,876 12.52 
      

13 Health 1,271 1,114 157 12.35 
      

14 History 9,900 8,634 1,266 12.79 
      

15 Islam 8,577 5,652 2,925 34.10 
      

16 Judaism 30,012 26,023 3,989 13.29 
      

17 Linguistic 6,192 5,110 1,082 17.47 
      



18 Mechanics 12,688 10,615 2,073 16.34 
      

19 Philosophy 14,622 10,868 3,754 25.67 
      

20 Programmer 75,838 62,219 13,620 17.96 
      

 

We filtered the desired fields and saved them in “CSV” files. The complete list of files with their attributes used is shown in 

Figure 1. The combined dataset was filtered first, and then it was labelled into two classes, answers with low quality (Class 0) 

and answers with high quality (Class 1). Answer quality was determined based on users’ votes. We consider the answers that 

fail to obtain votes or obtain negative votes within an average time to get the votes to be of low quality. 
 
NThe newly posted answers or answers which didwere not meet the require ment of attracting d time to get 

the user's votes are not considered for this study. However, as a question becomes old, it might not attract a lot 

of viewers. Hence answers posted after a certain amount of time may not receive votes despite being of good 

quality. Keeping such answers in the training data of the classifier may lead to misclassification. We therefore 

use d voting history data to identify such answers. Votes are considered to be a measure of interest in users. It 

is assumed that users are interested in the question as long as questions and their answers obtain votes. When 

the users stop voting the question or its answers, it indicates that the interest in the question has dropped. 

Answers posted after this drop in interest may not receive votes even if they are of high quality. 
 

We check ed the voting history of all answers, and the answers posted after the last vote weare 

removed from the dataset. ThereafterAfter removing such answers from the dataset, the answer s 

that did not doesn't receive any votes (or receive d net negative votes) wereis classified as a low-

quality answer s (Class 0). The remaining answers weare considered high-quality answers (Class 1).  
 

3.2. Feature Extraction  
We extracted a set of textual features that ranged from nouns, verbs and adjectives to readability and wrong (non-

dictionary) words .such as “Noun, Adjective, Verbs, Readability, Wrong words, etc.”, Derived features such as “N 

number of answers and, A answer-answer similarity as well as , etc.”, and P personal features such as “overall 

reputation, reputation on the same domain, and reputation on a different domain were also extracted., etc.” . The 

complete list of features is shown in Table 2 . These were are used to train the machine learning algorithms. After 

extracting features from the dataset, we appl iedy machine learning algorithms on the feature vector. In particular, 

We applied three classification algorithms were employed: (i) Naive Bayes [44] (ii) Gradient Boosting [45], and (iii) 

Random Forest [46]. The detailed results based on these classification techniques are explained in section 4. 
 
 

  Table 2:  List of selected features 
     

 Name of the    

Feature feature    

Types (Represented as)   Explanation 
     

 Number of Nouns 
Total number of nouns is counted  

(Noun)     
     

 Number of Verbs 
Total number of Verb is counted  

(Verbs)     
     

 Number of    

 Adjective Total number of Adjective is counted 

 (Adjective)    
    

  The average entropy of each word in the answer text, indicating the amount of 

 
Entropy (Entropy) 

information being produced in the answer is calculated. The formula for entropy is 
 given as follow H(X|Y) = ∑p(xi, yj)log p(xi) where p(xi, yj) is the probability of occurrence of a 
  i,j p(xi,yj) 

  word in the answer text   

Textual 
    

    
     



 
 Number of Difficult                               

  If a word is not present in the a predefined 3 , 000 familiar English word’s dictionary, it    

word (Difficult 
  

 

 

                              

  is termed as a difficult word. All such words are counted.   

word) 
 

                                
                                     

  Lex diversity (Lex  It is defined as the ratio of total unique words to the total number of words present in 

  diversity) the answer. 
                                     

  Number of single                               

  letter word  Total number of one letter word is counted 

  (One_letter)                               
                                     

  Number of words                               
  having only two  Total number of two letter word is counted.         

  letters                               
                                     

                                     

   Total number of                                 
                                   

  two letter word is                                
                                  

  counted                                  
                                     

        

For each answer, Flesch reading ease score is calculated. It is a 
 

 

  

     
Flesh reading ease 

 popular measure of 
   

popular reading ease determiner . It gives a score between 0–100, where 0 indicate s d 
 

  score (Flesh_RE)   

   
the poor readability.         

                                     

  Dale-Chale score  By using a set of 3,000 words that American fourth-grade students are familiar with, the 

  (Dale_RS) Dale Chale score is calculated for every answer. 
                                     

  Total number of  
After removing the stop words, total number of words is calculated.   

words (total_words) 
 

                                
                                     

  Set length  
The number of unique words present in the answer is termed as set length.   

(Set_length) 
 

                                

(Two 
                                    

 Number of Stop  

Total number of stop words is counted. letter) 
  

 words (Stop_words)  
                                

                                     

  Number of Wrong                               
   W The w ords that are is not present in E e nchant dictionary is treated as wrong words   

word 
 

  and it is counted for every answer.   

(Wrong_words)                                 
                                     

  Number of Points  The number of li tags is counted to count the number of bullet point present in the 

  (li_tags) answer. 
                                     

  Number of Code  
The number of code tag is counted to check the number of code snippet present in the   

Snippet 
 

  
answer.   

(Code_tags)                                 
                                     

  Number of words                               

  having more than  
Total number of longer letter word is counted   two letters  

                                

  (Longer_letter_word)                               
                                     

  Number of                               

  Modifications done  
The number of times the answer has been modified is counted   on answers  

                                

  (Modified)                               
                                     

                                     



 Number of answers     

 posted over a Total number of answers present on the given question is counted 

 question (N_Ans)     
     

Derived Similarity between The average cosine similarity of the answer with the top 3 answers of the question is 
new and earlier  ∑

i
n

=1 Ai
B

i   
  

calculated using: Similarity = 
  

where Ai and Bi are vectors of answer, n is the  

posted top scorer 
−−−−−−−− −−−−−−−− 

  n2 n2 
 √∑i=1 Ai √∑i=1 Bi 

 answers (A_A_Sim) number of unique words used in A and B. 
      

 Question-answers 
The average cosine similarity of the question with the answer is calculated.  

similarity (Q_A_sim)      
     

  The similarity between the topic of the question and the topics of previous answers 

 Answerer’s domain given by the answerer is calculated. To obtain the topic of the question, we apply 

 and question topic Latent Dirichlet Allocation (LDA) on the question and by setting the number of topics 

 similarity as one and the number of words as seven. We append all answers of the answerer and 

 (TopicSimilarity) apply LDA to it. After obtaining the topic words of question and answer, we apply 

  cosine similarity on them.   
      

 Answerer’s     

 reputation on same 
Is it calculated using the formula: TopicSimilarity ∗ R where R is the user’s reputation.  domain      

 (TopicRepSD)     
      

 Answerer’s     

 reputation on 
It is calculated a (1 − TopicSimilarity)∗R  different domain      

Personal 
(TopicRepDD)     

     

Number of 
    

     

 accepted answers     

 on different 
Total number of answers accepted on different domain is counted.  domain of the      

 answerer     

 (AcceptedAnsDD)     
      

 User reputation 
The reputation of the answerer is treated as one of the features.  

(User_Rep)      
      

 
 

3.3. Data Imbalance 
 
For all topics in the dataset, the number of instances in Class 0 wais less than Class 1, as shown in Table 1. We applied three 

techniques to resolve the issue of data imbalance. They are (i) Random Under-Sampling[46], (ii) SMOTE (Synthetic Minority 

Oversampling) [47], and (iii) ADASYN (Adaptive Synthetic Sampling)[ 48]. In Random Under-Sampling, we randomly removed 

samples from the majority class until the majority class and minority class samples became equal in number. SMOTE is an 

oversampling technique where synthetic samples are generated for each minority class sample between the selected sample 

and its nearest neighbour. In ADASYN, synthetic samples are generated between the selected sample and its nearest 

neighbour, but a density distribution function gives the number of samples generated for each minority class sample. This 

density distribution function gives more weight to the samples near the majority and minority class boundaries. 
  

The three machine learning-based classifiers were then used to achieve our objective. The complete 

results obtained using the different classifiers are presented and discusses nextin the result section 4. 
 

4. RESULT ANALYSIS 
 
We use precision (PRE), recall (REC) and F1-Score as performance measurement parameters for our system [49]. 



4.1. Results with Imbalance Dataset 1 
 
Datasets across 20 different topics of Stack Exchange were collected and labelled as low- and high-quality answers 

by the techniques presented in section 3.1. Further, we divided the dataset into train and test set s in the ratio of 

70:30. Firstly, we present the result s of the “Programmer” dataset (Table 3, Table 4, and Table 5) and then with the 

best-identified model, datasets with the other topics are evaluated (Table 6, Table 7, and Table 8) . The detailed 

results of all datasets are presented later in Table 9. The system was trained and tested with three classification 

algorithms, namely (i) Naïve Bayes (NB) [44], (ii) Gradient Boosting (GB) [45], and (iii) Random Forest (RF) [46]. The 

detailed result of the Naive Bayes classifier is presented in Table 3 for the “Programmer” topic dataset. 
 
 

Table 3:  Results on the “Programmer” dataset with NB Classifier   

Class PRE REC F1 
        

low quality 
  

  0.21 0.84 0.33 (0) 
        

high quality 
 

 0.90 0.30 0.45 (1) 
        

 

As can be seen from Table 3, PRE for Class 1 is good (0.90), but for Class 0 is poor (0.21) . REC for Class 1 is low 

(0.30) compared to Class 0 (0.84). And the F1 both classes (0.33 for Class 0 and 0.45 for Class 1) are not 

satisfactory. Similar results are obtained with the Gradient Boosting classifier too, as seen from Table 4; the 

Gradient Boosting classifier is performed slightly better than the Naive Bayes classifier. REC of Class 0 (our 

target class) continues to be abysmal (0.08). 2 
 
 
 

Table 4:  Results on the “Programmer” dataset with GB Classifier  
 

Class 

 

PRE 

 

REC 

 
F1 

 

low quality (0) 

 

0.67 0.08 0.14 

 

high quality (1) 

 

0.83 0.99 0.90 

 

Table 5:  Results on the “Programmer” dataset with RF Classifier  
 

Class 

 

PRE 

 

REC 

 

F1 

 

low quality (0) 

 

0.67 

 

0.11 

 

0.19 

 

high quality (1) 

 

0.84 

 

0.99 

 

0.91 

 

 

With the Random Forest classifier, the performance of the model for Class 0 improved, but still remained far from 

satisfactory , as evident from Table 5. Even the Receiver Operating Characteristics (ROC) curve for the Random Forest 

classifier, shown in Figure 2  , was very low. The confusion matrix (Figure 3) confirmed that 100 high-quality answers and 

1,601 low-quality answers were misclassified. The test sample consist eds of 8,282 high quality and 1,800 low-quality 

answers, indicating that the dataset was imbalanced. The imbalanced nature of the dataset made the classifier very good at 

detecting high-quality answers compared to low-quality answers. This class imbalance problem is consistent across all the 

20 topics of the dataset, as shown in Table 1. Across all topics, total high-quality answers were 232,817 while total low-

quality answers were 48,184, with 17.14% of answers are low quality. 
 
 

Figure 2:  ROC curve with RF classifier for “Programmer” dataset 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3:  Confusion Matrix after applying RF Classifier on “Programmer” dataset  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

4.2. Results with Balanced Dataset 
 
The earlier three classification algorithms were applied again on the dataset balanced using techniques described in 

the methodology section. The classification results on the dataset balanced using Random-Under sampling are 

reported in Table 6. The Random Forest classifier is found to outperform the other two classification techniques. The 

classification results with dataset balanced using SMOTE and ADASYN are shown in Tables7 and 8, respectively. As can 

be seen from Tables 6, 7 and 8, the result of Random Forest with data balanced with ADASYN turned out to be the 

best so far. The proposed system achieved PRE, REC and F1 value as 0.93, 0.85, and 0.89, respectively, for the 

“Programmer” topic as shown in Table 8, and the ROC value was 0.89 as shown in Figure 4. 
 
 

Figure 4:  ROC curve on RF with ADASYN on “Programmer” Topic 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 6:  Results on balanced (with Random Under-sampling) “Programmer” dataset with different classifiers 
 

Classifier Class PRE REC F1 
     

Random Forest 0 0.77 0.76 0.77 
     

 1 0.74 0.75 0.74 
     

Gradient Boosting 0 0.65 0.42 0.51 
     

 1 0.75 0.89 0.81 
     

Naive Bayes 0 0.37 0.85 0.52 
     

 1 0.80 0.29 0.42 
     

 

Table 7:  Results on balanced (with SMOTE) “Programmer” dataset with different classifiers 
 

 Class PRE REC F1 
     

Random Forest 
0 0.91 0.74 0.81 

    

1 0.78 0.93 0.85  
     

Gradient Boosting 
0 0.81 0.81 0.81 

    

1 0.81 0.80 0.81  
     

Naive Bayes 
0 0.55 0.89 0.68 

    

1 0.71 0.26 0.39  
     

 

Table 8:  Results on balanced (with ADASYN) “Programmer” dataset with different classifiers 
 

Classifier Class PRE REC F1 
     

Random Forest 
0 0.93 0.85 0.89 

    

1 0.85 0.93 0.89  
     

Gradient Boosting 
0 0.69 0.77 0.73 

    

1 0.74 0.65 0.69  
     

 0 0.54 0.88 0.67 

Naive Bayes 
    

    



1 0.66 0.23 0.35 
 

 

We repeated the experiment with the remaining 19 other datasets and sound similar results. To avoid repetition of 

the result, we have further reported only the results of the Random Forest classifier with different datasets. As shown 

in Table 9, the lowest ROC value is 0.86 whereas the best ROC value is 0.94. In general, with Science and Engineering 

topics, the results are better compared to "Linguistic ", "Fitness ", and "History ". The AUC-ROC curve for the 

remaining topics wais also evaluated but are not included for brevity. Nonetheless, the obtained AUC value s for of all 

the topics are shown in Table 9. 
 
 

Table 9:  Model performance on different topics of Stack Exchange 
 

Topic Class PRE REC F1 AUC 
      

Linguistics 
0 0.91 0.86 0.89  

     

1 0.88 0.92 0.90 0.90  
      

Philosophy 
0 0.89 0.81 0.85  

     

1 0.83 0.90 0.86 0.86  
      

Economics 
0 0.93 0.89 0.91  

     

1 0.90 0.94 0.92 0.92  
      

Engineering 
0 0.93 0.91 0.92  

     

1 0.92 0.93 0.93 0.93  
      

Mechanics 
0 0.93 0.91 0.92  

     

1 0.91 0.93 0.92 0.92  
      

Board Games 
0 0.95 0.92 0.93  

     

1 0.92 0.95 0.93 0.94  
      

Chess 
0 0.93 0.89 0.91  

     

1 0.90 0.93 0.92 0.92  
      

Fitness 
0 0.90 0.84 0.87  

     

1 0.87 0.92 0.89 0.89  
      

Health 
0 0.90 0.86 0.88  

     

1 0.87 0.91 0.89 0.90  
      

History 
0 0.94 0.93 0.94  

     

1 0.93 0.94 0.94 0.93  
      

Chinese 
0 0.90 0.83 0.86  

     

1 0.85 0.91 0.88 0.87  
      

 0 0.96 0.91 0.93  

German 
     

1 0.91 0.96 0.97 0.93  
      

      



 0 0.89 0.87 0.88  

Buddhism 
      
 

1 0.87 0.90 0.88 0.89   
       

 0 0.90 0.89 0.89  

Christianity 
      
 

1 0.89 0.90 0.91 0.89   
       

 0 0.93 0.91 0.92  

Islam 
      
 

1 0.91 0.93 0.92 0.87   
       

 0 0.96 0.89 0.92  

Judaism 
      
 

1 0.90 0.96 0.93 0.92   
       

 0 1 0.93 0.91 0.92  

Astronomy 
      
  

0.91 0.93 0.92 0.91    
       

 0 0.96 0.92 0.94  

Biology 
      
 

1 0.92 0.96 0.94 0.94   
       

 0 0.95 0.92 0.94  

Chemistry 
      
 

1 0.93 0.95 0.94 0.94   
       

 
 

4.3. Feature Importance 
 
We have used a total of 26 different features to achieve our objective. To achieve our objective of “detecting low-

quality answers” on Stack Exchange, we have extracted several textual and non-textual features from the dataset. We 

checked the importance of these features on different topics of Stack Exchange. It might be possible that some 

features have more impact than others for specific topics. 3 

 

The feature importance graph on the “Programmer” topic is shown in Figure 5. On the “Programmer” topic, the features 

answer-answer similarity (A_A_Sim) was the most important. In contrast, the readability-based features such as Dale Chale 

score (Dale RS), Flesh reading ease (Flesh RE), and User reputation (User Rep) are less influential. On the "Linguistic" topic, 

except answer-answer similarity (A_A_Sim), Flesh reading ease (Flesh RE), and Difficult words weare found to be the most 

effective features as shown in Figure 6. Since answers posted on the "Llinguistic " topic are expected to be more readable 

and linguistically correct without any special characters or formulas (which are likely to appear in the "Programmer" topic 

dataset), all other features have average contributions over the different topics. Overall, T this analysis confirmed that all 26 

features contributed to classification performance over the different topics. 
 
 

Figure 5:  Feature importance graph on the “Programmer” topic  



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6:  Feature importance graph on the “Linguistic” topic  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

5. DISCUSSION 
 
In this article, we proposed an early warning system for filtering out low-quality answers f rom SQAsor SQA 

sites. The system wais trained to detect low-quality answers using a Random Forest classifier. The PRE value 

(meaning what fraction of system detected low-quality answers weare really low quality ) ranged from, is in the 

range of 85% to 96%. So, our system can correctly identify 85% to 96% of low-quality answers. The proposed 

system can also find 81% to 96% of low-quality answers from posted answers as indicated by the REC column 

of Table 9. The system wais trained and tested across 20 different topics belonging to linguistic, Chinese, 

fitness, engineering, etc. The results are largely consistent across the different se varying topics, highlighting the 

generalizability of indicating that our system is general enough to be applied to any topic. 
  
The system's performance wais better for Science and Engineering topics such as Engineering, Science, "Programmer 

" compared to the likes of "Chinese ", "Linguistic ", and "Fitness ", etc. FThe features such as code snippets (code 

tags) and bullet points (li tags) play ed a crucial role in segregating low- and high-quality answers in these 

topicssubject categories. SuchThe above features weare mostly present in Science and Engineerinf topics “Science” 

topics, but not in topics such as "Linguistic" and "Chinese"linguistic topics such as Chinese, language, etc. 
 
In the present research, we have also raised the issue of data imbalance and adopted appropriate techniques to resolve 

itthat. Our system has reported better results compared to similar work [50]. The average PRE of low-quality question 

detection obtained by [50] was 0.68 whereas, it is on average around 0.90 in our case. The proposed system uses primarily 

textual features of answers, with 20 out of 26 features being textual. Textual features make this system easily adaptable to 



other SQA sites such as Quora and Yahoo! Answers., YA, etc.  
 

5.1. Theoretical Contributions 
 
The main contribution of this research is the extraction of effective features to weed out low-quality answers from SQAs, 

particularly Stack Exchange. Twenty-six features were extracted from the answer text as well as from user reputation and 

post history. Twenty out of those 26 features were extracted from the answer text only. The other six features were extracted 

from the user’s reputation and answering behaviour. In an earlier research, Toba et al. [21] used 40 different features on the 

YA dataset to report PRE and REC of 0.58 and 0.69, respectively. We experimentally reduced the number of features from 40 

to 26 to improve the performance of our system. All features used in our system can be extracted in an automated manner, 

which gives an edge over the system proposed by Blooma et al., 2012 [30] where they used manually - tagged features. The 

proposed model is therefore easily implementable on other SQAs as the features can be easily computed regardless of the 

platform. Our analysis of over 20 different topics reveals that, on average, 17.14% of answers are of low quality, which is in 

line with prior research [10]. 

 

5.2. Implications for Practice 
 
The proposed system can be best put to use as an early warning system for answers posted on SQA sites. SQA users can be 

warned about their answer being low in quality as soon as they finish typing the answer. The users will also get some 

suggestions regarding their answers, such as (i) the formatting of the answer, (ii) the readability score of the answer text, (iii) 

using bullets to improve the clarity of the answer. This urge to improve the quality of the answer will make the user more 

engaged with the SQA site. When put in practice, this system will flag low-quality answers being posted on the site. 

However, the system will not disturb the user if their answer does not belong to the low-quality class. 
 

There are users called “R reputation cCollectors” [13] on Stack Exchange who posting a huge number of low-

quality answers to gain reputation points [10]. Our early warning system can warn themsuch ‘Reputation 

Collectors about the subpar quality of their answer s while posting. These ‘R reputation cCollectors can then 

modify their answers to meet the desired quality standard because doing so will also increase their chances of 

obtaining votes. Since ‘Reputation C they usuallyollectors post a huge volume of answers, this strategy can 

potentially turn r“Reputation cCollectors” from athe weakness of SQAs to a strength. 
 

From the site moderators' point of view, the current system can be used as a tool to detect low-quality answers 

from time to time. This system can also be used to find users who continuously post low-quality answers so 

that action can be taken against them. The proposed system could be adapted to flag sends a notification to 

the site’s moderators when if a user goes ahead with posting low-quality answers posts the same answer even 

after being warned. This makes the job of site moderators a’ bit easier because they will be having the list of 

low-quality answers (along with the corresponding answerers) as soon as they are posted. 
 
 

6. CONCLUSION 
 
The current research highlights the issue of low-quality content on SQA sites such as Stack Exchange and presents a 

machine learning based solution for that. We have also raised the issue of data imbalance prevailing in SQA sites. 

Various data balancing techniques were used to balance our dataset. The ADASYN data balancing technique was 

found to be the best. Twenty-six features were extracted to train our classifier. The system showed good results 

across a variety of topics on Stack Exchange, highlighting its generalizability. Though our proposed system 

can be used to detect low-quality answers, it is unable to exactly specify what factors make 

the quality of the answer low. 
 
Future work can be focused on building a dynamic suggestion system that can find the weaknesses in an answer and 

pinpoint the user about their mistakes. This will warn users that their answer is of low quality and inform them what is 

making their answer subpar. The other limitation of the proposed system is that it was tested with different topical data 

from Stack Exchange only. There are other SQAs with distinctive functionalities that have not been explored. Moreover, the 

current system uses only syntactic textual features. The use of semantic textual features along with some expert answers as 

a baseline may be explored to improve it further. Some deep learning-based systems with advanced word representation 

schemes such as Word2Vec and, Glove may also be exploited. By utilising a combination of 
 



rule-based techniques, statistical approaches, and error analysis approaches, an advanced model can 

hopefully be developed in the future to better weed out the low-quality answers from SQA s. 
 
 

Note 
 

1 https://archive.org/details/stackexchae[accessed online in January, 2017.  
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