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Iterative Impedance Learning Control for Ankle Rehabilitation

Kun Qian, Zhiqiang Zhang, Samit Chakrabarty, and Shengquan Xie *

Abstract

In this paper, impedance learning control is inves-

tigated for conducting robot-aided ankle rehabilitation.

Under repetitive interaction tasks, the ankle dynamic is

described as a time-varying iterative system with un-

known mechanical impedance parameters. The gradi-

ent following approach and iterative learning algorithm

are employed to obtain a desired impedance model.

With learned parameters, an inner torque controller

with robot dynamic compensation is implemented for

tracking the modified trajectory. Experimental results

with an ankle rehabilitation robot prototype validate the

efficacy of proposed method.

1. Introduction

Ankle joint plays a decisive role in standing, am-

bulation and balancing, but it is highly susceptible to

neurological and musculoskeletal injury [1]. Physio-

therapy is essential for rehabilitation of ankle motion

function and it necessitates labour and intensive lead-

ing efforts by the physiotherapists. Robot-aided ther-

apy is a promising field that provides long-term repeti-

tive environment, accurate sensing and reliable records

[2–4]. Differ from industrial scenario, rehabilitation-

aided robot must be configured for stable, safe and com-

pliant motion in contact with human. However, un-

known and dynamical changes of the human ankle bring

along difficulties to interaction controller design [5].

The impedance control proposed by Hogan [6] has

been considered as one of the most powerful interac-

tion control methods. The objective of this control con-

cept is to accomplish a desired mechanical impedance

at robot end-effector. However, employing predefined

impedance model tends to be conservative, and a bet-

ter interaction performance can be expected with other
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choices [7, 8]. Moreover, numerous industrial applica-

tions are mainly aimed at rigid interaction objects which

can be characterized by stationary impedance parame-

ters [9–11]. The human ankle dynamics, however, is

continuously changing and highly individual-dependent

[12]. Learning process is common in motion-based

tasks, for instance, when a person pushes the footboard

forward, he/she may fail in the beginning due to lack of

interaction knowledge, e.g. mass, inertia and fraction

of the footboard. After several repetitions, the person

learns a better set of impedance parameter of his/her an-

kle while desired target is achieved as long as the con-

trol effort will be minimized.

To reproduce such human inspired learning pro-

cess in interaction controller design, many variable

impedance control (VIC) schemes have been proposed.

Position-based VICs have been proposed in [13–15]

with force senseless approach, and the impedance

model is modified by end-effector velocity at each

portion of task. With force sensor feedback, control

schemes in [16, 17] adjust model parameters by con-

structing an auxiliary interaction force dynamic. How-

ever, these methods have an inherent trade-off for po-

sition error and iterative force that have limited perfor-

mance. To mimic the intelligent decision-making pro-

cess and the physical behaviour pattern of human oper-

ators, neutral network and fuzzy algorithms are utilized

to determine and change the robot impedance during the

task [18–20]. Nevertheless, the considerable computa-

tion costs and offline training cycles bring difficulties

to real-time implementation. In addition, existing VICs

are rarely validated on rehabilitation robotics and how

to fully utilize the repetitive characteristic of tasks is

still open.

This paper proposes a learning impedance con-

troller for enhancing interaction performance when

conducting robot-aided ankle rehabilitation. By virtue

of the repetitive rehabilitation tasks, the interaction pro-

cess is described as a linear time-varying repetitive sys-

tem. The gradient following method that decreasing a

multiple interaction index is introduced, and impedance

parameters are iteratively adjusted such that the desired

impedance model is learned despite unknown ankle dy-

namics. A PD-based torque controller with robot dy-
1



Figure 1: The CARR with three rotational DOFs.

namic compensation is employed to conduct interaction

task, and participant involved experiments on an ankle

robot prototype verify the efficacy of the proposed con-

troller.

2. Problem formulation

2.1. Ankle Rehabilitation Robot

Fig. 1 presents the compliant ankle rehabilitation

robot (CARR) developed by our group [21, 22]. Three

rotational DOFs for ankle plantarflexion/dorsiflexion,

inversion/eversion and adduction/abduction, are denot-

ing as X, Y and Z axis, respectively. Four compliance

pneumatic muscle (PM) actuators are adopted for pro-

viding driving torque, while rotary encoders, single-

axis load cells and six-axis load-cell are implemented

for measuring angular displacement, PM pulling force

and interactive torque, respectively.

Consider the human ankle interacting with the

CARR, the human-robot dynamics can be modelled by

M(q)q̈+C(q, q̇)q̇+G(q) = τr − τh (1)

where q ∈ R
3 is the angle vector; M(q) ∈ R

3×3,

C(q, q̇)q̇∈R
3 and G(q)∈R

3 denote inertia matrix, cen-

tripetal and Coriolis torque and gravity vector, respec-

tively; τr ∈ R
3 is the control torque and τh ∈ R

3 is the

human-robot interactive torque.

Assume that the individual is controlling the me-

chanical impedance of his/her ankle joint that producing

the similar trajectory of the robot. The ankle’s dynamics

can be described by the following mass-damping-spring

model

Mhq̈+Bhq̇+Khq = τh (2)

where Mh ∈ R
3×3, Bh ∈ R

3×3 and Kh ∈ R
3×3 are in-

ertia, damping and spring matrices, which are all di-

agonal and positive definite. Unlike stationary interac-

tion, different individuals have divergent configuration

for the ankle joint that implies Mh, Bh and Kh are un-

known. Moreover, movement adaption is also common

in human joint motion that brings time-varying property

to the impedance parameters. Therefore, using fixed

impedance parameters for controller design is uncon-

scionable under rehabilitation scenario.

2.2. Control Objective

The objective of this work is to achieve better inter-

action control when conducting robot-aided ankle reha-

bilitation. In particular, we follow a standard impedance

control procedure with the target impedance model

Md(q̈d − q̈)+Bd(q̇d − q̇)+Kd(qd −q) = τh (3)

where Mh ∈ R
3×3, Bh ∈ R

3×3 and Kh ∈ R
3×3 are target

impedance parameter matrices and qd ∈ R
3 is the de-

sired trajectory. For an enhanced interaction, we need

to find proper Md , Bd and Kd that match the human

joint model in (2). By virtue of the task repetition dur-

ing rehabilitation, an iterative adaption law is proposed

for seeking impedance parameter with previous selec-

tion and current feedback. The updating criteria is to

minimize a cost function Jk (reinforcement) at k ∈ N
+

iteration which will be specified later. The parameter

learning laws take the following forms

∆Mk
d = ηM(Jk), ∆Bk

d = ηB(J
k), ∆Kk

d = ηK(J
k) (4)

where ηM(Jk), ηB(J
k) and ηK(J

k) are feedback learn-

ing terms that contains different components of Jk.

∆Mk
d , ∆Mk

d and ∆Mk
d are the difference of parameter be-

tween two consecutive iterations. The initial value M0
d ,

B0
d and K0

d can be selected according to ankle dynamic

baseline. With learned impedance parameters, a modi-

fied trajectory qk
d at k-th iteration is derived by

Mk
d(q̈d − q̈k

d)+Bk
d(q̇d − q̇k

d)+Kk
d(qd −qk

d) = τh. (5)

Then, the torque control method is developed to make

q → qk
d in time interval t ∈ [0,T ],∀k. Note that only

the modified trajectory will be redefined in (3), while

the feedback information within current iteration is used

to evaluate Jk. The proposed control architecture with

outer impedance parameter learning and inner torque

control is given in Fig. 2.

3. Controller Design

3.1. Iterative Impedance Learning

Since arbitrary selection of Md may cause instabil-

ity, Md is fixed with apparent ankle inertia and only Bd
2



Figure 2: Block diagram of the iterative impedance

learning controller.

and Kd are learned during rehabilitation. The gradient

following method [23] is employed for iteratively de-

creasing Jk which update Bk
d and Kk

d by

∆Bk
d =−αB(

∂Jk

∂Bk
d

)T =−αB(
∂τk

h

∂Bk
d

)T (
∂Jk

∂τk
h

)T (6)

∆Kk
d =−αK(

∂Jk

∂Kk
d

)T =−αK(
∂τk

h

∂Kk
d

)T (
∂Jk

∂τk
h

)T (7)

where αB and αK are learning rates. From (3), we have

(
∂τk

h

∂Bk
d

)T = q̇T
d − q̇kT

= ėkT
and (

∂τk
h

∂Kk
d

)T = qT
d −qkT

= ekT
.

Due to the unknown ankle dynamics, the derivative

( ∂Jk

∂τk
h

)T in (6) and (7) is not available. To overcome this

problem, various reinforcement algorithms for estimat-

ing the derivative have been proposed [18,20,23]. Take

advantage of the repetitive nature of rehabilitation, we

propose an alternative way via iterative learning concept

that do not require explicit knowledge of ankle dynam-

ics and aforementioned estimation processes.

To introduce iterative learning concept, we first

rewrite (2) into state-space form





ẋ1

ẋ2

ẋ3



=





0 I 0

−M−1
h Kh −M−1

h Bh 0

0 0 0









x1

x2

x3



+





0

−M−1
h

I



τh

(8)

where x1 = q, x2 = q̇, x3 =
∫ T

0 τh(s)ds and I is the unit

matrix with proper dimension. By denoting X =





x1

x2

x3



,

A =





0 In 0

−M−1
h Kh −M−1

h Bh 0

0 0 0



 and B =





0

−M−1
h

In



,

along with the time-varying property discussed in Sec-

tion 2.1, we transfer the ankle dynamic model (2) into

the following linear time-varying system

Ẋ = A(t)X +B(t)τh

Y =C(t)X (9)

where C(t) denotes the relationship between the states

(i.e. position, velocity and integration of interactive

torque) and the output Y . The following Lemma for-

malises a result for implementing a D-type ILC on sys-

tem (9).

Lemma 1 [24]. Consider the following LTV system

works in an iterative manner

Ẋk = A(t)Xk +B(t)uk

Y k =C(t)Xk
. (10)

Suppose that control input uk is iteratively updated as

uk = uk−1 +Γ(Ẏd − Ẏ k) (11)

where Yd is a realizable desired output and learning

gain Γ satisfies

||I −ΓC(t)B(t)||< 1. (12)

If C(t)B(t) is full-column rank and identical initial con-

dition Y k(0) = Yd(0) is satisfied, uniform convergence

of output tracking is guaranteed. That is, Y k → Yd uni-

formly in t ∈ [0,T ] as k → ∞.

According to Lemma 1, the following updating law

is constructed by taking τh in (9) as control input

τk
h = τk−1

h −Γ(Ẏ k − Ẏd) (13)

which indicates that τh is updated for iteratively de-

creasing the error between Y k and Yd . Approximately,

we define this error as the cost function Jk, and measure

by Jk = ||Y k −Yd ||2, where || · || denotes two-norm. No-

tice that all components of Y k are available from feed-

back measure. Similar to the gradient following ap-

proach, we obtain

τk
h = τk−1

h −ατ(
∂Jk

∂τk
h

)T
. (14)

Comparing (13) and (14), the derivative can be approx-

imated by

∂Jk

∂τk
h

=
Γ

ατ
(Ẏ k − Ẏd)

T
. (15)

Substituting (15) to (6) and (7), we obtain the learning

law

∆Bk
d = Bk

d −Bk−1
d =−

αB

ατ
Γėk(Ẏ k − Ẏd)

T

∆Kk
d = Kk

d −Kk−1
d =−

αK

ατ
Γek(Ẏ k − Ẏd)

T
. (16)

Remark 1. Parameter learning law (16) take simple

form, which is developed based on feedback measures

from the interaction task instead of modelling the hu-

man ankle. The output gain C(t) plays a vital role in

constructing the error based cost function Jk which rep-

resents the weight between position, velocity and inter-

active torque.
3
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Figure 3: Trail of S1 with only inner torque control.

3.2. Torque Control via Force Distribution

The learned parameters Bk
d and Kk

d have been ob-

tained through the outer-loop impedance learning, the

modified trajectory qk
d is obtained according to (5).

Thus, an inner torque controller is developed in this sec-

tion to make q→ qk
d . We construct the following control

law that combines with the error feedback and compen-

sation of robot dynamics

τr =Λpe+Λvė+M(q)q̈k
d +C(q, q̇)q̇k

d

+G(q)+ τh (17)

where Λp and Λv are two positive control gains. By

defining Lyapunov candidate V = 1
2
ėT M(q)ė+ 1

2
eT

Λpe

and adopting property 1
2

(

Ṁ(q) − 2C(q, q̇)
)

is skew-

symmetric, the stability analysis follows [25]. So far,

the control torque (17) is designed to make ė → 0 in

t ∈ [0,T ]. Unlike conventional motor-driven rehabili-

tation robot, CARR utilizes PM as actuator for an en-

hanced compliance. If PM is not fully in tension, insta-

bility may occur which requires conducting force dis-

tribution from designed control torque (17) to individ-

ual actuator force. To fulfil this potential problem, an

analytic-iterative force distribution technique [26] is im-

plemented by solving following optimization problems

min
y

f (y) = (F0 +Ay)T (F0 +Ay)

s.t. Fmin − (F0 +Ay)≤ 0 (18)

where y is the optimal solution; F0 = (JT )†Fm with Ja-

cobian matrix JT and measured actuator force Fm; A =
orthonormal{I − (JT )†JT} and Fmin is a non-negative

constant.
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Figure 4: Trail of S2 with only inner torque control.

Remark 2. The CARR is a self-developed prototype

with explicit knowledge of model parameters, thus, we

construct (17) by involving direct model compensations.

Notice that adaptive/robust control schemes can also be

applied in the inner loop for further need.

4. Experimental Results

Experiments are conducted with two human partic-

ipants (S1 and S2) that have been approved by the Uni-

versity of Leeds Research Ethics Committee (reference

MEEC 18-001). During experiments, desired interac-

tion torque is set to zero indicating that the ankle robot

is trying to minimize participants’ effort, i.e., reinforc-

ing compliance. Note that variable interaction profile

can also be applied using proposed impedance learning

approach. We are here using ankle passive impedance

for verification, and more active and resistive training

scenarios will be conducted further. The desired trajec-

tory is defined as

qd =





0.3sin(2π f t)
0

0



 (19)

where f = 0.1. The initial impedance parameter in (5)

are set as M0
d = 0.01, B0

d = 2 and K0
d = 40 according

to [12]. To verify the validity of impedance learning

scheme, the outer learning loop is first disabled and the

tracking results with only torque controller are shown

in Fig . 3 and 4. Each trail contains four repetitive tra-

jectories, i,e, qk
d = qd , k = 1,2,3,4, and feedback gains

in (17) are set as Λp = 30 and Λv = 5. The error be-

tween actual interaction toque and desired impedance

dynamic is defined as

eimp = M0
d ëk +B0

d ėk +K0
d ek − τh. (20)
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Figure 5: Trail of S1 with iterative impedance learning.

0 10 20 30 40 50
-0.3

0

X
-p

o
si

ti
o
n

 (
ra

d
)

q
d

k

q

0 5 10
1

2

3

B
 (

N
m

s/
ra

d
)

B
d

0

B
d

5

0 5 10

Time (s)

40

45

50

K
 (

N
m

/r
a
d

)

K
d

0

K
d

5

Figure 6: Trail of S2 with iterative impedance learning.

We can observe that for both S1 and S2, the position

tracking is satisfactory that can almost follow the de-

sired trajectory. Due to the existing of impedance error,

such position error cannot be eliminated. A discussed

in Section 2, the predefined impedance parameters is

part of the reason for limited interaction performance.

Also, the interaction torque of both subjects have simi-

lar tendency with different magnitude that demonstrates

the individual-dependent property.

Subsequently, the iterative impedance learning

controller is then tested. The learning gain in (16) are

set as αB
ατ

= 2, αK
ατ

= 5 and Γ = 8. The output gain in

(9) is set as C(t) = [10 0 1] and Yd =





qk
d

q̇k
d

0



that gives

Jk = ||10ek−
∫ T

0 τh(s)ds||2. For a fair comparison, feed-

back gains Λp and Λv remain unchanged. The initial
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Figure 7: Convergence curves of position error, interac-

tion force and cost function. (a) S1; (b) S2.

value of impedance parameter is utilized in first itera-

tion as baseline, and also four repetitive trajectories are

conducted after. The performance for S1 and S2 are

shown in Fig. 5 and 6, and the learned parameter af-

ter 4 iterations are also given. It can be seen that both

position tracking performance are gradually enhanced

as learning process is ongoing. Besides, impedance pa-

rameters after learning is different indicating that pro-

posed learning law is able to capture the individual of

subjects’ ankle dynamic.

To further illustrate the learning process, conver-

gence curves for position error, interaction force and

cost function are given in Fig. 7. The dotted lines are

average value in the first experiment with fixed initial

impedance parameters. For both subjects, the position

errors have been effectively reduced by 8% within four

iterations. With selected output gain C(t), the expec-

tation of effective decreasing of position error is vali-

dated. The interaction torque for S1 has also been re-

duced, however, there is not a big improvement for S2.

Furthermore, the convergence of cost function is differ-

ent for S1 and S2, indicating that arbitrary selection of

leaning gain may degrade the control performance due

to disparate interaction profiles.
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5. Conclusion

In this paper, an iterative impedance learning con-
troller is proposed for conducting repetitive ankle train-
ing. A two-loop structure is constructed with outer
impedance learning and inner torque control. By de-
scribing the ankle dynamics as a time-varying sys-
tem, an iterative leaning law with gradient follow-
ing approach is introduced. Experimental results on
the CARR illustrate the effectiveness of proposed con-
troller. In the followed work, different selection of
learning rate αB and αK , output gain C(t) and more it-
erations of training require further investigation.
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