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Abstract

In this paper, the vector sensor array (VSA) and the scalar sensor array (SSA) with polarization sensitivity (PS) 

are placed under the same framework of polarization sensitive arrays (PSAs), whose direction-dependent PS factor 

is larger than zero. This commonality of their PS factors enables both VSA and SSA to perform polarization 

estimation effectively. Based on this new PSA model, a generalized monopulse algorithm is proposed to jointly 

estimate direction-of-arrival (DOA) and polarization parameters, by expanding the existing monopulse angle 

estimation in spatial domain to both spatial and polarization domains. Both the DOA and polarization parameters 

can be effectively and efficiently estimated by comparing the outputs of the sum and spatial/polarized difference 

beams even with only one snapshot. Then, closed-form expressions for joint DOA and polarization estimation error 

variances are derived and the polarization estimation variance is proved to decrease monotonically with the PS 

factor. Simulations are carried out on an X-band 5x5 planar array composed of microstrip patch antennas to 

demonstrate the effectiveness of the proposed algorithm.

Keywords: Polarization sensitive arrays, joint DOA and polarization estimation, generalized monopulse 

method.

1. Introduction

The joint direction-of-arrival (DOA) and polarization estimation of electromagnetic (EM) sources has been

widely studied in various applications, including radar, sonar, navigation and wireless communications [1, 2, 3,

4, 5]. Electromagnetic-vector-sensor (EMVS) is the most popular candidate to form polarization sensitive arrays

(PSAs) [5, 6, 7, 8, 9, 10, 11]. Each EMVS is composed of several orthogonal electric and magnetic dipole elements5

to receive or transmit two or more orthogonal polarized signals simultaneously. Such PSAs with multiple-output

antennas are also called vector sensor arrays (VSAs) [5]. Therefore, some dual-polarized antenna arrays, such

as horizontal and vertical dual-polarized arrays [12], left-handed and right-handed circularly dual-polarized ones

[13], are also VSAs.

Another kind of arrays with identical single-output antennas, called scalar sensor arrays (SSAs), is generally10

considered as polarization insensitive [14, 15, 16]. However, recent research indicates that the SSA has certain

degree of polarization sensitivity (PS) [17]. Two orthogonal electric field components of all embedded elemental
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antennas at different directions vary diversely under the mutual coupling (MC) effect. It makes the polarization

characteristics of these embedded antennas deviating greatly from the isolated antenna element [18, 19, 20]. The

polarization diversity from different directions of each antenna and the variations among all antennas enable a15

common SSA to have certain degree of PS. This PS in an SSA is random at different directions, but fixed when

the antenna type and the array structure are determined.

Existing joint DOA and polarization estimation methods are normally designed for the VSAs composed of

EMVSes, such as the vector cross product method in [5], the subspace-based methods in [21, 22, 23, 24], and the

tensor-based method in [25]. Some computationally efficient methods are also proposed, such as the dimension-20

reduction MUSIC [26], the propagator-based method [27], and the quaternion-based method [28, 29]. However,

joint DOA and polarization estimation based on the SSA with PS is rarely studied, except for our preliminary

attempt in [30], where the dimension-reduction MUSIC is applied to separately estimate the DOA and polarization

parameters, and the relationship between polarization estimation error variance and PS at different directions is

briefly simulated without quantitative analysis.25

The parameter estimation algorithms mentioned above are generally based on subspace multidimensional peak

search, convex optimization, etc. On the other hand, the monopulse angle estimation technique can estimate DOA

even with only one data snapshot by simply comparing the amplitude and phase difference of the simultaneously

formed sum and difference beams [31, 32, 33]. The technique makes full use of the array gain with low computa-

tional cost and high estimation accuracy, hence it is widely used in practice for radar angle estimation and tracking30

of one target within the 3dB beamwidth of the sum beam. The monopulse technique has also been studied in

polarimetric radar systems for enhanced DOA estimation [34, 35, 36, 37]. However, polarization estimation is

performed only by simply comparing received signals from different polarized channels [36, 37, 38]. To the best of

our knowledge, a generalized monopulse method for estimation of polarization parameters has not been available

in literature yet.35

There are three main contributions in this paper. Firstly, a PS factor z > 0 is defined to unify both VSAs

and SSAs under the framework of PSAs. Secondly, a GenerAlized Monopulse Estimation (GAME) algorithm for

PSAs is derived, which extends the monopulse estimation technique from the spatial domain to both spatial and

polarization domains. Thirdly, the covariance matrix for DOA and polarization estimation errors is derived, and

the polarization estimation variance is rigorously proved to decrease monotonically with z.40

The rest of this paper is organized as follows. The models for the SSA with PS and the VSA are introduced

in Section II, followed by derivations of the GAME algorithm in Section III. The covariance matrix for the joint

DOA and polarization estimation error and its relationship with the PS factor are derived in Section IV. The

performance of the proposed method is demonstrated and analyzed in Section V and conclusions are drawn in

Section VI.45

Notations: (·)T stands for matrix/vector transpose, while (·)H denotes its Hermitian transpose. The operations

Re(·) and Im(·) take the real and imaginary parts of a complex number, respectively. C refers to the complex

space. For a matrix, diag(·) takes its diagonal elements, while for a vector, this operator constructs a diagonal

matrix with elements in the vector. IM denotes the identity matrix of size M , while 1M ∈ C
M×1 describes the
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vector with all entries being one. For an array Y , the operators min{Y } and max{Y } mean to extract the smallest50

and largest number in the array. The operations ⊙ and ⊗ represent the Hadmard product and Kronecker product,

respectively. ∥·∥ denotes the Euclidean norm, and E {·} is the statistical expectation operator. CN (a,B) denotes

the joint complex Gaussian distribution with mean vector a and covariance matrix B.

2. Array Model

2.1. Polarization of EM Signals55
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Figure 1: Orthonormal vector triad of an EM wave.

A planar EM wave received by an antenna array is composed of an electric field E and a magnetic field H

that are orthogonal to the unit propagation direction vector u(θ, ϕ) shown in Fig. 1, where θ ∈ [0, π/2] is the

elevation angle and ϕ ∈ [0, 2π] is the azimuth angle. The relationship between E and H is

H = −1

η
u×E, (1)

where η is the intrinsic impedance of the medium. The electric and magnetic fields are orthogonal to each other and 

can be represented reciprocally [39]. Thus, the polarization of an EM wave is defined as the orientation of the 

electric field vector.

The vectors h and v in Fig. 1 are the horizontal and vertical polarized components of the electric field, 

respectively, which form a right-handed orthonormal basis [40].

u = [sin θ cosϕ, sin θ sinϕ, cos θ]T

h = [− sinϕ, cosϕ, 0]T

v = [cos θ cosϕ, cos θ sinϕ,− sin θ]T

(2)

The electric field vector of the incoming signal moves on an electric polarization ellipse, as shown in Fig. 2.

The ellipse is described by the orientation angle α ∈ (−π/2, π/2] and the ellipticity angle β ∈ (−π/4, π/4]. Then,

the normalized electric vector E can be expressed as

E =
[

Eh(t) Ev(t)
]T

= p(α, β)s(t) (3)
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where Eh(t) and Ev(t) are the horizontal and vertical electric fields, respectively, and s(t) denotes the transmitted

scalar signal. The polarization characteristics of E can be represented by the polarization vector p(α, β) ∈ C
2×1

[41]

p(α, β) =





cosα − sinα

sinα cosα









cosβ

j sinβ



 . (4)

As a result, an arbitrary polarization state can be uniquely represented by the polarization parameters α and60

β. For example, the transmission is of linear polarization with β = 0 and circular with |β| = π/4.
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Figure 2: Polarization ellipse.

2.2. Scalar Sensor Array Model

Assume that K far-field stationary and narrowband signals from (θk, ϕk) with polarization (αk, βk) impinge

on an array of M scalar sensors placed at locations rm = (xm, ym, zm), m = 1, . . . ,M , K < M . The array output

vector xssa(t) ∈ C
M×1 is expressed as

xssa(t) =
K
∑

k=1

assa(θk, ϕk, αk, βk)sk(t) + nssa(t)

=
K
∑

k=1

Assa(θk, ϕk) ·N · p(αk, βk)sk(t) + nssa(t)

(5)

where nssa(t) ∈ C
M×1 is the additive noise vector with zero mean and covariance matrix σ2IM , assa(θk, ϕk, αk, βk) ∈

C
M×1 is the SSA spatial-polarization manifold vector and p(αk, βk) is the polarization vector of the kth signal

sk(t). N ∈ C
2×2 is the feed network matrix of each scalar sensor, which combines the horizontal and vertical

electric field components to form the desired polarization characteristic of each scalar sensor. For example, the

scalar sensor is of right-handed circularly polarized antenna with N = diag(1,−j) and left-handed circularly

polarized with N = diag(1, j). Assa(θk, ϕk) ∈ C
M×2 is the spatial manifold matrix of the SSA, given by

Assa(θk, ϕk) =
[

Ah,ssa(θk, ϕk) Av,ssa(θk, ϕk)
]

= aS(θk, ϕk)⊙
[

fh,ssa(θk, ϕk) fv,ssa(θk, ϕk)
] (6)
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where aS(θk, ϕk) = [ejk0r1u(θk,ϕk), · · · , ejk0rMu(θk,ϕk)]T ∈ C
M×1 is the spatial steering vector of the array with

wavelength λ and wave number k0 = 2π/λ. fh,ssa(θk, ϕk) = [gh,1(θk, ϕk), . . . , gh,M (θk, ϕk)]
T and fv,ssa(θk, ϕk) =

[gv,1(θk, ϕk), . . . , gv,M (θk, ϕk)]
T are two orthogonal polarization components of the embedded antenna gain of65

M sensors for (θk, ϕk). gh,m(θk, ϕk) and gv,m(θk, ϕk) are the mth embedded antenna patterns of these two

components.

Traditionally, as mentioned above, the antenna polarization characteristics are generally considered to be

consistent among all elements in an SSA. In other words, there is no MC between array antennas, or the MC

interaction has the same effect on the horizontal and vertical components. That is, the polarizations of all antennas70

in a specific direction are the same, given by

gv,m(θk, ϕk)

gh,m(θk, ϕk)
= γ(θk, ϕk), m = 1, . . . ,M (7)

where γ(θk, ϕk) is a complex constant. Then, the spatial manifold matrix in that direction is a rank-1 matrix.

Assa(θk, ϕk) = aS(θk, ϕk)⊙ fh,ssa(θk, ϕk) · [ 1 γ(θk, ϕk) ] (8)

It does not carry any polarization information, which means that the SSA is polarization insensitive.

However, the result will change when realistic MC effect between antennas is taken into consideration [19, 20].

In practical applications such as finite regular arrays or arrays with low sparsity, the MC has different effects

on two electric field components of all antennas in each direction, which alters the polarization characteristic75

of the embedded antennas correspondingly. The polarization distinction varies among different antennas. This

polarization diversity changes Assa(θk, ϕk) into a rank-2 matrix. The higher the polarization diversity is, the

better the polarization estimation accuracy will be. The relevant proof will be given in Section IV.

The polarization diversity at direction (θk, ϕk) of the SSA can be quantified by the PS factor z(θk, ϕk), defined

as [17]

z(θk, ϕk) =
σ2(θk, ϕk)

σ1(θk, ϕk)
∈ [0, 1] (9)

where σ1(θk, ϕk) and σ2(θk, ϕk) are the singular values of the matrix Assa(θk, ϕk). As mentioned, the manifold

matrix without MC does not contain any polarization information. Thus, Assa(θk, ϕk) is a rank-1 matrix for80

z(θk, ϕk) = 0, while for z(θk, ϕk) ̸= 0, Assa(θk, ϕk) becomes a rank-2 matrix with PS.

Moreover, z(θk, ϕk) is direction-dependent. In this paper, the EM full-wave simulation software is employed to 

obtain the horizontal and vertical components, fh,ssa(θk, ϕk) and fv,ssa(θk, ϕk), of all embedded active antennas to 

fully describe the polarization characteristic of the SSA.

2.3. Vector Sensor Array Model85

Assume that each antenna of the VSA has J(J = 2 to 6) orthogonal channels (e.g., crossed-dipole with J = 2,

tripole with J = 3, and complete EMVS with J = 6), the array output vector xvsa(t) ∈ C
JM×1 is expressed as

xvsa(t) =
K∑

k=1

avsa(θk, ϕk, αk, βk)sk(t) + nvsa(t)

=
K∑

k=1

Avsa(θk, ϕk)p(αk, βk)sk(t) + nvsa(t)

(10)
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where avsa(θk, ϕk, αk, βk) ∈ C
JM×1 is the VSA spatial-polarization manifold vector and nvsa(t) ∈ C

JM×1 is the

additive white Gaussian noise vector. Avsa(θk, ϕk) ∈ C
JM×2 is the spatial manifold matrix, given by

Avsa(θk, ϕk) =
[

Ah,vsa(θk, ϕk) Av,vsa(θk, ϕk)
]

= aS(θk, ϕk)⊗ 1J ⊙
[

fh,vsa(θk, ϕk) fv,vsa(θk, ϕk)
]

.
(11)

where fh,vsa(θk, ϕk) = [gh,1(θk, ϕk), . . . , gh,JM (θk, ϕk)]
T and fv,vsa(θk, ϕk) = [gv,1(θk, ϕk), . . . , gv,JM (θk, ϕk)]

T are

two orthogonal polarization components of JM channels for (θk, ϕk).

For practical vector sensors whose channels are highly isolated to each other, fHh,vsa(θk, ϕk)fv,vsa(θk, ϕk) = 0.

Thus, according to the PS factor definition in (9) and the spatial manifold matrix Avsa in (11), the degree of

PS for VSAs depends on the gain consistency of the two orthogonal electric field components Ah,vsa(θk, ϕk) and

Av,vsa(θk, ϕk) at different directions. The PS factor of the VSA can be expressed as

z(θk, ϕk) =
σ2(θk, ϕk)

σ1(θk, ϕk)
=

√

min {Y (θk, ϕk)}
max {Y (θk, ϕk)} (12)

where Y (θk, ϕk) =
{

AH
h,vsa(θk, ϕk)Ah,vsa(θk, ϕk),A

H
v,vsa(θk, ϕk)Av,vsa(θk, ϕk)

}

, σ1(θk, ϕk) and σ2(θk, ϕk) are

the singular values of Avsa(θk, ϕk). When the VSA is composed of ideal tripoles, J = 3 and Avsa(θk, ϕk) can be

expressed as

Avsa(θk, ϕk) = aS(θk, ϕk)⊗Ar(θk, ϕk) (13)

where Ar(θk, ϕk) ∈ C
3×2 is the response matrix of the tripoles [5]

Ar(θk, ϕk) =











− sinϕk cos θk cosϕk

cosϕk cos θk sinϕk

0 − sin θk











. (14)

The columns of Ar(θk, ϕk) are orthogonal. If there is no gain inconsistency among three dipoles, z(θk, ϕk) = 1

holds at all directions, i.e., the VSA composed of ideal tripoles is completely polarization sensitive.

3. Generalized Monopulse Estimation Algorithm90

Compared with the subspace-based angle estimation method, the monopulse method is commonly employed

in DOA estimation and tracking scenarios where the target position is roughly known [31, 32, 33]. In this

section, the existing monopulse method will be firstly reviewed. Then, it is extended to the joint spatial and

polarization domains to achieve low-complexity, high-precision joint-angle-and-polarization estimation, called the

GAME algorithm.95

3.1. Review of the Monopulse Method

The monopulse method is based on the maximum likelihood (ML) principle and mainly designed for the single

target scenario, i.e., K = 1. Then, the array output of (5) can be expressed as

xssa = a(θt, ϕt)s+ nssa (15)
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where (θt, ϕt) represents the target direction and a(θt, ϕt) = aS(θt, ϕt). The ML estimator maximizes the

Gaussian density function p(xssa; θt, ϕt, s) = (1/(πσ2)M )e−(xssa−a(θt,ϕt)s)
H(xssa−a(θt,ϕt)s)/σ

2

with respect to the

unknown parameters θt, ϕt, s and the sample data vector xssa [31]. It is noted that both the array polarization

and the target polarization are commonly considered fixed and matched with each other in existing monopulse

literature. Maximizing p(xssa; θt, ϕt, s) directly gives the ML estimation of s

ŝ = (aH(θt, ϕt)a(θt, ϕt))
−1a(θt, ϕt)

Hxssa

= aH(θt, ϕt)xssa/M
(16)

which can be seen as the normalized output of the sum beam in direction (θt, ϕt) in the case that the weight

vector of the sum beam equals the steering vector of the target. Then, the target direction can be estimated by

maximizing the power of the sum beam scan pattern

P (θ, ϕ) =
∣

∣aH(θ, ϕ)xssa
∣

∣

2
(17)

which is nonlinear in θ and ϕ. If we maximize the function F (θ, ϕ) = lnP (θ, ϕ), we can obtain an approximation

in the form of a linear equation by Taylor series expansion.

Assuming that the target direction (θt, ϕt) is close to the sum beam direction (θ0, ϕ0), i.e., F (θt, ϕt) ≈
F (θ0, ϕ0). The monopulse formula is approximately written in the form of the derivative of F (θ, ϕ) in a first

order Taylor series at (θt, ϕt)




θt

ϕt



 ≈





θ0

ϕ0



−





Fθθ Fθϕ

Fϕθ Fϕϕ





−1

(θt,ϕt)





Fθ

Fϕ





(θ0,ϕ0)

(18)

where Fθ and Fϕ are the first derivatives of F (θ, ϕ), known as monopulse ratio.

Fρ = 2Re{aH
ρ,0xssa/a

H
0 xssa}, ρ = θ, ϕ. (19)

Fxy is the second derivative of F (θ, ϕ), called monopulse slope.

Fxy ≈
(

aH
x,0ay,0 + aH

y,0ax,0

+
aH
x,0a0a

H
0 ay,0 + aH

y,0a0a
H
0 ax,0

aH
0 a0

)/

aH
0 a0, x, y = θ, ϕ

(20)

when the weight vectors of the sum and difference beams are a0 = a(θ0, ϕ0) and ax,0 = ∂a0

∂x

∣

∣

(θ,ϕ)=(θ0,ϕ0)
, respec-

tively. In this case, Fθϕ = Fϕθ = 0.100

In general, the weight vectors are optimized for low sidelobes or arbitrary beam pattern by amplitude tapering

or pattern synthesis, etc., instead of using the steering vector directly. In such cases, a generalized monopulse

angle estimation formula can be employed [42]




θt

ϕt



 ≈





θ0

ϕ0



−





Fθθ Fθϕ

Fϕθ Fϕϕ





−1



Fθ − µθ

Fϕ − µϕ



 (21)

The monopulse slope Fxy(x, y = θ, ϕ) is calculated similar to (20) as

Fxy ≈
(

wH
∆xay,0 + aH

y,0w∆x

+
wH

∆xa0w
H∑ay,0 + aH

y,0w
∑aH

0 w∆x

aH
0 w∑

)/

wH
∑a0, x, y = θ, ϕ

(22)
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wherew∑ andw∆x represent the designed sum and difference beam weights, respectively. µx = Re
{

wH
∆xa0/w

H∑a0

}

(x =

θ, ϕ) in (21) is the bias correction term for all kinds of weights.

3.2. Generalized Monopulse Formula

If the target polarization is involved, the received EM wave of a single target can be written as

x = a(θt, ϕt, αt, βt)s+ n (23)

where (αt, βt) are target polarization parameters, a(θt, ϕt, αt, βt) = A(θt, ϕt)p(αt, βt). A(θt, ϕt) = Assa(θt, ϕt),

x = xssa, and n = nssa for the SSA with PS, while A(θt, ϕt) = Avsa(θt, ϕt), x = xvsa, and n = nvsa for the VSA.105

In the following derivation, a(θt, ϕt, αt, βt) is simplified as a.

Assume the polarization of the sum beam towards (θ0, ϕ0) is (α0, β0), and then the generalized monopulse

formula similar to (21) is

ρ = ρ0 +C(r̂− µ) (24)

where ρ = (θ, ϕ, α, β)T , ρ0 = (θ0, ϕ0, α0, β0), and µ = (µθ µϕ µα µβ)
T is the bias correction vector. More-

over,

C =

















cθθ cθϕ cθα cθβ

cϕθ cϕϕ cϕα cϕβ

cαθ cαϕ cαα cαβ

cβθ cβϕ cβα cββ

















(25)

is a slope correction matrix and r̂ =
(

r̂θ r̂ϕ r̂α r̂β

)T

is the monopulse ratio vector obtained from the

outputs of sum and difference beams

r̂ρ = Re{dρ/s∑}, ρ = θ, ϕ, α, β (26)

where s∑ = wH∑x and dρ = wH
∆ρx are the outputs of sum and difference beams, respectively. Moreover, in

order to reduce the fluctuation of the single-snapshot monopulse ratio, the averaged monopulse ratio vector r̂L is

introduced [33]

r̂L =
∑L

l=1
dls

∗
∑

,l

/

∑L

l=1
|s∑

,l|2 (27)

where s∑
,l and dl=(dθ,l, dϕ,l, dα,l, dβ,l)

T represent the lth (l = 1, 2, . . . , L) snapshot of the sum and difference

beam outputs.

Then, µ and C can be determined when the expectation of parameter estimation error is unbiased, and the

monopulse characteristic M(θ, ϕ, α, β) is approximately a linear function of the target direction and polarization

as [42]

M(θ, ϕ, α, β) = C(E{r̂} − µ) = ρ− ρ0 (28)

Thus, we have

M(θ0, ϕ0, α0, β0) = 0 (29)

∂M

∂θ

∣

∣

∣

∣

ρ=ρ
0

=
[

1 0 0 0
]T

(30a)

8



∂M

∂ϕ

∣

∣

∣

∣

ρ=ρ
0

=
[

0 1 0 0
]T

(30b)

∂M

∂α

∣

∣

∣

∣

ρ=ρ
0

=
[

0 0 1 0
]T

(30c)

∂M

∂β

∣

∣

∣

∣

ρ=ρ
0

=
[

0 0 0 1
]T

(30d)

Note that E{r̂ρ} can be calculated by

E{r̂ρ} = Re

{

wH
∆ρE{xxH}w∑

wH∑E{xxH}w∑

}

≈
|s|2Re{wH

∆ρaa
Hw∑}+Re{σ2wH

∆ρw
∑}

|s|2wH∑aaHw∑ + σ2wH∑w∑
, ρ = θ, ϕ, α, β

(31)

Assume that the output noise powers of the sum and difference beams are both small and can be ignored, i.e.

σ2wH∑w∑ ≈ 0, σ2wH
∆ρw

∑ ≈ 0. Then,

E{r̂ρ} =
|s|2Re{wH

∆ρaa
Hw∑}

|s|2wH∑aaHw∑
, ρ = θ, ϕ, α, β (32)

Subsequently, µ = (µθ µϕ µα µβ)
T can be determined according to (28) and (29) as

µρ = E{r̂ρ}|ρ=ρ
0

= Re

{

wH
∆ρa0

wH∑a0

}

, ρ = θ, ϕ, α, β (33)

where a0 is the array spatial-polarization manifold vector when the target parameter matches with the sum beam,

i.e., a0 = a(θ0, ϕ0, α0, β0). Meanwhile, according to (28) and (30), the following formula holds

C
(

∂r̂
∂θ

∂r̂
∂ϕ

∂r̂
∂α

∂r̂
∂β

)∣

∣

∣

ρ=ρ
0

= I4 (34)

Thus, the elements of inverse slope correction matrix F = C−1 can be expressed as

Fxy = E

{

∂r̂x
∂y

}∣

∣

∣

∣

ρ=ρ
0

=
Re{wH

∆xay,0a
H
0 w∑ +wH

∆xa0a
H
y,0w

∑}
wH∑a0a

H
0 w∑

−µx

2Re{wH∑ay,0a
H
0 w∑}

wH∑a0a
H
0 w∑

, x, y = θ, ϕ, α, β.

(35)

110 where ay,0 is the derivative of a0 with respect to y (y = θ, ϕ, α, β).

Therefore, after obtaining the bias correction vector from 33 and the slope correction matrix from 35, the 

DOA and polarization parameters can be directly estimated from 24.

In this paper, the weights of the sum and difference beams are assigned as the normalized spatial-polarization 

vector ā0 with desired DOA (θ0, ϕ0) and polarization (α0, β0), and its derivatives, respectively,

w̄∑ = ā0 = Ā(θ0, ϕ0)p(α0, β0) (36a)

9



w̄∆ρ =
∂w̄∑

∂ρ

∣

∣

∣

∣

ρ=θ,ϕ,α,β

(36b)

where Ā(θ, ϕ) = A(θ, ϕ)/∥A(θ, ϕ)∥ is the normalized array manifold matrix. Then, Fxy = 0(x ̸= y) can be

calculated by (35), and (24) can be rewritten as

diag (Fθθ, Fϕϕ, Fαα, Fββ) (ρ− ρ0) = r̂− µ (37)

where the monopulse slope Fρρ is determined by (35) as

Fρρ =
Re{w̄H

∆ρw̄∆ρw̄
H∑ w̄∑ + w̄H

∆ρw̄
∑w̄H

∆ρw̄
∑}

w̄H∑ w̄∑w̄H∑ w̄∑

−Re

{

w̄H
∆ρw̄

∑

w̄H∑ w̄∑

}

·
2Re{w̄H∑ w̄∆ρw̄

H∑ w̄∑}
w̄H∑ w̄∑w̄H∑ w̄∑

, ρ = θ, ϕ, α, β

(38)

4. Performance Analysis

In this section, performance of the proposed GAME algorithm is analyzed in terms of monopulse ratio dis-

tribution. The covariance matrix for DOA and polarization estimations is subsequently derived, together with115

their relationships with the PS factor. Moreover, its computational complexity is compared with that of the

dimension-reduction MUSIC algorithm in [30].

4.1. Performance Evaluation Based on Monopulse Ratio Distribution

It is demonstrated in [31] that the mean and covariance of the estimator (24) is

E{ρ} = ρ0 −C(E{r̂} − µ) (39a)

cov{ρ} = Ccov{r̂}CT (39b)

The vector form of beam outputs (dT , s∑) is subject to the complex normal distribution with mean t and covariance

matrix G, i.e., (dT , s∑)T ∼ CN (t,G) . Let t, G be partitioned according to the sum and difference beam parts

as

t =





tD

tS



 (40a)

G =





GD GDS

GH
DS GS



 . (40b)

with

tD = γWH
∆ρ

a (41a)

tS = γwH
∑a (41b)
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GD = γ2WH
∆ρ

aaHW∆ρ +WH
∆ρ

W∆ρ (41c)

GDS = γ2WH
∆ρ

aaHw∑ +WH
∆ρ

w∑ (41d)

GS = γ2wH
∑aaHw∑ +wH

∑w∑ (41e)

where W∆ρ =
(

w∆θ w∆ϕ w∆α w∆β

)

, γ2 = E{|s|2} = 10SNR/10 denotes the power of the target, and SNR

is the elemental signal-to-noise ratio.120

Then, the first and second order statistical properties of r̂ can be calculated by integrating over the distribution

of s∑ [33]. Assume the target is non-fluctuating, and then the mean and covariance of r̂ conditioned on the sum

beam power PS =
∑L

l=1 |s∑
,l|2 exceeding a detection threshold δ are concluded as follows.

1. The conditional mean is

E{ r̂|PS > δ} = Re
{

GDS/GS + (tD −GDSG
−1
S tS)

·E
(

∑L
l=1 S

H
l /
∑L

l=1 |Sl|2|PS > δ
)}

.
(42)

When L = 1, the analytic form is

E{ r̂|PS > δ}

= (Am/PD)Re{GDS/GS}+(1−Am/PD)Re{tD/tS}
(43)

where PD = Pr{PS > δ} is the detection probability, and Am is a constant related to the SNR [33]

PD =

∫ ∞

δ

1

GS

(

t

L|tS |2

)(L−1)/2

e−(t+L|tS |2)/GS

·IL−1(2
√
tL|tS |/GS)dt

(44a)

Am = e−(δ+|tS |2)/GS · I0(2
√
δ|tS |/GS) (44b)

where Il denotes the modified lth order Bessel function of the first kind.

2. The conditional covariance is

cov{ r̂|PS > δ} = 0.5V · Av

PD
(45)

where Av is also a constant value related to output SNR.

Av = GS

∫ ∞

δ

1

GS

(

t

L|tS |2

)(L−1)/2

e−(t+L|tS |2)/GS

·IL−1(2
√
tL|tS |/GS)t

−1dt

(46a)

V = Re{GD −GDSG
−1
S GH

DS}/GS (46b)
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When the detection threshold is set to δ = 0, PD = 1 and Am = 0 according to (44). Then, the conditional

covariance of (45) can be directly denoted by the covariance as

cov{r̂} = 0.5Av ·V (47)

In this case, the parameter estimation covariance is determined by matrices C and V from (39b) and (47) as

cov{ρ} = 0.5Av ·CVCT (48)

V can be further represented according to the weights used in (36) as

V = diag (Vθθ, Vϕϕ, Vαα, Vββ) (49)

Vρρ = Re

{

γ2w̄H
∆ρāā

Hw̄∆ρ + w̄H
∆ρw̄∆ρ

γ2w̄H∑aaHw̄∑ + w̄H∑ w̄∑
−

(γ2w̄H
∆ρāā

Hw̄∑ + w̄H
∆ρw̄

∑)(γ2w̄H
∆ρāā

Hw̄∑ + w̄H
∆ρw̄

∑)
H

(γ2w̄H∑ āāHw̄∑ + w̄H∑ w̄∑)
2

}
(50)

where ρ = θ, ϕ, α, β, and ā = Ā(θ, ϕ)p(α, β). In the high SNR case, i.e., γ2
∣

∣āHw̄∑
∣

∣

2 ≫ w̄H∑ w̄∑, (50) is simplified

to

Vρρ ≈ Re







w̄H
∆ρw̄∆ρ

w̄H∑ w̄∑
−
(

w̄H
∆ρā

w̄H∑ ā

)(

w̄H
∆ρā

w̄H∑ ā

)H






{

γ2
∣

∣w̄H∑ ā
∣

∣

2

w̄H∑ w̄∑
+1

}−1

(51)

The second part of (51),
(

γ2
∣

∣w̄H∑ ā
∣

∣

2
/w̄H∑ w̄∑ + 1

)−1

, is the reciprocal of sum beam output SNR.125

4.2. Relationship Between Estimation Error Variances and PS Factor

Firstly, the monopulse slope Fρρ of (38) can be refined as

Fθθ = κθ (52a)

Fϕϕ = κϕ (52b)

Fαα =
(sin2β0 − cos2β0)

2
z2

(w̄H∑ w̄∑)
2 (52c)

Fββ =
z2

(w̄H∑ w̄∑)
2 (52d)

where

κθ=−k20

[

∑M
m=1(xmcos θ0 cosϕ0+ymcos θ0 sinϕ0−zmsin θ0)

2−
(

∑M
m=1 (xmcos θ0 cosϕ0+ymcos θ0 sinϕ0−zmsin θ0)

)2
] (53a)

κϕ=−k20sin
2θ0

[

∑M
m=1 (−xm sinϕ0 + ym cosϕ0)

2−
(

∑M
m=1 (−xm sinϕ0 + ym cosϕ0)

)2
] (53b)
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Note that the monopulse method is normally used for a single target that falls within the 3dB beamwidth of 

sum beam. Similarly, the target polarization characteristic is assumed to be close to the sum beam. Therefore, ā can 
be approximately expressed as the sum beam weight, i.e., ā ≈ w̄∑. Then, (51) is rewritten as

Vρρ =
Fρρ

γ2w̄H∑ w̄∑ + 1
(54)

Consequently, the estimation covariance matrix of the parameter vector ρ is rewritten by substituting (52)

and (54) into (48) as

cov{ρ} = diag(var{θ}, var{ϕ}, var{α}, var{β}) (55a)

var{ρ}= AvVρρ

2F 2
ρρ

=
Av

2Fρρ(γ2w̄H∑ w̄∑+1)
, ρ=θ,ϕ,α,β (55b)

The variances in (55b) are further expressed separately as

var{θ} =
Av

2κθ(γ2w̄H∑ w̄∑ + 1)
(56a)

var{ϕ} =
Av

2κϕ(γ2w̄H∑ w̄∑ + 1)
(56b)

var{α} =
Av

2γ2
·

w̄H∑ w̄∑

(sin2β0 − cos2β0)
2
z2

(56c)

var{β} =
Av

2γ2
·
w̄H∑ w̄∑

z2
(56d)

where w̄H∑ w̄∑ is the noise power of the normalized sum beam. The term w̄H∑ w̄∑/z2 decreases monotonically with

increase of z2, which is proved in Appendix A. Then, the variances for polarization estimations in (56c) and (56d)

decrease with z2.

For the VSA with multi feed-point (J > 1) antennas, (56) can be simplified as

var{θ} =
Av

2κθ [γ2 (a+ bz2) + 1]
(57a)

var{ϕ} =
Av

2κϕ [γ2 (a+ bz2) + 1]
(57b)

var{α} =
Av

2γ2(sin2β0 − cos2β0)
2

(

b+
a

z2

)

(57c)

var{β} =
Av

2γ2

(

b+
a

z2

)

(57d)

Therefore, all variances for both DOA and polarization estimations are inversely proportional to z2 for VSA.130
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4.3. Computational Complexity

The computational complexity comparison of the proposed GAME algorithm and the dimension-reduction 

MUSIC algorithm in [30] is shown in Table 1. For clarity, detailed steps of the dimension-reduction MUSIC are 

listed as follows.

1. Compute the covariance matrix Rx = xxH from the array output x.135

2. Obtain the noise subspace UN from Rx.

3. Compute the power density spectrum function for DOA and polarization parameters according to (14) and

(15) in [30], respectively.

4. Set the sample grid interval θi and the times of peak searching G = 2× 180× 360/(θi)
2. Then, perform two

2-D peak searches over the whole direction and polarization domains.140

The computational complexity of the GAME algorithm is much smaller than that of the dimension-reduction

MUSIC algorithm. There are no calculations in the GAME algorithm regarding the covariance matrix. The

target parameters can be quickly and easily estimated by comparing the outputs of the sum and difference beams.

Table 1: Comparison of computational complexity of the proposed GAME algorithm and the dimension-reduction MUSIC in [30]

(/number of complex multiplications).

Beam out-

puts s∑ and

dρ

Monopulse

ratio r̂

Parameter

estimation

from (24)

Output

covariance

matrix

Noise sub-

space

Power density

spectrum func-

tion

Peak

search

Total

GAME 5LJM 4L 4 5LJM+4L+

4

Dimension-

Reduction

MUSIC

LJ2M2 O(J3M3) 4J2M2(JM −
K)+O(J3M3)

O(G3) LJ2M2 +

4J2M2(JM−
K) +

O(J3M3) +

O(G3)

5. Simulations and Results

For a fair comparison, the same microstrip patch antennas and 5 × 5 planar array structure in X-band are145

employed in both the SSA and the VSA, as shown in Figs. 3 and 4.

The horizontal and vertical components of the vector sensor, fh,vsa(θk, ϕk) and fv,vsa(θk, ϕk) in (11), are

directly obtained from ports C and D in Fig. 3(a). The multi-layer structure of each antenna is given in Fig.

3(b).

The scalar sensor is formed through an extra directional coupler connected to C and D shown in Fig. 3(c). If150

port A receives the incident signal and port B connects to the matched load, the scalar sensor is a right-handed

circularly polarized antenna and the feed network N = diag(1,−j). On the other hand, if port B receives the
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incident signal and port A connects to the matched load, it becomes a left-handed circularly polarized antenna

and N = diag(1, j). The structure parameters of the dual-circularly polarized antenna are listed in Table 2. In

the following simulations, the right-handed circularly polarized antenna is employed.155

Three inter-element spacings, d = 0.5λ, 0.53λ and 0.56λ, are employed. Both the SSA and the VSA are

modeled by the EM full-wave simulation software Ansoft HFSS [43]. The corresponding horizontal and vertical

components of the active element patterns are directly exported from port C and D of Fig. 3(a) for the VSA and

port A of Fig. 3(c) for the SSA. The number of Monte-Carlo experiments is set to MC = 1000.

R1

L4

L5

Port C

Port D

(a) Top view of the vector sensor.

0.102mm    RO4450F

0.508mm    RO4350B

0.508mm    RO4350B

0.204mm    RO4450F

0.762mm    RO4350B

0.508mm    RO4350B

GND

Circular Patch

bia

0.102mm    RO4450F

(b) Side view of the vector sensor.

Port A

Port B

R1

R2

R3

L1

L2

L3

W1

W2

W3

W4

W5

L4

L5

d

Port C

Port D

(c) Top view of the scalar sensor.

0.102mm    RO4450F

0.508mm    RO4350B

0.508mm    RO4350B

0.204mm    RO4450F

0.762mm    RO4350B

0.508mm    RO4350B

GND

Circular Patch

Directional couplerbia

0.102mm    RO4450F

(d) Side view of the scalar sensor.

Figure 3: Structure of the employed microstrip patch antenna.

5.1. Array Polarization Sensitivity160

The degree of PS in the spatial domain of the arrays in Fig. 4 under different inter-element spacings is

presented in Fig. 5, where the azimuth angle is fixed at ϕ = 0◦ and the elevation angle varies from 0◦ to 60◦. In

general, the PS of the VSA is much larger than that of the SSA.
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x

y

(a) The VSA.

x

y

(b) The SSA.

Figure 4: Planar rectangular arrays with 25 microstrip patch antennas.

Table 2: Parameters of the dual-circular polarized antenna.

Parameter Value(mm) Parameter Value(mm)

R1 3.8 W1 1.1

R2 0.85 W2 0.3

R3 0.9 W3 1.0

L1 4.6 W4 0.4

L2 2.4 W5 0.5

L3 6.2 d 0.2
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Figure 5: PS of the SSA/VSA.

For the SSA, z(θ, ϕ) is relatively small. As described in Section 2.2, the PS of the SSA comes from the

diversities of the horizontal and vertical electric field components among different antennas due to the presence165

of MC. For the same inter-element spacing d, a larger θ leads to greater electric field diversities among antennas.

That’s the reason why z(θ, ϕ) increases with θ in Fig. 5. However, for the same θ, a smaller d means larger

MC, and the distortion of both electric field components of all antennas becomes serious. But z depends on the

difference or diversity among antennas, not directly on distortion, and interestingly larger distortion does not lead

170 to greater diversity. On the contrary, the gain consistency among antennas is improved to certain degree as d

decreases. Thus, z decreases with a smaller d.

For the VSA, z(θ, ϕ) is generally large, close to 1, especially when θ is near the boresight. As analyzed in

Section 2.3, the PS of the VSA depends on the gain consistency of the two orthogonal electric field components.

Therefore, the difference of the inter-element spacing d does not cause a significant effect on z. However, the gain

inconsistency between orthogonal channels of each antenna will deteriorate as θ increases, resulting in a decrease175

in z.

5.2. Performance Comparison

In this example, the proposed GAME is compared with the MUSIC algorithm in [30]. The Cramer-Rao

bound (CRB) will be given as a benchmark when evaluating the performance of two estimators. Although the
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monopulse estimator is nonlinear, the CRB is still valid because the unbiasedness is achieved asymptotically under

the circumstance of large snapshots L or high SNR. The deterministic CRB is presented in [44]

CRB =
σ2IJM

2L · SNR

[

Re

{

AH
ρ ·
[

IJM − aaH

aHa

]

·Aρ

}]−1

(58)

where Aρ is the derivative matrix of a as

Aρ =

(

∂a

∂θ
,
∂a

∂ϕ
,
∂a

∂α
,
∂a

∂β

)

. (59)

The parameter estimation performance is evaluated in terms of the root mean square error (RMSE) as RMSE =
√

1
MC

∑MC

i (ρ̂i − ρ)2, where ρ̂i is the parameter estimate at the ith run. The SSA with d = 0.5λ, and a signal

with polarization (αt, βt) = (60◦,−10◦) from direction (θt, ϕt) = (30◦, 45◦) are considered. The RMSEs and180

variances versus input SNR under different numbers of snapshots L are shown in Figs. 6 and 7. The averaged

monopulse ratio in (27) is used under the case of multiple snapshots.

The performance comparisons are illustrated in Fig. 6 when the parameters of the sum beam match with

the incident signal. In this case, the mean of the GAME estimator can be obtained from (39a) as E = 0, i.e.,

the RMSE is equivalent to the variance. The proposed algorithm outperforms the MUSIC algorithm both in185

robustness and parameter estimation performance at different L, owning to the property of monopulse to fully

use the array gain. The MUSIC algorithm in [30] can give satisfactory results only when accurate noise subspace

is estimated, such as in relatively high SNR and for a large L.

Fig. 7 shows the performance when the parameters of the sum beam mismatch with the incident signal. In this

case, the GAME estimator is biased. The variances of the proposed algorithm remain almost the same as those190

in Fig. 6. However, the RMSEs decrease at high SNR and large L. This is because when SNR or L increases,

the mean error caused by biased estimation gradually occupies the main component of the RMSE.

We can see from Figs. 6 and 7 that when L = 1, the RMSE of MUSIC algorithm is much higher than the

GAME algorithm even at high SNR due to the estimation error of the noise subspace.

5.3. RMSE versus z(θ, ϕ)195

Firstly, the RMSE of the SSA is evaluated using a signal with polarization (αt, βt) = (60◦,−10◦) from direction

(θt, ϕt) = (35◦, 0◦), and L = 1. The PS factors z(35◦, 0◦) for d = 0.5λ, 0.53λ, and 0.56λ are 0.11, 0.12, and 0.135,

respectively. The RMSEs versus input SNR when the signal parameters match with the sum beam are shown in

Fig. 8. The statistical analysis results represented by the asterisk are completely consistent with the theoretical

values calculated by (56). The strict monotonic relationship between RMSEs of polarization and r matches the200

anaysis in Section 4.2.

Next, the VSA is considered. Since the PS factors of the VSAs with different d are similar to each other at the

same direction shown in Fig. 5, z(θ, ϕ) is mainly affected by the incident signal directions. Thus, three directions

are considered when d = 0.5λ, i.e., z(10◦, 0◦) = 0.96, z(20◦, 0◦) = 0.9, and z(30◦, 0◦) = 0.81. The RMSE results

versus input SNR are shown in Fig. 9, where L = 1 and (αt, βt) = (60◦,−10◦). The parameters of these sum205

beams all match with the incident signals. Similarly, the statistical analysis results represented by the asterisk
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(a) RMSE of θ versus SNR.
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(b) RMSE of ϕ versus SNR.
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(c) RMSE of α versus SNR.
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(d) RMSE of β versus SNR.

Figure 6: RMSEs versus SNR when the parameters of the sum beam (θ0, ϕ0, α0, β0) = (30◦, 45◦, 60◦,−10◦) match with the signal.
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(a) RMSE and variance of θ versus SNR.
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(b) RMSE and variance of ϕ versus SNR.
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(c) RMSE and variance of α versus SNR.
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Figure 7: RMSEs and variances versus SNR when the parameters of the sum beam (θ0, ϕ0, α0, β0) = (29◦, 46◦, 65◦,−10◦) mismatch

with the signal.
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Figure 8: RMSEs versus SNR based on the SSA.
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are almost completely overlapped with the theoretical values calculated by (57). We can also see that the RMSEs

of polarization decrease monotonically with z, consistent with the analysis in Section 4.2.

Finally, compared with Figs. 8 and 9, the DOA RMSEs of the VSA are close to those of the SSA for almost

the same array gain in both arrays. However, the polarization RMSEs of the VSA is much better than those of210

the SSA for its superior polarization diversity.
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Figure 9: RMSEs versus SNR based on the VSA.

6. Conclusion

In this paper, the joint DOA and polarization estimation problem was studied and a generalized monopulse 

estimation method was proposed for both VSAs and SSAs. The prooposed GAME algorithm is computationally 

efficient with higher estimation accuracy compared with existing subspace-based algorithms. The closed-form 

expressions of estimation error variances of GAME were derived, and the polarization estimation variance was proved to 

be proportional to the reciprocal of the square of the PS factor z.
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In addition, VSAs and SSAs with polarization sensitivity are unified under the same framework of PSAs in

this paper. The PS of SSA originating from the mutual coupling effect is analyzed in detail. The unpredictable

polarization diversity associated with SSAs could be obtained by EM full-wave simulation softwares in advance.220

One interesting phenomenon is that, although the MC effect is commonly considered as a disadvantage in an-

tenna array design, the resultant PS offers a good property to achieve effective polarization estimation which is

traditionally deemed impossible with such SSAs.

Appendix A. Proof of the Monotonicity Term in (56)

First, according to (36a), the noise power w̄H∑ w̄∑ can be decomposed into the polarization vector and the

array manifold matrix as

w̄H
∑ w̄∑ = pHĀ

H
Āp = pHB̄p (A.1)

The Hermitian positive definite matrix B̄ can be represented as

B̄ = λ̄1x1x
H

1
+ λ̄2x2x

H

2
(A.2)

where x1,x2 ∈ C
2×1 are the orthogonal unit eigenvectors corresponding to the larger eigenvalue λ̄1 and smaller

eigenvalue λ̄2 = z2, respectively. The larger the PS factor, the larger λ̄2. Then, w̄
H∑ w̄∑ can be written as

w̄H
∑ w̄∑ = λ̄1p

Hx1x
H

1
p+ λ̄2p

Hx2x
H

2
p (A.3)

where pHx1x
H

1
p+ pHx2x

H

2
p = 1 with pHp = 1. Thus, w̄H∑ w̄∑/z2 can be rewritten as

w̄H∑ w̄∑

λ̄2

=
λ̄1p

Hx1x
H

1
p+ λ̄2p

Hx2x
H

2
p

λ̄2

=
λ̄1

λ̄2

pHx1x
H

1
p+ pHx2x

H

2
p

= (
1

λ̄2

− 1)pHx1x
H

1
p+ 1.

(A.4)

Both terms of (1/λ̄2 − 1) ≥ 0 and pHx1x
H

1
p > 0 decrease monotonically with increasing λ̄2. This completes the225

proof.
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