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Abstract 3 

Beam on elastic foundation theory is widely employed when studying railway track behaviour, for 4 
applications such as track dynamics, and noise and vibration. At a basic level, the use of a single 5 
continuous beam resting on a springs-in-series support is straightforward to implement and 6 
computationally efficient. However, it can also be extended to simulate the multi-layered and periodic 7 
nature of railway tracks, which typically comprise a variety of components. Further, these track models 8 
can also be coupled with both vehicle and subgrade models. Therefore, this paper presents a state-of-9 
the-art technical review of beam on elastic foundation theory, including the exploration of recent 10 
advancements in the field. Firstly, a variety of modelling strategies and solution methods employed for 11 
the computation of track behaviour are reviewed. These include periodic and semi-periodic modelling 12 
approaches. Considerations for extending beam on elastic foundation approaches to include train-track 13 
interaction and track-ground interaction are then provided.  Finally, using the aforementioned theory, 14 
benchmark solutions for three common problem types are given: railway noise, railway track dynamics 15 
and railway ground-borne vibration. 16 
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Highlights 23 

 Beam on elastic foundation theory is reviewed for railway engineering applications 24 
 Limitations of continuously supported models are explored 25 
 Multi-layer and discretely supported models improve track dynamic response 26 
 Computationally efficient periodic and semi-periodic solutions reviewed 27 
 Considerations given for coupling tracks with vehicle and subgrade models 28 

1. Introduction 29 

The behaviour of railway tracks is commonly studied using beam on elastic foundation (BOEF) theory. 30 
Initially proposed by Winkler [1], the general approach typically uses beams to simulate the response 31 
of railway rails, supported by spring and dashpot elements that represent the combined effect of the 32 
various track components and the ground [2–7]. The simplicity of the BOEF approach provides a 33 
straightforward and efficient computational framework for understanding railway track behaviour. 34 

This paper performs a technical review of a wide variety of beam on elastic foundation approaches and 35 
their application to railway engineering problems. It explores a range of modelling strategies and 36 
solutions, and the practicalities of different approaches are discussed with a focus on track, track-37 
ground, and train-track dynamic behaviour. Finally, benchmark solutions for 3 key applications are 38 
provided: noise, track dynamics and ground-borne vibration. BOEF modelling strategies 39 
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1.1. Track models 40 
1.1.1. Track types 41 

BOEF theory allows for the modelling of a range of track types, including ballasted and slab. A typical 42 
single-layer BOEF model uses a beam to simulate the rail, and a single layer of springs and dashpots to 43 
represent the track support [4,8,9]. However, additional degrees of freedom can also be simulated by 44 
adjusting the rail support conditions. For instance, a two-layer model can be used to simulate ballasted 45 
track sleepers, via lumped continuous or discrete masses [8,10]. Alternatively, a second beam element, 46 
similar to the rail, can be used to simulate a slab track (e.g. concrete or asphalt), by taking its bending 47 
stiffness into account when calculating track response [11–14]. 48 

1.1.2. Track structure 49 

The traditional Winkler formulation [1] employed in the single-layer BOEF track model simulates the 50 
rail as a continuous beam and the track substructure as an elastic foundation, with the latter represented 51 
via evenly distributed linear springs [2]. Typically, this elastic foundation is homogeneous and accounts 52 
for multiple components via a combination of their properties, calculated using a ‘springs-in-series’ 53 
approach. For instance, the stiffness foundation can be employed to model the effect of the different 54 
track components: railpad, sleepers, ballast, sub-ballast and soil [3–7]. Eq. (1) shows the track system 55 
stiffness 𝑘𝑡𝑟𝑎𝑐𝑘 obtained by combining the stiffness of the railpad 𝑘𝑟𝑎𝑖𝑙𝑝𝑎𝑑 and the track bed 𝑘𝑡𝑟𝑎𝑐𝑘𝑏𝑒𝑑, 56 

using the springs-in-series approach [2,12,15,16]. 57 1𝑘𝑡𝑟𝑎𝑐𝑘 = 1𝑘𝑟𝑎𝑖𝑙𝑝𝑎𝑑 + 1𝑘𝑡𝑟𝑎𝑐𝑘𝑏𝑒𝑑 (1) 

This assumption is limiting because multiple components are approximated using a single layer. 58 
Therefore, to account for more complex track behaviour, the BOEF can be extended to have an 59 
increased number of layers – see Fig. 1. 60 

A second track layer (e.g. Fig. 1b) allows the model to more accurately simulate railpads, sleepers and 61 
ballast [10,12,17,18]. In this, the railpads and ballast are commonly represented as elastic or viscoelastic 62 
massless components (i.e. springs or springs-dashpots elements, respectively). Additional flexibility 63 
can further be achieved using a three-layer model (Fig. 1c), in which the ballast behaviour is modelled 64 
as a mass element with dashpots and springs – accounting for the damped elastic behaviour of the ballast 65 
and the subgrade [19–21]. 66 

Replacing the traditional Euler-Bernoulli beam formulation with a Timoshenko beam [22] allows for 67 
the capture of shear deformation and rotational inertia effects, which are important at higher frequencies 68 
[23–25]. 69 

Regardless of the number of layers or beam formulation employed, it should be noted that models with 70 
homogenous or continuous support conditions struggle to simulate the discrete nature of the rail 71 
supports [8,26–28]. This discrete behaviour is also important when modelling track structures resting 72 
on both rigid and soft foundations at high frequencies. 73 

Shortcomings of continuously supported models include difficulties in providing accurate results near 74 
the so-called ‘pinned-pinned’ resonance frequency. This is important because the magnitude of 75 
response around this frequency decreases as the vehicle speed increases [29], thus requiring the 76 
simulation of the discrete effect of the sleepers [10,18] – see Fig. 2. Nevertheless, when studying the 77 
dynamic effect of railway track at lower frequencies, both models provide similar predictions, 78 
regardless of the vehicle speed. In general, continuous support models can effectively predict the track 79 
response at frequencies below ≈500Hz [8]. 80 
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 81 

Fig. 1. Continuously supported railway track models, (a) Single-layer model, (b) Two-layer model, (c) Three-82 
layer model. 83 

 84 

Fig. 2. Discretely supported railway track models, (a) Single-layer model, (b) Two-layer model, (c) Three-layer 85 
model, (d) Three-layer model with horizontal damped elastic layer. 86 
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1.2. Foundation Models 87 

Considering a purely elastic Winkler formulation [1] to represent the track support, this model simulates 88 
the foundation properties through a series of independent and closely spaced linear springs. It also 89 
assumes that the reaction at a point on the foundation is proportional to the deflection at that point only 90 
[30–32]. Eq. (2) describes the load-deflection relationship for a Winkler foundation: 91 𝑝(𝑥, 𝑦) = 𝑘𝑢(𝑥, 𝑦) (2) 

where 𝑝 is the pressure, 𝑘 is the foundation coefficient (i.e. the spring stiffness), and 𝑢 is the deflection. 92 
Although it is capable of modelling the foundation behaviour, the Winkler approach is unable to 93 
represent the continuous nature of a railway track. This is due to the linear one-parameter assumption 94 
involved in its formulation (only considering stiffness in the pressure-deflection relation) [3,32–34]. 95 
Fig. 3a shows the localised deflection due to an external load applied on a Winkler foundation – note 96 
how the model fails to describe a continuous response. 97 

Alternatively, interaction between the linear elastic springs can be simulated through a stretched elastic 98 
membrane. This upgraded version of the Winkler model is known as the Filonenko-Borodich 99 
foundation [35]. Thus, accounting for the additional parameter in the model described in Eq. (2), the 100 
load-deflection relation is [31,32,35]: 101 𝑝(𝑥, 𝑦) = 𝑘𝑢(𝑥, 𝑦) − 𝑇∇2𝑢(𝑥, 𝑦) 

(3) 

where ∇2= 𝜕2𝜕𝑥2 + 𝜕2𝜕𝑦2 , 
where 𝑇 is the constant tension force of the membrane and ∇2 is a differential operator defined in 𝑥 102 
and 𝑦, also known as the Laplace operator. Fig. 3b shows the coupling effect introduced by the inclusion 103 
of the membrane. This effect between the linear springs can also be achieved through the foundation 104 
model proposed by Hetényi [3]. This model considers foundation interaction through an elastic plate of 105 
flexural rigidity 𝐷 [3,32–34], as shown in Fig. 3c. The force-deflection relationship is therefore defined 106 
by: 107 𝑝(𝑥, 𝑦) = 𝑘𝑢(𝑥, 𝑦) + 𝐷∇2∇2𝑢(𝑥, 𝑦) (4) 

where ∇2∇2 is the bi-harmonic or bi-Laplacian operator ∇4 [36,37]. The Pasternak foundation [38] 108 
assumes that the interaction of the linear spring is obtained through a shear layer of unit thickness 109 
[2,31,32] – see Fig. 3d. Through the inclusion of this layer in the Winkler foundation model – Eq. (2), 110 
the Pasternak approach allows for both the representation of the compressibility and the shear stiffness 111 
of the foundation [33]. Therefore, assuming a homogenous and isotropic foundation, the force-112 
deflection relationship includes the shear deformation effect 𝐺: 113 𝑝(𝑥, 𝑦) = 𝑘𝑢(𝑥, 𝑦) − 𝐺∇2𝑢(𝑥, 𝑦) (5) 

Additionally, a third parameter can be included to expand the Pasternak formulation, incorporating an 114 
additional layer of elastic springs (Kerr [32,39]). Thus, the coupling of both layers is achieved through 115 
the shear layer placed in the middle of the model. Eq. (6) gives the differential equation of motion: 116 (1 + 𝑘1𝑘2) 𝑝 = 𝐺𝑘1 ∇2𝑝 + 𝑘2𝑢 − 𝐺∇2𝑢 (6) 
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where 𝑘1 and 𝑘2 are the spring constants for the first and second layer, respectively – see Fig. 3e. In 117 
general, this foundation allows for more modelling flexibility due to the third parameter (i.e. the 118 
additional layer) in its formulation [31,33,34]. 119 

Overall, improvement of the single-parameter foundation model proposed by Winkler, in which only 120 
the stiffness foundation 𝑘 is considered, is achieved by including various foundation parameters into its 121 
equation of motion (Eq. (2)), thus allowing for different effects to be simulated. For instance, the two- 122 
and three-parameter models allow for continuity of the elastic foundation through simulation of the 123 
additional material behaviours, such as tension 𝑇 (Filonenko-Borodich [35]), flexural rigidity 𝐷 124 
(Hetényi [3]), and shear deformation 𝐺 (Pasternak [38] and Kerr [32,39]).  125 

Further improvement of the previous foundation models can be obtained through the inclusion of 126 
damping behaviour. To do so, the formulation is extended to include a viscoelastic foundation, by 127 
placing viscous elements (i.e. dashpots) in a variety of arrangements [31,32], which allow for damping 128 
of the model response. Fig. 4a shows the parallel arrangement of elastic and viscous elements, known 129 
as the Kelvin-Voight model. Fig. 4b depicts the Maxwell model, in which the elements are placed in 130 
series. Further, different combinations of both parallel and series arrangements are shown in Fig. 4c-131 
Fig. 4d. These are known as Zener, Poynting-Thomson type 1 and Poynting-Thomson type 2, 132 
respectively [31–33,40]. 133 

 134 

Fig. 3. Mechanical foundation models, (a) Winkler foundation [1], (b) Filonenko-Borodich foundation [35], (c) 135 
Hetényi foundation [3], (d) Pasternak foundation [38], (e) Kerr foundation [32,39]. 136 
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The effect of track subgrade can also be combined with the above approaches [41–44]. For example, 137 
the foundation can be simulated as an elastic and continuum medium with infinite dimensions. The 138 
equations of motion in the different directions 𝑥, 𝑦 and 𝑧 of the half-space are defined as [4,31,45,46]: 139 (𝜆 + 𝐺) 𝜕Θ𝜕𝑥𝑖 + 𝐺∇2𝑢𝑖 + 𝐹𝑖 = 𝜌𝜕2𝑢𝑖𝜕𝑡2 ,   𝑖 = 1,2,3 

where Θ = ∑ 𝜕𝑢𝑗𝜕𝑥𝑗3𝑗=1 , ∇2= ∑ 𝜕2𝜕𝑥𝑗23𝑗=1  

(7) 

where 𝑢𝑖 and 𝐹𝑖 are the displacement and force in the axis 𝑥𝑖, respectively. 𝜆 and 𝐺 are the Lamé 140 
constants, Θ is the volumetric strain, and 𝜌 is the density of the material. Furthermore, Eq. (7) gives the 141 
equations of motion of the system in the three axis 𝑥𝑖=1 = 𝑥, 𝑥𝑖=2 = 𝑦 and 𝑥𝑖=3 = 𝑧. 142 

Half-space foundation models are useful for simulating wave propagation in the supporting soil, which 143 
the previous models cannot accurately describe solely using springs. This wave propagation is important 144 
to consider when modelling ground vibration problems, and when train speeds are high relative to the 145 
track-ground ‘critical velocity’ [47–50]. When analysing such problems it is important to simulate the 146 
effect of soil layering [42,44,47,51]. For example, Fig. 5a shows a homogenous half-space with 147 
boundaries extending to infinity (i.e. −∞ < 𝑥 < ∞,−∞ < 𝑦 < ∞, 0 < 𝑧 < ∞), while Fig. 5b shows a 148 
three layered soil with the lowest layer extending to infinity. 149 

 150 

Fig. 4. Spring-dashpot arrangement, (a) Kelvin–Voight model, (b) Maxwell model, (c) Zener model, (d) 151 
Poynting-Thomson model type 1, (e) Poynting-Thomson type 2. 152 

 153 

Fig. 5. Continuous foundation model, (a) Homogeneous half-space model [4], (b) Multi-layer half-space [44]. 154 

1.3. Vehicle models 155 

Train excitation is a combination of both quasi-static and dynamic loading. Quasi-static loading is due 156 
to the self-weight of the rolling stock and acts as a load sliding on the rail surface. Therefore the 157 
deflection bowl shape is identical in shape and magnitude regardless of position along an infinite rail. 158 
At speeds below the critical velocity, the deflection response is relatively uniform and symmetrical, and 159 
wave propagation does not occur (Fig. 6a). However, above this speed perturbations are generated in 160 
the wake of the load [47,48,50,52], which can be magnified significantly due to superposition if multiple 161 
axles are considered [13,53] (Fig. 6b). 162 
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 163 

 164 

Fig. 6. Track response due to quasi-static excitation (a) below the critical speed, (b) above the critical speed. 165 

In contrast, dynamic loading is due to the interaction of rolling-stock with the track [54,55]. On a 166 
perfectly smooth track with uniform support, a vehicle’s suspension and mass are not excited and the 167 
train glides across the track, thus inducing a track response identical to the quasi-static case. However, 168 
in reality, irregularities (e.g. rail unevenness) excite the vehicle system, resulting in dynamic excitation, 169 
which is amplified with increasing train speed [56]. These dynamic train-track interactions effects result 170 
in increased dynamic contact forces [57,58], increased noise generation [25], and vibration 171 
amplification in both the track and ground [58]. 172 

Considering the differing characteristics of quasi-static and dynamic excitation, if the system is 173 
considered linear elastic, each excitation mechanism can be modelled separately and then added to 174 
obtain the combined response [54,59]. This is shown in Fig. 6 considering a sprung mass on a BOEF. 175 
Notice that when the track unevenness is high, the dynamic component of the excitation becomes 176 
increasingly dominant. 177 

The following section provides a description of different approaches to simulate rolling stock loading, 178 
including simplified moving point load methods and more advanced multi-body methods. Additional 179 
information related to train-track interaction approaches is included in a later section. 180 

 181 

Fig. 7. Track response due to quasi-static and dynamic excitation for (a) low unevenness, and (b) high 182 
unevenness. 183 
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1.3.1. Moving point loads 184 

Perhaps the simplest representation of track loading is achieved assuming a stationary (𝑣 = 0) and 185 
constant load 𝐹 [4,60], see Fig. 8.  186 

 187 

Fig. 8. Track subjected to a moving point load. 188 

Inclusion of a Dirac Delta function 𝛿(∙) allows for the representation of an impulse or transient force. 189 
With this function, an excitation is defined only at a specific position (𝑥) or instance of time (𝑡). 190 
Equation (8) depicts the stationary impulse force, equal to 𝑃 at 𝑥 = 0 and 𝑡 = 0, and equal to zero 191 
elsewhere. This definition can be extended to a moving load as described by [4,8,10,61,62], and the 192 
impulse force is defined using a moving frame of reference, 𝑥 − 𝑣𝑡, which relates the space and time 193 
through the velocity 𝑣. Equation (9) presents the moving impulse excitation equal to 𝑃 at 𝑥 = 𝑣𝑡, and 194 
equal to zero elsewhere. 195 𝐹 = 𝑃𝛿(𝑥)𝛿(𝑡) (8) 

𝐹 = 𝑃𝛿( 𝑥 − 𝑣𝑡) (9) 𝛿(𝑥) and 𝛿(𝑡) are the impulse functions in space and time, respectively, while 𝛿(𝑥 − 𝑣𝑡) is the moving 196 
impulse function. The harmonic oscillating nature of the force can be considered by including the 197 
complex exponential function 𝑒𝑖𝜛𝑡 in Eqs. (8)-(9) [8,14,63]. In this way, the load is no longer constant 198 
(in amplitude) and the oscillatory nature of the unsprung/sprung train can be approximated. Eqs. (10)-199 
(11) show the non-moving and the moving oscillating load with driving oscillating frequency 𝜛, 200 
respectively [4,61,63,64]. 201 

𝐹 = 𝑃𝑒𝑖𝜛𝑡 (10) 

𝐹 = 𝑃𝑒𝑖𝜛𝑡𝛿( 𝑥 − 𝑣𝑡) (11) 

Combining multiple Dirac Delta functions allows for the simulation of more complex effects such as 202 
wheel-rail irregularities [55,65,66] and discrete supports [67–70]. These effects are simulated via the 203 
summation of the reaction forces, resulting from a single axle load, at each sleeper 𝑛, evenly spaced by 204 
a distance 𝑥 = 𝑛𝐿 – as shown in Eq. (12). 205 

𝐹 = ∑ 𝛿(𝑥 − 𝑛𝐿)∞
𝑛=−∞  

(12) 

Considering a linear system, the response due to multiple axle loads can be achieved through 206 
superposition, i.e. either by summing each loading or their single response, according their location in 207 
the structure (Fig. 6).  208 

Despite allowing for an oscillating and moving representation of the excitation source, point load and 209 
quasi-static models cannot describe the aspects of the loading induced by train dynamics. Nevertheless, 210 
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these type of loads enable characterisation and understanding of structural behaviour, and provide the 211 
framework to solve more complex problems such as train-track interaction. 212 

1.3.2. Multi-body systems 213 

Vehicle behaviour can alternatively be simulated using multi-body dynamics. Flexible and rigid body 214 
assumptions can be combined with BOEF approaches, however perhaps the most common is the 215 
assumption of rigidity. Models typically consist of: 216 

 Masses to describe the wheelsets, bogie frames, and car body 217 
 Viscoelastic elements (i.e. springs and dampers) to model the primary and secondary 218 

suspension, and the contact between the wheel and rail 219 

One simple multi-body system is that of a single degree-of-freedom system [71,72]. In this model, 1/4 220 
of a moving train with four axles and two bogie frames is considered through a moving mass 𝑀𝑤 221 
(wheelset with vertical displacement 𝑢𝑤) connected to the rail (i.e. the contact point) through a Hertzian 222 
spring 𝐾𝐻𝑧, with vertical displacement 𝑢𝑟 at its base (Fig. 9a). 223 

An additional degree-of-freedom (vertical displacement 𝑢𝑏) can be accounted through a moving mass 224 
representing the bogie [73–76], as indicated in Fig. 9b. Note that since only a quarter of the vehicle is 225 
modelled, the system includes a single axle and half of a bogie, and both moving masses are connected 226 
via a viscoelastic element 𝑘1-𝑐1 (primary suspension). A quarter of the car body is included in the form 227 
of a static force 𝑃. 228 

Further degrees-of-freedom can be included in the system by adding more components of the train and 229 
including the pitch rotation 𝜑𝑖 of the rigid masses. For instance, half of a moving train with two moving 230 
wheelsets and a moving bogie yields a four-degree-of freedom system [77,78], whereas a five-degree-231 
of-freedom model is achieved with the inclusion of half of the moving car body [79,80]– see Fig. 9c 232 
and Fig. 9d, respectively. 233 

Finally, an entire train can be modelled using larger multi-body systems [19,81–83]. The model shown 234 
in Fig. 9e considers four wheelsets (𝑀𝑤𝑖) connected via the primary suspension (𝑘1,𝑐1) to two bogie 235 
frames (𝑀𝑏𝑖), which at the same time are connected to a complete car body (𝑀𝑐𝑏) through a secondary 236 
suspension (𝑘1,𝑐2). 237 

The selection of the model should depend upon the purpose of the simulation [17,84]. For instance, a 238 
four-degree-of-freedom system (without secondary suspension and car body) is typically sufficient to 239 
study railway-traffic induced vibrations at frequencies above 3 Hz [85]. On the other hand, studies have 240 
shown that at frequencies higher than a few Hertz, the train’s primary and secondary suspension isolate 241 
the bogie and the vehicle body from the wheelset, allowing the vehicle model to be limited to only its 242 
unsprung mass component (i.e. the wheelset) [8]. Thus, for some applications, reduced degree-of-243 
freedom vehicle models, with fewer elements, can give similar results with reduced computational 244 
effort.  However, it should be noted that this depends upon vehicle characteristics. For example, the 245 
stiff suspension commonly found on freight vehicles means that this type of rolling stock may need to 246 
be simulated using a larger number of degrees of freedom in comparison to passenger vehicles.  247 

It should also be noted that the strategies described in this section make use of rigid-body models (i.e. 248 
negligible deformations of elements). However, flexible-body systems (i.e. deformable elements) can 249 
also be implemented in vehicle simulations, particularly when interested in vehicle dynamics rather 250 
than track dynamics [86–88]. 251 
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 252 

Fig. 9. Train multi-body system, (a) one-degree-of-freedom model, (b) two-degree-of-freedom model, (c) four-253 
degree-of-freedom model, (d) five-degree-of-freedom model, (e) ten-degree-of-freedom model. 254 

2. Solution methods 255 

2.1. Equations of motion 256 

A Euler-Bernoulli beam resting on Winkler springs and subject to an external dynamic force 𝐹(𝑥, 𝑡) 257 
can be described by the following equation of motion in the space-time (𝑥, 𝑡) domain [4,6,89]: 258 𝐸𝑟𝐼𝑟𝑢𝑟𝐼𝑉 +𝑚𝑟�̈�𝑟 + 𝑘𝑓𝑢𝑟 = 𝐹 

(13) 

where 𝑢𝑟𝐼𝑉 = 𝜕4𝑢𝑟(𝑥,𝑡)𝜕𝑥4 , �̈�𝑟 = 𝜕2𝑢𝑟(𝑥,𝑡)𝜕𝑡2  
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and where 𝐸𝑟𝐼𝑟 and 𝑚𝑟 are the flexural bending and the mass of the rail ‘𝑟’, respectively. 𝑘𝑓 is the 259 

stiffness of the foundation ‘𝑓’. The corresponding partial derivatives of the rail deflection 𝑢𝑟(𝑥, 𝑡) with 260 
respect to space 𝑥 and time 𝑡 are depicted by 𝑢𝑟𝐼𝑉 and �̈�𝑟, respectively. Fig. 10 shows a diagram of the 261 
system used to formulate Eq. (13) for a single-layer continuously supported model (bending component 262 
excluded for brevity). 263 

 264 

Fig. 10. Continuous single-layer model, (a) discrete section, (b) free-body-diagram. 265 

Eq. (13) is formulated from D’Alembert’s principle [2,4,6], and every term on the left-hand side 266 
represents a force whose sum equals the external dynamic force at the right-hand side, i.e. the system 267 
is in equilibrium. In general, reading from the left, the first two terms correspond to the beam's flexural 268 
bending (internal forces) and mass (Newton’s law) contribution, while the third term is the force exerted 269 
by the linear spring describing the elastic foundation. Following this, the damping effect of the 270 
foundation is included using linear dashpot elements. The contribution of the new elements to the 271 
system is similar to that provided by the springs, however, is proportional to the velocity �̇�𝑟: 272 𝐸𝑟𝐼𝑟𝑢𝑟𝐼𝑉 +𝑚𝑟�̈�𝑟 + 𝑐𝑓�̇�𝑟 + 𝑘𝑓𝑢𝑟 = 𝐹 

(14) 

where �̇�𝑟 = 𝜕𝑢𝑟(𝑥,𝑡)𝜕𝑡  

and where 𝑐𝑓 is the damping of the foundation. Eqs. (13)-(14) depict a simple railway-track model with 273 

a continuously supported single-layer. The simplicity of these models restricts the study of additional 274 
degrees of freedom in the track, which can be considered through the incorporation of more layers in 275 
the foundation model [12,24,25]. For instance, the second layer allows for the representation of the 276 
railpad, sleepers, and ballast elements (Fig. 1), and the computation of the response at the sleeper 277 
level 𝑢𝑠: 278 𝐸𝑟𝐼𝑟𝑢𝑟𝐼𝑉 +𝑚𝑟�̈�𝑟 + 𝑘𝑝(𝑢𝑟 − 𝑢𝑠) + 𝑐𝑝(�̇�𝑟 − �̇�𝑠) = 𝐹 𝑚𝑠�̈�𝑠 − 𝑘𝑝(𝑢𝑟 − 𝑢𝑠) + 𝑘𝑏𝑢𝑠 − 𝑐𝑝(�̇�𝑟 − �̇�𝑠) + 𝑐𝑏�̇�𝑠 = 0 
 

(15) 

where 𝑘𝑝,𝑏 and 𝑐𝑝,𝑏 are the stiffness and damping of the railpad ‘𝑝’ and the ballast ‘𝑏’, respectively; 279 

and 𝑚𝑠 is the mass of the sleeper ‘𝑠’. Fig. 11 shows the section employed to formulate the set of 280 
dynamic equations of motion (Eq. (15)), for a two-layer model continuously supported. 281 

The previously described models follow Euler-Bernoulli theory, which neglects shear and rotational 282 
effects, while assuming the beam’s plane section remains plane and normal to its longitudinal axis, 283 
making them suitable in the study of thinner or larger length-to-thickness ratio beam elements. 284 
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 285 

Fig. 11. Continuous two-layer model (bending component excluded for brevity), (a) discrete section, (b) free-286 
body-diagram. 287 

Alternatively, Timoshenko’s theory [22] is used when considering shear deformation and rotational 288 
inertial contributions, assuming that the plane section remains plane but no longer normal to the beam 289 
axis, which makes it appropriate to study thicker beam elements [22,23,25]. Eq. (15) describes the 290 
dynamic equations of motion for a Timoshenko beam resting on Winkler springs, using a system 291 
analogous to Eq. (13): 292 𝐺𝑟𝐴𝑟𝜅𝑟(𝜙𝑟𝐼 − 𝑢𝑟𝐼𝐼) + 𝑘𝑓𝑢𝑟 +𝑚𝑟�̈�𝑟 = 𝐹 𝐺𝑟𝐴𝑟𝜅𝑟(𝜙𝑟 − 𝑢𝑟𝐼 ) − 𝐸𝑟𝐼𝑟𝜙𝑟𝐼𝐼 + 𝜌𝑟𝐼𝑟𝜙�̈� = 0 (16) 

where 𝜙𝑟𝐼 = 𝜕𝜙𝑟(𝑥,𝑡)𝜕𝑥 , 𝜙𝐼𝐼 = 𝜕2𝜙𝑟(𝑥,𝑡)𝜕𝑥2 , �̈�𝑟 = 𝜕2𝜙𝑟(𝑥,𝑡)𝜕𝑡2  

where 𝜙𝑟 is the bending rotation, 𝐴𝑟 is the cross-sectional area, 𝜌𝑟 is the density, 𝑚𝑟 is the rail mass, 𝐸𝑟 293 
is the Young’s modulus, 𝐺𝑟 is the shear modulus, and 𝜅𝑟 is the shear coefficient. 294 

2.2. Damping formulations 295 

Damping is the process via which a structure’s energy – kinetic and strain, is dissipated. Its inclusion 296 
in the dynamic modelling of the system allows for the representation of the decay of structural vibration 297 
[90].  298 

Among the various damping mechanisms, the two most commonly used for BOEF applications are 299 
viscous and structural/hysteretic. The first case is used for time- and frequency-domain analysis. In 300 
contrast, structural damping is constant at all frequencies and is thus restricted to frequency-domain 301 
simulations due to the causality problems it causes in the time-domain [24,25]. Although both types of 302 
damping can yield similar results in structures with strong natural frequencies, viscous damping is often 303 
preferred when describing railpad behaviour in time domain simulations, which is highly damped in 304 
comparison to the other track elements. In contrast, hysteretic damping can give a better approximation 305 
within a limited frequency range, which makes it commonly used for soil modelling [25], and suitable 306 
for railpad modelling in the frequency domain. 307 

2.2.1. Viscous damping 308 

Viscous damping models represent a linear dissipative behaviour using massless dashpot elements, with 309 
a constant viscous damping coefficient 𝑐, which produces a force 𝐹𝑑 proportional to velocity �̇� in the 310 
time domain [24,90]: 311 
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𝐹𝑑(𝑡) = 𝑐�̇�(𝑡) (17) 

Viscous damping can be employed in frequency domain problems after transforming equation (17) from 312 
the time to frequency domain: 313 

�̃�𝑑(𝜔) = 𝑖𝜔𝑐�̃�(𝜔) (18) 

where �̃�𝑑 and �̃� are the damping force and the deflection in frequency domain 𝜔, respectively. Often, a 314 
complex stiffness 𝑘∗ is used to describe the dynamic stiffness behavior of the system, which is a 315 
combination of the real stiffness 𝑘 and the imaginary damping 𝑖𝜔𝑐: 316 

�̃�𝑘(𝜔) + �̃�𝑑(𝜔) = 𝑘�̃�(𝜔) + 𝑖𝜔𝑐�̃�(𝜔) 
(19) 

where 𝑘∗(𝜔) = (𝑘 + 𝑖𝜔𝑐) 
In which �̃�𝑘(𝜔) is the force provided by the linear spring, with stiffness 𝑘.  317 

The proportional damping proposed by Rayleigh [91] is a particular case of viscous damping typically 318 
employed when performing a modal analysis of classically damped systems. This model assumes the 319 
damping [𝐶] is a linear combination of the mass [𝑀] and/or stiffness [𝐾] [90,92]: 320 [𝐶] = 𝛼1[𝑀] + 𝛼2[𝐾] 

(20) 

where 𝛼1 = 2𝜁𝑛𝜔𝑛,    𝛼2 = 2𝜁𝑛𝜔𝑛  

where 𝛼1 and 𝛼2 are real coefficients related to the mass and damping, respectively; 𝜁𝑛 and 𝜔𝑛 are the 321 
damping ratio and the frequency of the 𝑛𝑡ℎ mode. Moreover, when 𝛼1 = 0 and 𝛼2 ≠ 0 the system is 322 
said to have stiffness-proportional damping. On the contrary, when 𝛼1 ≠ 0 and 𝛼2 = 0, the damping is 323 
mass-proportional.  324 

For structures described by low-order modes or with a low number of degrees-of-freedom, the lowest 325 
natural modes are able to represent the vibration modes of the total system and ensure reliable Rayleigh 326 
parameters 𝛼1 and 𝛼2. However, for complex systems (with larger number of degrees-of-freedom) 327 
whose dynamic behavior is controlled by a large number of modes, determination of these parameters 328 
represents a challenge [90,93]. 329 

A generalised form of Rayleigh damping is achieved by including specific damping ratios for more than 330 
two modes; thus allowing the simulation of a particular damping value over a frequency range 331 
[90,94,95]. This model, known as Caughey damping, is described by: 332 

[𝐶] = [𝑀]∑ 𝛼𝑗([𝑀]−1[𝐾])𝑗𝑁−1
𝑗=0  

(21) 

where 𝜁𝑛 = 12∑ 𝛼𝑗𝑁−1𝑗=0 𝜔𝑛2𝑗−1 

where 𝑁 is the studied number of modes and 𝛼𝑗 are the coefficients related to the damping ratios 𝜁𝑛.  333 

2.2.2. Structural/Hysteretic damping 334 

Structural damping (aka hysteretic or rate-independent linear damping) assumes that a structure's energy 335 
dissipation is almost independent of frequency, and is caused by cyclic internal deformation and 336 

restoration to its original shape. A dashpot element defining structural damping is described by [90]: 337 
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𝑐 = 𝑘𝜂𝜔  
(22) 

where 𝑐 is the damping coefficient proportional to the damping loss factor 𝜂 and stiffness 𝑘, and is 338 
inversely proportional to frequency 𝜔. Thus, according to Eq. (22), the damping effect can be 339 
considered in the form of a complex stiffness 𝑘∗, by means of 𝜂 and 𝑘 [24,25,92]: 340 

𝑘∗ = 𝑘(1 + 𝑖𝜂) 
(23) 

where 𝜂 ≪ 1 

In frequency domain analysis, a system with hysteretic damping is compatible with the causality 341 
principle, i.e. its response due to an external force does not occur before the application of the force. 342 
However, in time domain analysis, an undesirable characteristic of hysteretic damping is that it typically 343 
violates this principle, meaning the force anticipates the system response. In such a case the model is 344 
referred to as non-causal [96,97], and to avoid this, hysteretic damping is usually confined to frequency-345 
domain solutions. The inclusion of a signum function in frequency, sgn(𝜔) [98] can help correct the 346 
mathematical formulation, as shown in Eq. (24). 347 𝑘∗ = 𝑘(1 + 𝑖𝜂sgn(𝜔)) 

(24) 

where sgn(𝜔) = {   𝜂, for 𝜔 > 0   0, for 𝜔 = 0−𝜂, for 𝜔 < 0 

 
Alternative approaches have also been developed to reduce non-causal behaviour, or enforce causality 348 
in the damping formulation. For instance, in the first case, iteration procedures involving Hilbert 349 
transformations can be performed [99,100]. For the latter, both the real and imaginary components in 350 
Eq. (24) are modified and an arbitrary constant 𝜀 is introduced [96], as shown in Eq. (25): 351 

𝑘∗ = 𝑘 (1 + 2𝜋 𝜂 ln |𝜔𝜀 | + 𝑖 𝜂 sgn (𝜔𝜀 )) 
(25) 

2.3. Track dynamics 352 

A variety of modelling strategies have been proposed to compute railway track dynamic behaviour. 353 
These include empirical, analytical, numerical, and semi-analytical strategies. Regarding empirical, 354 
these approaches are based upon past experience and often restricted to specific conditions such as 355 
certain train speed ranges or ground conditions [101,102]. For analytical strategies, models are created 356 
based upon idealised track conditions, thus allowing closed-form solutions to be derived. Often, these 357 
methods are based upon BOEF models, in which the rail rests on either continuous or discrete supports. 358 
However, when dealing with complex track problems such as the spatial variation of geometry and 359 
material properties, analytical solutions are not always practical to obtain. Instead, these limitations can 360 
be overcome by using numerical or semi-numerical strategies. However, despite the benefits of 361 
increased accuracy and flexibility, numerical approaches require additional computational expense. A 362 
selection of the more commonly used approaches is now discussed. 363 

2.3.1. Multi-purpose solution approaches 364 

2.3.1.1. Finite element method  365 

The finite element method (FEM), is a numerical technique that calculates structural response by 366 
subdividing the domain (i.e. the overall structure) into several sub-domains or finite elements, 367 
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interconnected at their nodal points, and selecting appropriate functions to describe their physical 368 
behaviour. Each nodal point is defined by a number of nodal or generalised displacements which 369 
provide the degrees-of-freedom (DOF) of the problem. This allows the governing partial differential 370 
equations of motion to be reformulated in terms of the 𝑁 number of DOFs present in the overall 371 
structure [90,92,103]. 372 

The FEM allows the formulation and solution of a structural system in either the time or frequency 373 
domain, the latter defined after performing domain transformation of the former. Eqs. (26)-(27) depict 374 
the time- and frequency-domain dynamic equations of motion in matrix format respectively: 375 [𝑀]{�̈�(𝑡)} + [𝐶]{�̇�(𝑡)} + [𝐾]{𝑧(𝑡)} = {𝐹(𝑡)} (26) 

−𝜔2[𝑀]{�̂�(𝜔)} + 𝑖𝜔[𝐶]{�̂�(𝜔)} + [𝐾]{�̂�(𝜔)} = {�̂�(𝜔)} (27) 

where 𝑀, 𝐶 and 𝐾 are the (𝑁 × 𝑁) mass, damping and stiffness matrices of the track structure, 376 
respectively; �̈�, �̇�, 𝑧 and 𝐹 are the (𝑁 × 1) vectors of acceleration, velocity, displacement and force in 377 

the time domain 𝑡; while �̂� and �̂� are the vectors of displacement and force in the frequency domain 𝜔. 378 
Furthermore, when formulated in the frequency domain, Eq. (27) can be expressed in terms of the 379 
dynamic stiffness matrix, which relates the displacement-force vectors at a particular frequency value 380 
[104]: 381 ([𝐾] + 𝑖𝜔[𝐶] − 𝜔2[𝑀]){�̂�(𝜔)} = {�̂�(𝜔)} 

(28) 

where [𝐷] = [𝐾] + 𝑖𝜔[𝐶] − 𝜔2[𝑀] 
One-dimensional FE track models make use of two node (i.e. line) beam elements lying on elastic 382 
springs, representing the rail and the support, respectively. Fig. 12a shows a 1D FE track structure with 𝑗 383 
nodes and element length 𝑙𝑒 resting on a layer of continuous springs, and the corresponding DOFs 𝑢 384 
and 𝜑. 385 

Further flexibility is achieved via two-dimensional finite element models. 2D FEM allows for the 386 
representation of 2D solids and deflection in the plane of study. Thus, additional nodal points (e.g. 4 387 
nodes for rectangular elements) and their corresponding DOFs can be included – see for instance [105–388 
108]. Fig. 12b illustrates a 2D BOEF-FE model which employs 8-node quadrilateral elements of 389 
length 𝑙𝑒 resting on springs. 390 

By neglecting the stress or strain in the out-of-plane direction, 2D methods attempt to approximate the 391 
results achieved using fully 3D models. If considering a plane stress assumption, then in-plane stresses 392 
(x-y direction) are allowed and out-of-plane stresses (z direction) or ‘through thickness shear stresses’ 393 
are disregarded, making the assumption suitable for thinner structures – see for instance [109]. 394 
Alternatively, if considering plane strain, this assumes non-zero in-plane, and zero out-of-plane strains. 395 
It allows for stresses in the z direction to be simulated, which makes it appropriate for studying thicker 396 
bodies (e.g. [110–112]). 397 

Alternatively, 3D FE models are capable of a closer geometrical representation of an actual track 398 
structure – see for instance [106,113–116]. This allows for modelling of 3D solids, including complex 399 
railhead geometries if desired [117–121]. Fig. 12c shows a 3D FE model approximating the rail as a 400 
cuboidal shape, using 20-node quadratic elements of length 𝑙𝑒, resting on springs.  401 
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 402 

Fig. 12. Finite Element Models, (a) 1D, (b) 2D, (c) 3D. 403 

 Numerical integration 404 

Time-domain approaches are most commonly employed when aspects of the domain are non-linear 405 
[62]. In general, time-domain solutions employ numerical integration methodologies to solve the 406 
governing differential equation of motion of the track structure defined in Eq. (26). In this formulation, 407 
numerical integration requires time discretisation in the form of a time step or increment Δ𝑡, leading to 408 
the computation at a specific time interval 𝑡𝑗 and its consecutive interval 𝑡𝑗+1 = 𝑡𝑗 + Δ𝑡 [90]. 409 

The integration procedure can be categorised as either explicit or implicit. The former computes the 410 
response at time 𝑡𝑗+1 depending only on the known response at the previous time 𝑡𝑗 (i.e. at 𝑡𝑗+1, the 411 

solution is independent of 𝑡𝑗+1). In contrast, implicit procedures involve values at both times 𝑡𝑗 and 𝑡𝑗+1, 412 

which results in the formulation of an additional system of equations, usually in matrix format, that 413 
must be inverted in order to compute the response at 𝑡𝑗+1 [42]. Further distinction between numerical 414 

integration schemes can be made depending on the system to be solved. Thus, when solving the equation 415 
of motion (26) with no changes in its form, the numerical integration is said to be ‘direct’. ‘Indirect’ 416 
integration procedures require the reformulation of Eq. (26) into an equivalent time-space system which 417 
is instead solved [42,122]. 418 

Direct integration procedures often employ the finite difference method [103]. The Newmark method 419 
and the central difference method, are examples of direct-implicit and direct-explicit integration 420 
methods, respectively. In contrast, the explicit Runge-Kutta and the implicit Crank-Nicolson, are 421 
common indirect integration procedures [42,90,103]. 422 
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2.3.2. Solution methods for continuous track structures 423 

2.3.2.1. Time-space domain approaches 424 

 Analytical time-space solution 425 

An analytical, time-space, single-layered, BOEF model is perhaps the most commonly used simulation 426 
approach in the railway industry. The computation involves the solution of a homogenous differential 427 
equation of motion in which the rail rests on a continuous elastic support, defined by a track modulus 428 
or stiffness 𝑘𝑓 [105,123]: 429 

𝐸𝑟𝐼𝑟𝑢𝑟𝐼𝑉 + 𝑘𝑓𝑢𝑟 = 0 
(29) 

Note that although Eq. (29) is similar to Eq. (14), the former ignores dynamic effects (i.e. inertial 430 
components) and computes the response for the homogenous part of the differential equation (i.e. for a 431 
force, 𝐹 = 0). Solution of Eq. (29) can be obtained through analytical formulations [18,105,123,124] 432 
and expressed in terms of space and time, via the speed-space-time relationship, 𝑣 = 𝑥/𝑡, as shown in 433 
Eq. (30) and Eq.(31) – see [60], respectively: 434 𝑢𝑟(𝑥) = 𝐹(64𝐸𝑟𝐼𝑟𝑘𝑓3)1/4 𝑒−|𝛿𝑥|(cos|𝛿𝑥| + sin|𝛿𝑥|) (30) 

𝑢𝑟(𝑥, 𝑡) = 𝐹8𝐸𝑟𝐼𝑟𝛿3 𝑒−𝛿|𝑥−𝑣𝑡|[cos(𝛿|𝑥 − 𝑣𝑡|) + sin(𝛿|𝑥 − 𝑣𝑡|)] (31) 

𝛿 = ( 𝑘𝑓4𝐸𝑟𝐼𝑟)1/4 = 1𝐿𝑒 
(32) 

where 𝑢𝑟(𝑥, 𝑡) is the rail deflection at track position 𝑥 and time 𝑡, due to a quasi-static force 𝐹, and 𝛿 is 435 
the inverse of the characteristic length,  𝐿𝑒, a parameter that measures the extension of the deflection 436 
bowl of the rail.  437 

2.3.2.2. Frequency-wavenumber domain approaches 438 

Frequency-domain based approaches are typically employed for the study of linear structures. When 439 
computing a railway structure’s response in terms of frequency, the time-domain differential equations 440 
are simplified to an algebraic problem, thus making them more straightforward to solve. 441 

 Fourier transform method 442 

The Fourier transform method allows for a domain conversion through integrals or sums of sinusoidal 443 
waves, before converting into the time domain. The most common Fourier transformations and 444 
corresponding inverse Fourier transformations used for railway problems are shown in Eqs. (33)-(36): 445 𝑓(𝑥, 𝜔) =  ∫ 𝑓(𝑥, 𝑡)𝑒−𝑖𝜔𝑡𝑑𝑡∞

−∞  (33) 

𝑓(𝑥, 𝑡) =  12𝜋∫ 𝑓(𝑥, 𝜔)𝑒𝑖𝜔𝑡𝑑𝜔∞
−∞  (34) 

𝑓(𝛽,𝜔) = ∫ 𝑓(𝑥, 𝜔)𝑒−𝑖𝑥𝛽𝑑𝑥∞
−∞  (35) 

𝑓(𝑥, 𝜔) = 12𝜋∫ 𝑓(𝛽,𝜔)∞
−∞ 𝑒𝑖𝑥𝛽𝑑𝛽 (36) 

where the wavenumber 𝛽 and the angular frequency 𝜔 are the Fourier images of space 𝑥 and time 𝑡, 446 

respectively; 𝑓(𝑥, 𝜔) represents the Fourier transform of function 𝑓(𝑥, 𝑡) or the inverse Fourier 447 



18 
 

transformation of function 𝑓(𝛽, 𝜔); 𝑓(𝑥, 𝑡) is the inverse Fourier transformation of function 𝑓(𝑥, 𝜔); 448 

and 𝑓(𝛽, 𝜔) the Fourier transform of function 𝑓(𝑥, 𝜔). 449 

Fourier transform methods are widely employed for the solution of continuously supported tracks (see, 450 
for instance [61,67,69,125]). Through this approach, firstly the original partial differential equation in 451 
space-time (𝑥, 𝑡) domain – Eq. (37), is analytically transformed into an algebraic equation system in 452 
the wavenumber-frequency (𝛽, 𝜔) domain – Eq. (38): 453 𝐸𝑟𝐼𝑟 𝜕4𝑢𝑟(𝑥, 𝑡)𝜕𝑥4 + 𝜌𝑟𝐴𝑟 𝜕2𝑢𝑟(𝑥, 𝑡)𝜕𝑡2 + 𝑐𝑝 𝜕𝑢𝑟(𝑥, 𝑡)𝜕𝑡 + 𝑘𝑝𝑢𝑟(𝑥, 𝑡) = 𝐹(𝑥, 𝑡) (37) 

𝐸𝑟𝐼𝑟𝛽4�̃�𝑟(𝛽, 𝜔) − 𝜔2𝜌𝑟𝐴𝑟�̃�𝑟(𝛽, 𝜔) + 𝑖𝜔𝑐𝑝�̃�𝑟(𝛽, 𝜔) + 𝑘𝑝�̃�𝑟(𝛽, 𝜔) = �̃�(𝛽, 𝜔) (38) 

where 𝐸𝑟, 𝐼𝑟, 𝜌𝑟 and 𝐴𝑟 are the Young's modulus, the second moment of inertia, the density and the 454 
cross-sectional area of the rail (‘𝑟’), respectively; 𝑘𝑝 and 𝑐𝑝 are the stiffness and damping factor of the 455 

railpad (subscript‘𝑝’), respectively; 𝑢(𝑥, 𝑡) and 𝐹(𝑥, 𝑡) represent the displacement and force in the 456 
space-time domain (𝑥, 𝑡), and displacement �̃�𝑟(𝛽, 𝜔) and force �̃�(𝛽, 𝜔) are the corresponding Fourier 457 
transformations in wavenumber-frequency domain (𝛽, 𝜔). After the track response is computed in the 458 
frequency domain, an inverse Fourier transform is used in order to transform the results back into the 459 
desired domain. 460 

 Filon quadrature method 461 

The Filon quadrature [126], is a numerical method that allows for the domain transformation of a 462 
function by limiting the number of points in the integration. Thus, instead of solving for an infinite 463 
sampling, as required by Fourier, Filon quadrature makes use of a finite ascending sampling 𝜉 which 464 
does not need to be evenly spaced. The method can evaluate highly oscillatory integrals whose 465 
integrands are smooth and non-oscillatory functions �̃�(𝜉) multiplying a oscillatory function 466 
traditionally involving trigonometric functions [127,128]. Different representations have been 467 
developed for the domain transformation of a function through this procedure, for instance, Eqs. (39)-468 
(42) describe the Filon quadrature of Fourier cosine, Fourier sine and Fourier integral, respectively 469 
[128–131]: 470 

𝑔(𝑟) = ∫ �̃�(𝜉)𝜉𝑒𝑛𝑑𝜉1 cos(𝜉𝑟) 𝑑𝜉 (39) 

𝑔(𝑟) = ∫ �̃�(𝜉)𝜉𝑒𝑛𝑑𝜉1 sin(𝜉𝑟) 𝑑𝜉 (40) 

𝑔(𝑟) = ∫ �̃�(𝜉)𝜉𝑒𝑛𝑑𝜉1 𝑒𝜉𝑟𝑑𝜉 (41) 

where 𝑔(𝑟) is the Filon quadrature or transformed function computed at sampling point 𝑟, �̃� is the 471 
continuous function to transform in the interval (𝜉1, 𝜉𝑒𝑛𝑑) of the sampling 𝜉. Thus, for a transformation 472 
from wavenumber to space domain, it is noticeable that 𝑔(𝑟) corresponds to the integral in Eq. (36) at 473 

a particular point 𝑥 = 𝑟. This allows for the computation of the correspoding transformed function 𝑓(𝑟) 474 
at 𝑟 through [129]: 475 𝑓(𝑟) = 12𝜋 𝑔(𝑟) (42) 
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 Contour integration method 476 

The contour integration is an analytical method that solves an integral around a contour or closed path 477 
in the complex plane. The integration around this contour can be split into an integral along the real 478 
axis from −𝑅 → −∞ to 𝑅 → ∞ (i.e. a straight path), plus the integration of a semicircle ‘𝐶𝑅’ connecting 479 
the two ends of the previous path [4,132,133]. Furthermore, the contour domain encloses special points, 480 
known as poles, whose properties allow for the computation of the closed domain integral, which can 481 
be solved through residue theorem [25,69,132,133]. Eq. (43) depicts the contour integration of 482 
function �̃�(𝜉) evaluated through the summation of its residues 𝑅𝑒𝑠 �̃�(𝜉) at the 𝑗 poles 𝜉𝑗. 483 

∮ �̃�(𝜉)𝑑𝜉𝐶 = lim𝑅→∞∫  �̃�(𝜉)𝑑𝜉𝑅
−𝑅 +∫ �̃�(𝜉)𝑑𝜉𝐶𝑅 = 2𝜋𝑖∑𝑅𝑒𝑠 �̃�(𝜉)|𝜉=𝜉𝑗𝑛

𝑗=1  (43) 

For instance, transforming the rail response �̃�𝑟(𝛽, 𝜔) in Eq. (38) from wavenumber-frequency domain 484 
– as shown in Eq. (44), to space-frequency domain through the inverse Fourier transformation in Eq. 485 
(45), it is possible to realise that �̃�(𝜉) = �̃�(𝛽): 486 

�̃�𝑟(𝛽, 𝜔) = �̃�(𝛽, 𝜔)𝐸𝑟𝐼𝑟𝛽4 −𝜔2𝜌𝑟𝐴𝑟 + 𝑖𝜔𝑐𝑝 + 𝑘𝑝 (44) 

�̂�𝑟(𝑥, 𝜔) = 12𝜋∫ �̃�(𝛽)𝑑𝛽∞
−∞  

(45) 

where �̃�(𝜉) = �̃�(𝛽) = �̃�𝑟(𝛽)𝑒−𝑖𝑥𝛽 

Furthermore, the points at which function �̃� becomes singular (i.e. no longer analytical), are the poles. 487 
For this particular example, the poles corresponds to the four wavenumber roots 𝛽𝑗: 488 

𝛽4 = 𝜔2𝜌𝑟𝐴𝑟 − 𝑖𝜔𝑐𝑝 − 𝑘𝑝𝐸𝑟𝐼𝑟 = {𝛽1 = 𝛽               𝛽2 = 𝑖𝛽1 = 𝑖𝛽  𝛽3 = 𝑖𝛽2 = −𝛽 𝛽4 = 𝑖𝛽3 = −𝑖𝛽 (46) 

Thus, dropping 𝜔 for convenience and considering a unit force �̃�(𝛽, 𝜔) = 1, the residues of 489 

function �̃�(𝛽𝑗) and the transformed response �̂�𝑟(𝑥, 𝜔) can be defined [25,69,133]: 490 

𝑅𝑒𝑠 �̃�(𝛽𝑗) = lim𝛽→𝛽𝑗(𝛽𝑗 − 𝛽𝑗) 𝑒−𝑖𝑥𝛽𝐸𝑟𝐼𝑟(𝛽𝑗 − 𝛽1)(𝛽𝑗 − 𝛽2)(𝛽𝑗 − 𝛽3)(𝛽𝑗 − 𝛽4)= 𝑒−𝑖𝑥𝛽4𝐸𝑟𝐼𝑟𝛽𝑗3 

(47) 

�̂�𝑟(𝑥, 𝜔) = 12𝜋∮ �̃�(𝛽)𝑑𝛽𝐶 = ±𝑖∑ 𝑒−𝑖𝑥𝛽4𝐸𝑟𝐼𝑟𝛽𝑗3𝑛
𝑗  (48) 

where the sign in Eq. (48) depends upon the chosen contour, which in turn is based on the poles’ position 491 
in the complex plane [4,25,69,133] – see Fig. 13. Thus, poles in the first and second quadrant are 492 
enclosed in the upper anti-clockwise semicircle, giving a positive sign in Eq. (48) and corresponding to 493 
positions at 𝑥 ≥ 0. Alternatively, poles in the third and fourth quadrant in the lower clockwise domain 494 
result in a negative sign in Eq. (48), corresponding to 𝑥 ≤ 0. However, for the case where the poles are 495 
purely real, the contour must be rearranged to include or exclude the points lying on the real axis. 496 
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 497 

Fig. 13. Upper and lower contour integration paths [133]. 498 

 Boundary value method 499 

The boundary value method is an analytical solution approach which computes the global track response 500 
by utilising symmetry in the moving direction, and making assumptions about the characteristics of 501 
wave energy. The method computes an infinite and constant track response, by treating the external 502 
load as part of the boundary conditions instead of part of the equations of motion, thus only considering 503 
the homogeneous part of the ordinary differential equation [133]. Therefore, by solving the 504 
homogeneous part of the equation of motion, and assuming harmonic excitation, the track deflection 505 
can be computed using Eq. (49) [25,89,133]: 506 

�̂�𝑟(𝑥, 𝜔) = (∑𝐸𝑗𝐶𝑗𝑒𝑖𝛽𝑗𝑥𝐽
𝑗=1 )𝑒𝑖ω𝑡 (49) 

where �̂�𝑟(𝑥, 𝜔) is the rail displacement in the space-frequency domain, 𝐸𝑗 is the eigenvector 507 

corresponding to the decaying eigenvalues |𝜆𝑗| < 1 (i.e. the decaying solutions); 𝐶𝑗 is the amplitude of 508 

the wave components (arbitrary constants in the homogeneous equation [42]), and 𝛽𝑗 is the wavenumber 509 

root. Furthermore, the response can be assumed to be symmetrical around the loading point, making it 510 
possible to take advantage of track symmetry. Therefore, only half of the track response requires 511 
computation. 512 

Next, insertion of Eq. (49) in the homogeneous differential equation provides the characteristic 513 
polynomial, which must be solved to obtain the deflection. However, since symmetry is enforced, the 514 
problem is considerably simplified, and only half of the coefficients are taken into account in the 515 
formulation. Therefore, only the wavenumbers associated with the studied portion of the structure 516 
(right-hand side: 𝑥 > 0, or left-hand side: 𝑥 < 0) are accounted for in the solutions [25,133]. 517 

For an infinite and constant track, only decaying/propagating wave components must be considered. 518 
This is because waves that increase in magnitude as they propagate cannot exist and so are ignored. 519 
Thus, for 𝑥 > 0, the 𝛽𝑗 roots which lie in the first and the second quarter (Fig. 14a), excluding the 520 

positive real axis, are included in the response [133]. Whereas at 𝑥 < 0, the 𝛽𝑗 roots which lie in the 521 

third and fourth quarter (Fig. 14b), excluding the negative real axis, must be considered in the response 522 
computation [133]. Finally, the solution is calculated by enforcing the boundary conditions at  𝑥 =523 0 (i.e. at the point of load application). 524 
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 525 

Fig. 14. Wavenumber solutions [133], (a) first and second quarter solutions (for x>0), (b) third and fourth 526 
quarter solutions (for x<0). 527 

2.3.3. Solutions for periodic track structures 528 

Periodicity implies the presence of repetitive features, such as geometrical or material properties. 529 
Periodic structures can be found in both ballast and slab tracks, for which repetitive parameters (such 530 
as material properties and track dimensions) are present in the train passage direction. In ballasted 531 
tracks, periodicity arises from the repeated pattern provided by the sleepers [134,135] as shown in Fig. 532 
15a. Similarly, slab tracks have a periodic nature due to either the discrete rail-seats [136,137], or 533 
repeating slab units [14,75,138,139]. Fig. 15b and Fig. 15c show examples of 3D FE meshes of slab 534 
track periodicity in terms of rail-seats and slab panels respectively. 535 

Periodicity in the track can be studied using a fully-periodic or semi-periodic approach. In the former, 536 
the entire and infinitely extending track is assumed to have invariant material and geometric properties. 537 
In contrast, the periodicity of semi-periodic structures is restricted to specific sections that are 538 
discretised according to their parameters (i.e. discrete patterns or discrete periodicity) which are later 539 
combined through compatibility conditions. Fig. 16a shows a fully-periodic, Ω, BOEF model with 540 

generic domains Ω̃ of length 𝐿, while Fig. 16b presents a semi-periodic BOEF model comprised of four 541 
periodic domains or sections (Ω𝐴, Ω𝐵, Ω𝐶  and Ω𝐷) coupled to each other. 542 

To study longer structures (e.g. infinitely long tracks) and still provide accurate results with minimal 543 
computational effort, the periodic nature of the track (i.e. invariant geometrical and material properties) 544 
is exploited during modelling and analysis. With this method, the response of the complete periodic 545 
domain Ω (i.e. the total invariant structure), is obtained by restricting the study domain to only a 546 

portion Ω̃ of the structure (also known as the restricted, generic, or unit element, as shown in Fig. 16), 547 

which is later used to retrieve the total response via compatibility conditions at the boundaries of Ω̃. 548 
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 549 

Fig. 15. Overview of 3D periodic and generic domains, (a) ballasted track – periodicity due to sleeper 550 
placement, (b) slab track – periodicity due to rail-seats, (c) slab track – periodicity due to the discontinuous 551 

slabs. 552 
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 553 

Fig. 16. BOEF model with, a) fully-periodic domain and b) four semi-periodic domains. 554 

2.3.3.1. Discrete Supports 555 

Despite often being used to provide an approximation of discrete track response, continuously supported 556 
track models are unable to fully capture the discrete character of such structures. This discrete behaviour 557 
is generated for example by the sleepers (parametric excitation), which are periodically spaced and give 558 
rise to a change in dynamic stiffness, which includes the ‘pinned-pinned’ resonance frequency 559 
[10,18,24,25].  560 

 Point Source method 561 

In the analytical point-source method described by Heckl [140], the discrete nature of railway track 562 
supports is modelled in the form of reaction forces, which are proportional to the displacements 563 
generated at the support points. Heckl assumes the track is subject to an external stationary vertical 564 
point-force modelled as a free (i.e. infinitely long) Timoshenko beam discretely supported by a spring-565 
mass-spring element representing the railpad, the sleeper, and the ballast, as shown in Fig. 17. 566 

 567 

Fig. 17. Discretely supported track model [140]. 568 

The track response is computed using superposition, considering both the effect of the wheel force and 569 
the point force at the structure's multiple discrete supports. Based on this, the receptance 570 
response 𝛼(𝑥, 𝑥𝐹) at any point 𝑥 of the beam due to a unit point force 𝐹 = 1 applied at 𝑥𝐹, is first 571 
determined by [25,140]: 572 𝛼(𝑥, 𝑥𝐹) = 𝑢𝑝𝑒−𝑖𝛽𝑝|𝑥−𝑥0| + 𝑢𝑒𝑒−𝑖𝛽𝑒|𝑥−𝑥0| (50) 
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𝑢𝑝,𝑒 = 𝑖𝐺𝑟𝐴𝑟𝜅𝑟 ( 𝛽𝑝,𝑒2 + 𝐴14𝛽𝑝,𝑒3 + 2𝛽𝑝,𝑒𝐴2),   𝛽𝑝,𝑒2 = −12𝐴2 ± 12√𝐴22 − 4𝐴3 

(51) 𝐴1 = 𝐺𝑟𝐴𝑟𝜅𝑟𝐸𝑟𝐼𝑟 − 𝜌𝑟𝐼𝑟𝜔2𝐸𝑟𝐼𝑟 , 𝐴2 = −(𝑚𝑟𝜔2𝐺𝑟𝐴𝑟𝜅) − (𝜌𝑟𝐼𝑟𝜔2𝐸𝑟𝐼𝑟 ) ,𝐴3 = (𝑚𝑟𝜔2𝐸𝑟𝐼𝑟 )(𝜌𝑟𝐼𝑟𝜔2𝐺𝑟𝐴𝑟𝜅𝑟 − 1) 

where 𝑢𝑝 and 𝑢𝑒 are the amplitude of the propagating bending wave, and the peak value of the bending 573 

wave in the near-field respectively; the wavenumbers 𝛽𝑝 and 𝛽𝑒 correspond to the solution close to the 574 

positive real and negative imaginary axes respectively (Eq. (51)). Constants 𝐴1, 𝐴2 and 𝐴3 relate the 575 
various Timoshenko beam parameters, where 𝐴𝑟 is the cross-sectional area, 𝜌𝑟 is the density, 𝑚𝑟 is the 576 
rail mass, 𝐸𝑟 is the Young’s modulus, 𝐺𝑟 is the shear modulus, and 𝜅𝑟 is the shear coefficient. 577 

To compute the response of a discretely supported periodic track, consider an infinitely long 578 
Timoshenko beam with 𝑛 equally spaced supports at positions 𝑥𝑛 = 𝑛𝐿. Furthermore, at positions 𝑥 far 579 
from the excitation point 𝑥0 (i.e. 𝑥 ≫ 𝑥0), the response is negligible so can be ignored; thus, it is only 580 
required to consider a large, but not infinite, number of supports: 𝑛 = −𝑁,… ,𝑁. In general, the method 581 
assumes that each support exerts a point force 𝐹𝑛 = −𝐷𝑢(𝑥𝑛) at each 𝑥𝑛 in the beam, where 𝐷 is the 582 
dynamic stiffness of the support. Next, using the superposition principle, the track response 𝑢(𝑥) can 583 
be defined [24,25,140]: 584 

𝑢(𝑥) = 𝐹0𝛼(𝑥, 𝑥0) + ∑ 𝐹𝑛𝛼(𝑥, 𝑥𝑛)𝑁
𝑛=−𝑁  

 

(52) 

where both receptance values 𝛼(𝑥, 𝑥𝐹 = 𝑥0) and 𝛼(𝑥, 𝑥𝐹 = 𝑥𝑛) are computed from Eq. (51). Notice 585 
that the left term in Eq. (52) corresponds to the response due to the external wheel force 𝐹 = 𝐹0, in 586 
which the position 𝑥𝐹 = 𝑥0 is in the range 0 ≤ 𝑥0 ≤ 𝐿. The right hand term refers to the response due 587 
to the point forces 𝐹 = 𝐹𝑛, arising from the supports at positions 𝑥𝐹 = 𝑥𝑛. For the track model depicted 588 
in Fig. 17, the dynamic stiffness 𝐷 of the support includes the effect of the railpad, sleeper and the 589 
ballast, such that [25,141,142]:  590 𝐷 = 𝑚𝑠𝜔2𝑘𝑝 − 𝑘𝑝𝑘𝑏𝑚𝑠𝜔2 − (𝑘𝑝 + 𝑘𝑏) (53) 

where 𝑚𝑠 is the mass of the sleeper, and 𝑘𝑝 and 𝑘𝑏 refer to the damping of the railpad and ballast, 591 

respectively. Next, Eq. (52) is evaluated at a particular support at position 𝑥 = 𝑥𝑚 – resulting in Eq. 592 
(54), which allows the formulation of Eq. (55), that can be inverted to obtain the response 𝑢(𝑥𝑛) 593 
[25,140]: 594 

𝑢(𝑥 = 𝑥𝑚) = 𝐹0𝛼(𝑥𝑚, 𝑥0) − 𝐷 ∑ 𝑢(𝑥𝑛)𝛼(𝑥𝑚, 𝑥𝑛)𝑁
𝑛=−𝑁  

(54) 

([𝐼] + 𝐷[𝛼(𝑥𝑚, 𝑥𝑛)]){𝑢(𝑥𝑛)} = 𝐹0{𝛼(𝑥𝑚, 𝑥0)} (55) 

In Eq. (55), both the identity matrix [𝐼] and the receptance matrix at all support points [𝛼(𝑥𝑚, 𝑥𝑛)] have 595 
size (2𝑁 + 1 × 2𝑁 + 1), both the vector of transfer receptance for point 𝑥0  { 𝛼(𝑥𝑚, 𝑥0)} and the vector 596 
of displacements {𝑢(𝑥𝑛)}, have size (2𝑁 + 1 × 1). Once 𝑢(𝑥𝑛) is obtained through Eq. (55), this is 597 
inserted in Eq. (52) and the displacement of the track 𝑢(𝑥) at a general point is computed [24,25].  598 
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When a unit force is considered (𝐹0 = 1), Eq. (54) describes the point receptance of the discrete system 599 
in the frequency domain, i.e. 𝑢(𝑥 = 𝑥𝑚) = 𝛼(𝜔). This allows for the definition of the decay rate of 600 
vibration ∆, a parameter which describes the noise radiated from the track structure [141,143,144]: 601 ∆≈ 4.343|𝑌(𝑥 = 0)|2∑ |𝑌(𝑥𝑛)|2 ∆𝑥𝑛𝑥𝑚𝑎𝑥𝑥𝑛=0  (56) 

in where the mobility function, defined by 𝑌 = 𝛼(𝜔) 𝜔, is computed at different measurement 602 
points 𝑥𝑛, including the first point in the grid 𝑥 = 0 and the last or maximum measurement point 𝑥𝑚𝑎𝑥, 603 
and ∆𝑥𝑛 is the distance between the mid-points of the intervals of the grid. 604 

 Dirac Comb approach 605 

The Dirac Comb approach, is an analytical method that describes the discrete support effect through a 606 
Dirac Delta function 𝛿(𝑥 − 𝑛𝐿) in which the response is non-zero at the support position 𝑥 = 𝑛𝐿. Thus, 607 
considering an infinitely long track structure with 𝑛 support points, its solution requires the inclusion 608 
of all the supports by means of a Dirac Comb function Π(𝑥) [67–70], as shown in Eq. (12) and recalled 609 
in Eq. (57): 610 

Π(𝑥) = ∑ 𝛿(𝑥 − 𝑛𝐿)∞
𝑛=−∞  (57) 

Combining Eq. (57) with the differential equation of motion for a Euler-Bernoulli beam subject to a 611 
load 𝐹(𝑥, 𝑡): 612 𝐸𝑟𝐼𝑟 𝜕4𝑢(𝑥, 𝑡)𝜕𝑥4 +𝑚𝑟 𝜕2𝑢(𝑥, 𝑡)𝜕𝑡2 + Π(𝑥) [𝑘𝑝𝑢(𝑥, 𝑡) + 𝑐𝑝 𝜕𝑢(𝑥, 𝑡)𝜕𝑡 ] = 𝐹(𝑥, 𝑡) (58) 

The first two terms in Eq. (58) are related to the continuous rail, where 𝐸𝑟𝐼𝑟 and 𝑚𝑟 are the flexural 613 
bending and mass of the rail, respectively. On the contrary, the terms in brackets of Eq. (58), correspond 614 
to the discrete supports with the stiffness 𝑘𝑝 and damping 𝑐𝑝. Eq. (58) in the space-time (𝑥, 𝑡) domain 615 

is analytically transformed, through the inverse Fourier, into the wavenumber-frequency (𝛽, 𝜔) 616 
domain: 617 

𝐸𝑟𝐼𝑟𝛽4�̃�(𝛽, 𝜔) − 𝜔2𝑚𝑟�̃�(𝛽, 𝜔) + [𝑖𝜔𝑐𝑓 + 𝑘𝑓] ∑ �̂�(𝑛𝐿, 𝜔)𝑒−𝑖𝛽𝑛𝐿∞
𝑛=−∞ = �̃�(𝛽,𝜔) (59) 

Since the supports 𝑛 are equally spaced by length 𝐿, the structure is periodic with period 𝐿. This allows 618 
the track response �̂�(𝑛𝐿, 𝜔) in Eq. (59) to be rewritten according to Floquet’s theorem [14,63,69,70]: 619 �̂�(𝑥 + 𝑛𝐿,𝜔) = �̂�(𝑥, 𝜔)𝑒𝑛𝑔  (60) 

where 𝑔 is a complex coefficient of propagation. Thus, with 𝑥 = 0, Eq. (60) can be combined with Eq. 620 
(59), yielding: 621 

𝐸𝑟𝐼𝑟𝛽4�̃�(𝛽, 𝜔) − 𝜔2𝑚𝑟�̃�(𝛽, 𝜔) + [𝑖𝜔𝑐𝑝 + 𝑘𝑝]�̂�(0,𝜔) ∑ 𝑒𝑛𝑔𝑒−𝑖𝛽𝑛𝐿∞
𝑛=−∞ = �̃�(𝛽,𝜔) (61) 

It should be noted that solutions computed through Eq. (60) are valid for the entire structure [69]. This 622 
allows the problem to be simplified, requiring only the computation of �̂�(𝑥 = 0, 𝜔) in Eq. (60) to 623 
retrieve the response anywhere in the domain. 624 
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 Time domain Green’s function approach 625 

A common BOEF modelling strategy is to compute the Green’s function for a BOEF system in the 626 
frequency-wavenumber domain and combine it directly with a frequency-wavenumber defined load 627 
[61,69]. However, if non-linear train-track interaction is of interest, a space-time domain Greens’ 628 
approach for the track can be useful, because then the train-track interaction is not restricted to being a 629 
linear system. To achieve this, in the semi-analytical Green’s function approach [57,58,145], the 630 
frequency-wavenumber Green’s function is transformed into the space-time domain, before combining 631 
with a load defined in terms of time. 632 

The space-frequency domain Green’s function can be computed either in a fixed [57] or moving 633 
reference frame [58,145]. In the former, the load speed 𝑣 is disregarded and the Green’s function is 634 
stationary, i.e. the track receptance is computed. Alternatively, in the latter case, the speed is directly 635 
accounted for inside the Green’s function formulation. Considering a moving reference frame, the 636 
Green’s function 𝐺 for a track resting on 𝑛 discretely supported sleepers equally spaced by a length 𝐿 637 
(see Fig. 17), can be defined in the space-frequency domain through Eq. (62) [29,145]: 638 

𝐺(𝑥′, 𝑥0 = 𝑎 + 𝑣𝑡, 𝜔) = ∑ 𝐺𝑛(𝑥′, 𝜔)∞
𝑛=−∞ 𝑒−𝑖2𝜋𝑛(𝑥=𝑎+𝑣𝑡+𝑥′)/𝐿 

(62) 

where 𝐺 is the track response at the observation point: 𝑥 = 𝑎 + 𝑣𝑡 + 𝑥′, due to a unit impulse applied 639 
at, 𝑥0 = 𝑎 + 𝑣𝑡. The initial position of the force is: 𝑥0 = 𝑎 (at 𝑡 = 0), where 𝑥′is the space coordinate 640 

measured from the load position, and 𝜔 is the angular frequency. Once 𝐺 is determined, an inverse 641 
Fourier transformation is employed (Eq. (34)) to obtain the time domain moving Green function, as a 642 
function of time 𝜏: 643 𝐺(𝑥′, 𝑥0, 𝜏) = 12𝜋∫ �̂�(𝑥′, 𝑥0, 𝜔)∞

−∞ 𝑒𝑖𝜔𝜏𝑑𝜔 
(63) 

in where the moving Green’s function 𝐺 can be interpreted as the track response computed at the 644 
observation point 𝑥 = 𝑎 + 𝑣(𝜏 − 𝑡) + 𝑥′ = 𝑣𝜏 = 𝑎 + 𝑣𝑡 + 𝑥′ at the time instant 𝜏, due to a unit 645 
impulse force at 𝑥0 + 𝑣(𝜏 − 𝑡) at 𝜏 = 0 (see [145]). Finally, the total track response is computed 646 
through a Duhamel’s or convolution integral [90,146,147] which combines both the response due to a 647 
unit impulse (i.e. the Green’s function) and the external force 𝐹 [58,145]: 648 𝑢𝑟(𝑥′, 𝑎, 𝑡) = 12𝜋∫ 𝐺(𝑥′, 𝑎 + 𝑣𝑡, 𝜔)�̂�(𝜔)𝑒𝑖𝜔𝑡𝑑𝜔∞

−∞= ∫ 𝐺(𝑥′, 𝑎 + 𝑣𝑡, 𝑡 − 𝜏)𝐹(𝜏)𝑑𝜏∞
−∞  

(64) 

where �̂� and 𝐹 are the external force in the frequency and time domain, respectively; and 𝑢𝑟 is the rail 649 
deflection in the space-time domain. 650 

Overall, the integral in Eq. (64) allows for the computation of the track response in the time domain and 651 
gives the framework for the study of complex problems, e.g. the train-track interaction dynamics via 652 
iterative time-stepping integration procedures – see for instance [57,58,145], for which 𝐺 must be 653 
computed at different track and loading positions. 654 

2.3.3.2. Transfer Matrix Method 655 

The dynamic behaviour of repetitive track structures can be studied by taking advantage of their periodic 656 
features and their characteristics of wave propagation [104,148–150]. The Transfer Matrix Method 657 
(TMM), also known as the Repeating-Unit-Method [139], is an analytical method that makes use of a 658 
constant of propagation 𝜆, to relate the displacements and forces at the boundaries of the same unit and 659 
periodic element, or cell, whose cross-sectional properties are considered to be uniform in a particular 660 
direction: 661 
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{�̂�𝑅} = 𝜆 {�̂�𝐿}  ,     {�̂�𝑅} = −𝜆 {�̂�𝐿} (65) 

where �̂�𝑅,𝐿 and �̂�𝑅,𝐿 are the vectors of displacements and forces, respectively, at the right–hand 𝑅 and 662 
left-hand 𝐿 boundary (see Fig. 18). Bearing in mind Eq. (65), the response in each periodic element can 663 

be computed by employing the Transfer matrix [𝑇] to relate vectors �̂� and �̂� according their position in 664 
the cell (i.e. right- and left-hand side). 665 

 666 

Fig. 18. Displacements and forces on multiple unit elements [113]. 667 

Matrix [𝑇] is computed from the Dynamic Stiffness Matrix [𝐷]. The latter is based on the discrete 668 
dynamic equation of a cell obtained from a finite element model at a frequency ω (Eq. (28)), however, 669 
only relating the boundaries (i.e. external or active nodes) of the unit element [104,148,151]: 670 [𝐷] = [𝐾] + 𝑖𝜔[𝐶] − 𝜔2[𝑀] (66) 

{�̂�} = {�̂�𝐿�̂�𝑅} = [𝐷𝐿𝐿𝐷𝑅𝐿    𝐷𝐿𝑅𝐷𝑅𝑅] {�̂�𝐿�̂�𝑅} = [𝐷]{�̂�} (67) 

where  [𝐷𝑙𝑚] (𝑙, 𝑚 = 𝐿, 𝑅) represents a submatrix of the partitioned matrix [𝐷]. Next, [𝑇] can be 671 
obtained through matrix manipulation and enforcement of compatibility conditions at the boundaries 672 
[104,152]: 673 {𝑆𝑅} = { �̂�𝑅−�̂�𝑅} = [𝑇] {�̂�𝐿�̂�𝐿} = [𝑇]{𝑆𝐿} 

where, [𝑇] = [ −𝐷𝐿𝑅−1𝐷𝐿𝐿−𝐷𝑅𝐿 + 𝐷𝑅𝑅𝐷𝐿𝑅−1𝐷𝐿𝐿   𝐷𝐿𝑅−1−𝐷𝑅𝑅𝐷𝐿𝑅−1] (68) 

and where {S𝑅} and {S𝐿} define the state vectors (i.e. vectors containing displacements and forces) at 674 
the right- and left-hand sides, respectively. Combining Eq. (68) and Eq. (65), and expressing the new 675 
relation in terms of the unit cell number 𝑝, it is possible to state the following eigenvalue problem: 676 {𝑆𝑝+1𝐿 } = [𝑇]{𝑆𝑝𝐿}    ⟹   {𝑆𝑝+1𝐿 } = 𝜆{𝑆𝑝𝐿} (69) 

Following this methodology, it is assumed that the state vectors propagate along the structure without 677 
amplitude and phase changes. Thus, the wave propagation ‘pattern’ is obtained using the eigenvalues 𝜆 678 
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and eigenvectors {𝑆𝑝𝐿} of the Transfer matrix [𝑇]. In other words, the response vector can be determined 679 

by combining, via a scalar multiplication, each eigenvector and its associated eigenvalue with a 680 
constant 𝐶– a process known as the linear combination of eigenvectors [153]. However, only those 681 
values corresponding to decaying solutions (i.e. |𝜆| < 1) are used to compute the response throughout 682 
the entire structure. This is described mathematically as: 683 

{𝑆𝑝+1𝐿 } = ∑𝐶𝑛𝜆𝑛{𝑆𝑝,𝑛}𝑁
𝑛=1   (70) 

where 𝜆𝑛 and {𝑆𝑝,𝑛} are the eigenvalues and eigenvectors corresponding to the decaying solutions, 684 

respectively. 𝐶𝑛 represents the constant factors of propagation determined through the boundary 685 
conditions, and 𝑁 is the number of degrees of freedom at each boundary. Since the unit element is the 686 
same along the entire structure, its eigenvalues and eigenvectors do not change. Further, waves 687 
propagate along the structure unchanged, except for amplitude and phase, which are given by the 𝐶 688 
coefficients. Thus, the only values that must be updated in Eq. (70) are the coefficients 𝐶𝑛. 689 [𝑇] relates the state vectors at one point in a ‘structural chain’ (i.e. overall structure made of several 690 
periodic elements) to those at another point. Also, this matrix is computed for each part of the structure 691 
until boundary conditions can be enforced, so that one cell can be related to another [150]. Based on 692 
this ‘chain’ analogy, [𝑇] has also been employed in alternative implementations such as the ‘layer 693 
transfer matrix’ to study track-soil interaction, for which soil is considered to be composed of several 694 
layers, all of them related via the transfer matrix [𝑇] [42,46,154,155]. 695 

2.3.3.3. Floquet method 696 

The Floquet transform [156], is an analytical method which exploits a track structure's periodic nature 697 
by studying a subdomain only [157–160]. The method defines 𝛺 as a three-dimensional periodic 698 
domain in the Cartesian reference system: 𝑒𝑥 , 𝑒𝑦, 𝑒𝑧, as shown in Fig. 16. This domain is formed from 699 

the repetition of �̃�, which is the unit, generic or reference element defined by �̃� = {𝑌 ∈ 𝛺| − 𝐿/2 <700 𝑌 ∙ 𝑒𝑦 < +𝐿/2}, with the position vector of any point in 𝛺 given by {𝑌} = {𝑥𝑒𝑥 + 𝑦𝑒𝑦 + 𝑧𝑒𝑧} 701 

[137,158,160,161]. 702 𝐿 is the length period (i.e. length of �̃� in 𝑒𝑦) and  �̃� is invariant in any translation at position 𝑝𝐿𝑒𝑦, 703 

where 𝑝 is an integer defining the number of the generic element. Thus, the function 𝑓 in �̃� ×704 [−𝜋/𝐿, 𝜋/𝐿] is defined as the Floquet transform of any function 𝑓 in 𝛺, as shown in Eq. (71) 705 
[137,161,162]: 706 

𝑓(�̃�, 𝛽∗) = ∑ 𝑓(�̃� + 𝑝𝐿𝑒𝑦)𝑒(𝑖𝑝𝐿𝛽∗)+∞
𝑛=−∞  (71) 

where the wavenumber of �̃� is defined by 𝛽∗ ∈ [−𝜋/𝐿, 𝜋/𝐿], and the position vector in �̃� is {�̃�} =707 {�̃�𝑒𝑥 + �̃�𝑒𝑦 + �̃�𝑒𝑧}, with  �̃� = 𝑥, �̃� = 𝑦 − 𝑝𝐿, �̃� = 𝑧. Furthermore, the function 𝑓(�̃�, 𝑘) defined on 𝛺 708 

is periodic of the first and the second kind [136,157,162]: 709 

 Periodicity of the first kind with respect to 𝛽∗ and with a period 2𝜋/𝐿, as shown in Eq. (72).  710 
 Periodicity of the second kind in �̃� with a period 𝐿 in in space 𝑒𝑦, as described in Eq. (73). 711 𝑓 (�̃�, 𝛽∗ + 2𝜋𝐿 ) = 𝑓(�̃�, 𝛽∗) (72) 

𝑓(�̃� + 𝐿𝑒𝑦, 𝛽∗) = 𝑒−(𝑖𝑝𝐿 𝛽∗)𝑓(�̃�, 𝛽∗) (73) 
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Moreover, for any location in 𝛺 (𝑌 = �̃� + 𝑝𝐿𝑒𝑦), function 𝑓 can be recovered from 𝑓 through the 712 

Inverse Floquet transform [137,159,162]: 713 

𝑓(𝑌 = �̃� + 𝑝𝐿𝑒𝑦) = 𝐿2𝜋∫ 𝑓+𝜋/𝐿
−𝜋/𝐿 (�̃�, 𝛽∗)𝑒(−𝑖𝑛𝐿𝛽∗)𝑑𝛽∗ (74) 

In general, the Floquet approach – Eq. (73), computes the response throughout a restricted domain �̃�. 714 
Then, once the dynamic formulation is solved and the track response is obtained for �̃� in the 715 
wavenumber-frequency domain, the solution at the other points in the structure (i.e. outside the 716 
restricted domain) is retrieved through the inverse Floquet transformation in Eq. (74), which transforms 717 
from the wavenumber to the spatial longitudinal coordinate 𝑦. Despite being computationally efficient, 718 
it is challenging to use the Floquet method to consider variations in the periodic longitudinal direction 𝑦 719 

[113] as discussed in the next section. This is because of the restricted domain �̃� and the periodicity 720 
conditions in Eqs. (72)-(73) used for the definition of its formulation. 721 

2.3.4. Solutions for semi-periodic structures 722 

Fully periodic methods exploit a structure's repetitive character and compute the global response by 723 
studying only a restricted domain rather than the entire track. A shortcoming of this is that only free-724 
wave propagation problems can be studied, i.e. no changes in the periodic track parameters (in the 725 
direction of train passage). This makes it challenging for modelling cases such as transition zones. To 726 
overcome this drawback and allow for the inclusion of varying track properties, semi-periodic solutions 727 
can be used.  728 

2.3.4.1. Multi-Coupled Periodic Method 729 

Similar to the TMM, the Multi-Coupled Periodic Method (MCM) is an analytical method based upon 730 
a wave propagation approach. The method analyses the free-wave propagation due to a force applied 731 
on a unit element, to retrieve the response throughout the entire track structure, via the solution of an 732 
eigenvalue problem and an enforcement of boundary conditions. 733 

To obtain the response of a periodic structure, the MCM expresses the constant of propagation in 734 
exponential format (i.e. 𝜆 = 𝑒𝜇) and exploits the Dynamic Stiffness Matrix [𝐷] rather than the Transfer 735 

Matrix [𝑇] [163–166]. Eq. (75) depicts the displacement {�̂�𝑅,𝐿} and force {�̂�𝑅,𝐿} vector relationship at 736 

the right-hand 𝑅 and left-hand 𝐿 boundary of the same unit element 𝑝: 737 {�̂�𝑝𝑅} = {�̂�𝑝+1𝐿 } = 𝑒𝜇 {�̂�𝑝𝐿}  ,     {�̂�𝑝𝑅} = −{�̂�𝑝+1𝐿 } = −𝑒𝜇 {�̂�𝑝𝐿} (75) 

Next, the combination of Eq. (66) and Eq. (75) define the generalised linear eigenvalue problem in Eq. 738 
(76), which is employed to compute the eigenvalues 𝜆 and eigenvectors {𝜃}: 739 [𝐴 + 𝜆𝐵]{𝜃} = {0} 

where: 𝐴 = [𝐷𝑅𝐿0    𝐷𝑅𝑅𝐼 ] ,   𝐵 = [𝐷𝐿𝐿−𝐼    𝐷𝐿𝑅0 ],   {𝜃} = {�̂�𝐿�̂�𝑟} , 𝜆 = 𝑒𝜇 

(76) 

where {0} is the null or zero vector; and [𝐷𝑙𝑚] (𝑙,𝑚 = 𝐿, 𝑅) are submatrices of [𝐷]. In general, the 740 
eigenvalues are used to retrieve the constants of propagation (𝜇 = log 𝜆), whereas the eigenvectors 741 
provide the generalised displacements or shapes. 742 

The eigenvalue problem in Eq. (76) has a dimension of 2𝑁 (N degrees-of-freedom per node), which 743 
gives 2𝑁 eigenvalues and  2𝑁 × 1 eigenvectors. This solution occurs in pairs, and 𝑁 waves propagate 744 
symmetrically in each direction. Waves propagating to the right-hand side of the symmetric structure, 745 
i.e. positive-travelling waves, have negative real or purely imaginary constants of propagations (𝜇+ =746 
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{𝜇 | 𝑅𝑒 < 0 ∥ 𝑅𝑒 = 0}). Alternatively, waves propagating to the left-hand side, i.e. negative-travelling 747 
waves, have positive real or purely positive imaginary constants of propagation (𝜇− = {𝜇 | 𝑅𝑒 > 0 ∥748 𝑅𝑒 = 0 , 𝐼𝑚 > 0}) [165]. 749 

Furthermore, each 𝜇 is related to a generalised vector of displacements {𝜃} and a generalised vector of 750 
forces {𝜙}. Thus, by exploiting the symmetric character of the problem, one can differentiate the 751 
multiple components of the problem according to the direction of propagation of the wave and then, 752 
through Eqs. (75)-(76), compute {𝜙+}𝑛 and {𝜙−}𝑛 for each degree-of-freedom 𝑛 = 1,… ,𝑁. Finally, 753 
reapplying Eq. (75), the total response at node 𝑁𝑘 is computed according the direction of propagation 754 
of the wave, such that: 755 

{�̂�±}𝑁𝑘 = ∑𝑒𝑁𝑘𝜇𝑛±  {𝜃±}𝑛  𝜓±𝑛𝑁
𝑛=1 = [𝛩±] [𝐸𝑁𝑘𝜇𝑗±] {𝛹±}    

{�̂�±}𝑁𝑘 = ∑𝑒𝑁𝑘𝜇𝑛±  {𝜙±}𝑛  𝜓±𝑛 = [𝛷±] [𝐸𝑁𝑘𝜇𝑗±] {𝛹±} 𝑁
𝑛=1  

(77) 

where [𝛩±], [𝛷±] and [𝐸𝑁𝑘𝜇𝑗±] are 𝑁 × 𝑁 matrices containing the generalised displacements {𝜃±}𝑛, 756 

the generalised forces {𝜙±}𝑛, and the exponential terms 𝑒𝑁𝑘𝜇𝑛±, respectively. Furthermore, the 757 
vector {𝛹±} contains the generalised coordinates 𝜓±𝑛, which are obtained by enforcing the initial 758 

boundary conditions at 𝑁𝑘 = 0. Once the response is obtained at 𝑁𝑘 = 0, {𝛹±} is used to retrieve the 759 
response at the remaining nodes (𝑁𝑘 > 0).  760 

Eq. (77) is similar to that defined by the TMM in Eq. (70) because both equations add only the wave 761 
component contributions associated with their response. Thus, the first step is to decompose the wave 762 
and select those components acting on the structure. The next step is to use these components to 763 
compute the result. Since only waves decaying/propagating away from the source occur in infinitely 764 
extending structures, the problem can be analysed by exploiting symmetry and bounding the track at 765 
one side only. Thus, a semi-infinite structure can be composed from 2 distinct sub-structures [165]: 766 

 A finite-infinite structure, which is bounded at its left-side boundary and infinitely extending 767 
to its right. Thus, only positive-travelling waves occur. 768 

 An infinite-finite structure, which is bounded at its right-side boundary and infinitely extending 769 
to its left. Thus, only negative-travelling waves occur. 770 

Equations (70) and (77) assume periodicity or no change in the unit element properties, meaning waves 771 
do not reflect back to the source. However, this reflective nature can be included by considering that 772 
the track is bounded at both of its boundaries, i.e. a finite-finite structure. Therefore, all waves must be 773 
accounted for in the response [113,165]: 774 {�̂�𝑅}𝑁𝑘 = {�̂�𝐿}𝑁𝑘 = [𝛩−][𝐸(𝑁𝑘𝑒𝑛𝑑−𝑁𝑘)𝜇−]{𝛹−} + [𝛩+][𝐸𝑁𝑘𝜇+]{𝛹+} {�̂�𝑅}𝑁𝑘 = −{�̂�𝐿}𝑁𝑘 = [𝛷−][𝐸(𝑁𝑘𝑒𝑛𝑑−𝑁𝑘)𝜇−]{𝛹−} − [𝛷+][𝐸𝑁𝑘𝜇+]{𝛹+} (78) 

where 𝑁𝑘𝑒𝑛𝑑 is the total number of nodes, which coincide with the total number of elements (the first 775 
node is zero). Results are first determined at both boundaries 𝑁𝑘 = 0 and 𝑁𝑘 = 𝑁𝑘𝑒𝑛𝑑, which provide 776 
the values required to compute {𝛹±} that are then inserted into Eq. (78) to determine the response at 777 
the remaining nodes 𝑁𝑘 = 1,… ,𝑁𝑘𝑒𝑛𝑑−1. 778 

Considering Eqs. (77)-(78) describe the responses for semi-infinite and finite-finite structures, a track 779 
with varying properties (i.e. non-periodic domain with changes in material parameters, geometry, etc.) 780 
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can be analysed by discretising the total structure into different sections with periodic domains. Thus, 781 
periodicity is enforced at discrete sections, which are later coupled to each other and analysed as a 782 
global structure which is semi-periodic. Fig. 19 shows a semi-periodic structure of four sections or 783 
periodic domains. The solution of the global/assembled dynamic system of equations for a semi-784 
periodic structure is [113,165,167]: 785 [𝐾𝐴𝑙𝑙]{�̂�𝐴𝑙𝑙} = {�̂�𝐴𝑙𝑙} (79) 

where [𝐾𝐴𝑙𝑙] is the global stiffness matrix, �̂�𝐴𝑙𝑙 is the global displacement vector, and �̂�𝐴𝑙𝑙 is the 786 
assembled or global force vector, all of which relate the multiple sections of the track. In general, by 787 
solving Eq. (79) through the application of boundary conditions, the responses at the boundaries of each 788 
section are obtained. Next, {𝛹±} is computed for each section, and responses of the remaining nodes 789 
are retrieved. 790 

 791 

Fig. 19. Coupled system with bounded nodes B, 0 and C; and free nodes A and D. 792 

2.4. Track-ground coupling 793 

Track-ground coupling is required to represent the dynamic interaction between the railway track and 794 
the soil system. This can be achieved using different approaches which allow the track and the soil to 795 
be coupled through compatibility conditions at their interface.  796 

Although BOEF models allow for a soil representation via spring-dampers, they cannot accurately 797 
describe wave propagation effects. This is in-part because these elements are typically defined using 798 
minimal parameters, which are assumed to be constant in space and time, and yet describe multiple 799 
supporting components, including railpads, sleepers, ballast and soil – see Eq. (1). 800 

Compared to the continuous single-layered BOEF models, the discrete representation of foundation 801 
components provides a better approximation of the ground-track response. For instance, the time-802 
domain discrete lumped parameter models shown in Fig. 2d [168–170], account for the mass 803 
participating in the ground vibration and provide a better representation of the track-ground interaction 804 
and the nearby ground response [168]. Despite these advantages, computation of the discrete foundation 805 
parameters requires either additional soil measurements or numerical simulations [171] - the latter often 806 
performed in frequency domain and then fitted into the time-domain interaction model (see [168,170]).  807 

In order to introduce a better approximation of the soil response (i.e. variable spring foundation 808 
properties) in BOEF models, the frequency domain can be used, where the soil response is obtained via 809 
Fourier or Hankel transformations, and Green’s formulations. Although the soil response can be 810 
obtained at different locations, only results at its surface below the track are needed when coupled to 811 
the BOEF track. This is because, at this location, the soil surface and the lowermost components of the 812 
track are in contact. The various analytical and semi-analytical methods used to study layered ground 813 
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behaviour in the frequency domain, include the Haskell-Thomson method [172,173], the direct stiffness 814 
method [174–176], the domain transformation (DT) approach proposed by Sheng [44,46], and the thin 815 
layered method (TLM) [177,178].  816 

Regarding Haskell-Thomson, the displacements and stresses of one side of each soil layer are related 817 
to the other side via a transfer matrix built upon shape functions computed from Navier’s equations. In 818 
contrast, the direct stiffness matrix method rearranges the previous transfer matrix into a stiffness matrix 819 
system that relates displacements and stresses between each layer. Alternatively, Sheng’s method 820 
computes the 3D soil behaviour by relating each layer response via a global flexibility matrix (i.e. the 821 
inverse of the soil stiffness) which couples displacements and stresses of each element. The use of a 822 
flexibility matrix allows for the improvement in the computational efficiency by limiting the 823 
mathematical order of the problem, reducing numerical difficulties, exploiting symmetry relationships, 824 
and providing an explicit analytical formulation of the problem. However, numerical difficulties may 825 
arise when studying certain layer thicknesses [44,46].  826 

This problem is avoided in the TLM method by discretising the layered soil domain with respect to the 827 
smallest relevant wavelength [51,179] (see Fig. 20). The TLM computes the 3D soil response by 828 
combining its analytical formulation (in the two horizontal soil directions) with numerical techniques 829 
in the vertical soil direction [51,177]. Despite obtaining the soil response by relating the displacements 830 
to the stresses at both sides of the same layer (akin to the direct stiffness method), the stiffness matrices 831 
in the TLM are built upon FE approaches. 832 

 833 

Fig. 20. Track coupled with multi-layer soil model. 834 

Regardless of the solution approach, once the soil response is obtained, soil-track coupling can be 835 
achieved via Green’s formulations that transform the soil’s response into an equivalent soil 836 

stiffness �̃�𝑒𝑞(𝛽𝑥, 𝜔) or soil flexibility �̃�(𝛽𝑥, 𝜔), which can be included in the BOEF model as its 837 

foundation parameter [48,51,180]: 838  �̃�𝑒𝑞(𝛽𝑥, 𝜔) = 1𝐻(𝛽𝑥 , 𝜔) = 2𝜋∫ �̃�𝐺(𝛽𝑥, 𝛽𝑦 , 𝑧 = 0,𝜔) 𝐶𝑡𝑔𝑑𝛽𝑥 ∞−∞  

 
(80) 

where 𝐶𝑡𝑔 = { 
 sin(𝛽𝑦𝐵)𝛽𝑦𝐵 ,     Ballasted tracksin(𝛽𝑦𝐵)2(𝛽𝑦𝐵)2 ,   Slab track           

 
where �̃�𝐺 is the Green’s function related to the deflection of the soil surface (𝑧 = 0) in the wavenumber-839 

frequency domain (𝛽𝑥, 𝛽𝑦 , 𝜔), and 𝐶𝑡𝑔 is the scaling factor for the coupling between the track and the 840 

soil which depends upon the track type, the track width 𝐵, and the track-soil compatibility conditions 841 
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(compatibility of displacements at the centre point for ballasted tracks and compatibility of the average 842 
displacements for slab tracks [44,181–183]). 843 

2.5. Train-track interaction 844 

When studying train-track interaction, a system comprising a train, a track, and a wheel-track contact 845 
model are used, such as that shown in Fig. 21. The train and the track models depict the dynamic 846 
behaviour of the overall system. The contact model represents the interaction between the wheel and 847 
the rail, and accounts for discrete irregularities (e.g. roughness) affecting these systems [184–186]. 848 

 849 

Fig. 21. Train-Track interaction model [187,188]. 850 

2.5.1. Time-domain interaction approaches 851 

Time-domain approaches are often employed when analysing the non-linear aspects of wheel-rail 852 
contact. To determine the train-track interaction response, the dynamic equations of motion of both the 853 
train and the track are combined into an ordinary differential equation of the overall system [188–191]. 854 
To solve the interaction problem, compatibility of forces at the wheel-rail boundary is enforced. This 855 
procedure is performed through contact theory, which allows for the computation of the interaction 856 
forces 𝐹𝑖(𝑡). 857 

Alternatively, the train-track system of equations can be solved as two coupled systems. In this case, 858 
iterative methods are employed to compute the response of the train and the track separately. To do so, 859 
compatibility conditions (i.e. continuity of displacements and equilibrium of forces) at the wheel-rail 860 
interface are enforced to couple both systems. Next, the total response is computed by convergence of 861 
train and track systems at the contact point [58,113,145,192]. 862 

Regardless of the employed approach, the response computation often involves traditional time-863 
stepping integration procedures such as Newmark [171], Runge-Kutta or Wilson’s method 864 
[8,113,188,193]. Additionally, some authors have developed different methods to reduce the duration 865 
and improve the computational effort of these methods. For instance, the modified Newmark method 866 
proposed by Zhai [187,188]; the algorithm developed by Sadeghi et al. [190,194,195] which combines 867 
the Newton–Raphson iterative procedure with the Newmark integration method; and approaches which 868 
use precise integration methods (PIM) [189,196]. 869 
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2.5.2. Frequency-domain interaction approaches 870 

Frequency-domain approaches only allow for the analysis of structures whose behaviour can be 871 
approximated as linear [85,197–199]. Computation of train-track interaction requires the transformation 872 
of the time-domain ordinary differential equation of the system into a frequency-domain algebraic one: 873 [[𝐾] − 𝜔2[𝑀] +  𝑖𝜔[𝐶]]{�̃�(𝜔)} = {�̃�(𝜔)} (81) 

where [𝑀], [𝐶] and [𝐾] describe the mass, damping and stiffness matrices, respectively. {�̃�(𝜔)} 874 
and {𝐹(𝜔)} define the vector of displacements and forces as functions of the angular frequency 𝜔. In 875 
general, the frequency-domain equation of motion can be derived by either applying the Fourier 876 
transformation or by assuming the following harmonic solution [10,184]: 877 {𝑧(𝑡)} = {�̃�(𝜔)}𝑒𝑖𝜔𝑡 (82) 

In a similar manner to time-domain approaches, both the train and the track systems are coupled at the 878 
contact interaction points through compatibility conditions. Furthermore, since the solution is obtained 879 
in the frequency-domain, this involves the computation of receptance functions which describe the 880 
dynamics of the overall system composed by the train, the track and the contact models [54,59]. 881 

2.5.3. Wheel-rail contact interaction 882 

2.5.3.1. Linear vs non-linear contact 883 

A Hertzian contact spring can be modelled between each wheelset and rail to couple the train and the 884 
track systems, and account for the wheel-rail contact interaction [193,200] (Fig. 22). However, the 885 
contact model depends on the train-track system behaviour. Thus, for a non-linear system (i.e. time-886 
domain problem), Hertzian non-linear elastic contact theory can be employed to define the wheel-rail 887 
contact force 𝑃 in the time domain [19,193,201,202]: 888 𝑃(𝑡) = { 𝐾𝐻𝑧 ∙ 𝛿(𝑡)3/2,       𝛿(𝑡) > 0           0  ,                       𝛿(𝑡) ≤ 0         (83) 

𝛿(𝑡) = 𝑢𝑤(𝑡) − 𝑢𝑟(𝑡) − 𝑟(𝑡) (84) 

where 𝐾𝐻𝑧 is the Hertzian constant, and 𝛿(𝑡) is the material deformation or contact deflection which 889 
relates the relative displacement between the wheel  𝑢𝑤(𝑡) and the rail 𝑢𝑟(𝑡) with the roughness 𝑟(𝑡), 890 
as described in equations Eqs. (83)-(84). 891 

 892 

Fig. 22. Wheel-Rail contact model [193]. 893 

Alternatively, when dealing with linear systems, (e.g. frequency domain solutions) this Hertzian non-894 
linear contact spring must be linearised. Firstly, assuming that the wheelset and the rails are always in 895 
contact, it is possible to define the dynamic displacement of the wheelset 𝑢𝑤(𝜔) as [184,201,203,204]: 896 
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𝑢𝑤(𝜔) = 𝑢𝑟(𝜔) + 𝑟(𝜔) + �̃�(𝜔)𝑘𝐻𝑧  
(85) 

where 𝑢𝑟(𝑡) and 𝑟(𝜔) are the displacements at the rail level and at the wheel-rail contact point 897 
(roughness), �̃�(𝜔) is the contact loading, and 𝑘𝐻𝑧 is the linear Hertzian spring. Next, by inverting Eq. 898 
(85), the contact force in the frequency-domain is defined as: 899 �̃�(𝜔) = − 𝑟(𝜔)(𝛼𝑤(𝜔) + 𝛼𝑟(𝜔) + 𝛼𝑐(𝜔)) (86) 

𝛼𝑐(𝜔) = 1𝑘𝐻𝑧 
(87) 

where 𝑟(𝜔) is the roughness excitation; and 𝛼𝑤(𝜔), 𝛼𝑟(𝜔) and 𝛼𝑐(𝜔) define the receptance of the 900 
wheel, the rail, and receptance at the contact spring, respectively. Linearization of the contact force can 901 
be defined assuming small variations in the length of the contact spring [55,60,205]: 902 𝑃 = 𝑃0 + 𝑑𝑃 

(88) 

𝑑𝑃 = 𝑘𝐻𝑧 ∙ 𝑑𝛿 
(89) 

where 𝑃0 is the nominal preload, and 𝑑𝑃 is the varying contact force which relates the Hertzian linear 903 
spring 𝑘𝐻𝑧 and the variation of the contact deflection 𝑑𝛿, as depicted by Eq. (89). Fig. 23 presents the 904 
non-linear contact force/deflection relationship with its linear approximation. 905 

 906 

Fig. 23. Linear vs Non-linear wheel-rail contact models [205]. 907 

In general, the previous contact models follow Hertzian contact theory, which is formulated using the 908 
theory of elastic half-space bodies. Therefore, it assumes that the bodies under contact are infinitely 909 
large half-spaces with perfectly linear elastic behaviour, perfectly smooth surfaces, no friction at the 910 
contact point, and can be defined through quadratic (parabolic) functions in the contact point's vicinity 911 
[186,206,207]. These assumptions do not fully describe the real behaviour of wheel-rail bodies in 912 
contact. Thus, to allow for a closer representation of the wheel-rail contact behaviour, non-Hertzian 913 
theory can be employed [207–210]. Perhaps the most commonly used formulation is that developed by 914 
Kalker [208], in which a potential contact area is arbitrarily defined and discretised into several 915 
rectangular elements of constant magnitudes (i.e. deflections and displacements). Some problems (e.g. 916 
wear) justify the need for non-Hertzian contact models, however for most of the BOEF applications 917 
discussed in this paper, the programming effort, additional input parameters and computational 918 
resources required to implement such an approach outweigh the limited improvement in accuracy. 919 
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2.5.4. Irregularities 920 

2.5.4.1. Track irregularities 921 

There are a variety of types of rail irregularities/unevenness, including longitudinal, lateral, cross-level, 922 
and gauge. These irregularities can be simulated in computational models using data collected directly 923 
from track-recording vehicles (TRV) [211–213], or synthetically generated using stochastic methods 924 
(e.g. Power Spectral Density (PSD)) [60,212,214,215]. BOEF models are frequently used to investigate 925 
vertical response (i.e. rather than lateral), and therefore longitudinal irregularities are most commonly 926 
studied [72,216–218]. 927 

Singular rail irregularities include joints, switches and crossings, and although they form part of the 928 
longitudinal profile, they generate isolated and much higher impact forces compared to standard rail 929 
unevenness [219]. Therefore these require additional modelling consideration, typically using time 930 
domain models to simulate the non-linear, high frequency, wheel-rail contact [55,170,220,221]. 931 

2.5.4.2. Wheel irregularities 932 

Wheel defects lead to increased noise, vibration, impact forces and passenger discomfort. These defects 933 
are known as out-of-roundness (OOR) irregularities, and include: eccentricity of the wheel, discrete 934 
defects (wheel radius deviation), wheel corrugation and wheel-flats [74,222–224]. In general, wheel-935 
rail contact can be approximated as linear for small OOR values, and thus modelled as an equivalent 936 
rail unevenness. However, larger levels of OOR (e.g. wheel-flats) generate rapid changes in force as 937 
the wheel spins, meaning their simulation requires the use of non-linear contact models [201,202]. 938 

2.6. Identifying suitable solution approaches 939 

When choosing a beam on elastic foundation formulation, careful consideration should be made 940 
depending upon the solution requirements. Some considerations include: 941 

1. Problem type: For example, modelling noise generation for a tramway requires a different 942 
strategy to dynamic track amplification for a high speed line. This is because noise problems 943 
require the study of a higher/wider range of frequencies compared to problems such as ground-944 
borne vibration. Further, it should be considered whether the problem requires a stationary 945 
force, or a moving load. 946 

2. Track type: Is the track ballasted or non-ballasted, does the problem require the simulation of 947 
pinned-pinned resonances, and should non-linearity be simulated. 948 

3. Coupling: Will the BOEF model need coupling to a multi-body vehicle model and/or 949 
foundation model. Discretely supported and periodic approaches require additional 950 
consideration when performing such coupling, compared to continuously supported 951 
approaches. 952 

4. Computational effort: Does the model require execution many times (e.g. for a sensitivity 953 
analysis, or for quantifying uncertainty), meaning computational effort per simulation should 954 
be minimised. Continuously supported tracks in the frequency-domain can take advantage of 955 
the speed-wavenumber-frequency relationship thus requiring only wavenumber sampling in the 956 
response computation. Further, for noise generation, response symmetry in the wavenumber-957 
frequency domain means mirroring can often be used for to greatly reduce the number of 958 
computations required. 959 

Table 1 compares the different solution approaches that have been detailed in the present paper, with 960 
each method scored from 1 (poor) to 4 (excellent) stars (‘*’). Scoring is performed against the ability 961 
of the approach to model track dynamics problems (e.g. receptance and dynamic amplification), and 962 
noise generation problems.  963 
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Regarding track dynamics problems, most frequency domain approaches, regardless of whether they 964 
consider a continuously or discretely supported track, are attractive and computationally efficient. 965 
However, although methods such as the boundary value, point source, and periodic are well suited for 966 
computing the response due to non-moving sources, they require additional considerations when 967 
modelling moving loads (e.g. convolution integrals). Alternatively, the commonly used analytical time-968 
space method is restricted to the use of a simplified track support (e.g. typically a spring with constant 969 
stiffness). Finally, the FEM is capable of studying complex track geometries, however requires larger 970 
domains, potentially leading to computationally demanding simulations. 971 

Regarding noise generation, discretely supported methods score highest, due to their efficiency and 972 
ability to capture pined-pined resonances. Alternatively, periodic methods are computationally efficient 973 
due to their simplified domains, however enforce restrictions on domain complexity. Although their 974 
repetitive nature is unable to simulate complex track geometries and the pined-pined resonance, 975 
improvement in the response can be achieved by combining with FE methods. FEM models by 976 
themselves can also capture the pined-pined resonance, however due to the wide frequency range 977 
needed to study noise problems, their computational expense is high. Alternatively, continuously 978 
supported models in both frequency and time domains score lowly due to their inability to capture the 979 
pined-pined resonance. 980 

Table 1 Comparison of reviewed solution approaches 981 

Computation 
approach 

Track 

dynamics 

Noise 

generation 

Comments 

FEM *** *** Large domains resulting in computational 
demanding simulations. Flexibility in 
geometry and material properties.     

Continuously 

supported-Time 

domain 

   

Analytical time-space *** ** Simplified modelling of track support. 
Unable to capture pinned-pinned resonance     

Continuously 

supported-Frequency 

domain 

   

Fourier **** *** Track support can be simulated with 
moderate accuracy. Unable to capture the 
pinned-pinned resonance.  

Filon quadrature **** ***
Contour integration *** ***
Boundary value^ ** ***    

Discrete support 
   

Point source^ ** **** Can capture pinned-pinned resonance. 
Additional consideration required to couple 
to a detailed track support. 

Dirac comb **** ****
Green’s function **** ****    

Periodic^ 
   

Transfer matrix ** *** Can account for semi-periodic conditions. 
Eigenvalue problems may lead to ill-
conditioning issues. 

Floquet ** ***
Multi-coupled periodic ** ***
^Moving loads require additional consideration. 

 



38 
 

3. Example application of solution methods 982 

BOEF models can be used to study a wide range of railway engineering problems. This section 983 
addresses three common applications, solving them using a selection of the methods discussed 984 
previously:  985 

1. Airborne noise generation – the noise resulting from wheel-rail contact is analysed, considering 986 
both continuous and discrete track support conditions. Track receptance and decay rates are 987 
computed. 988 

2. Track-ground dynamics - the effect of train speed on track deflection is analysed. Ballast and 989 
slab track models are considered. 990 

3. Ground-borne vibration – the effect of ballast and slab tracks on ground-borne vibration is 991 
considered. Track receptance and free-field transfer functions are analysed. 992 

Table 2 summarises the solution methods used for each application and the results shown. 993 

Table 2 Results and solution methods used in each application. 994 

Application Results Solution Methods 

Noise Receptance 1. Analytical Continuous 
Noise decay rate 2. Discrete point source method 

Track Dynamics Track deflection 1. Dirac comb method 
Ground surface contour 2. Thin-layer method 
Dynamic amplification 

 

Ground-Borne Vibration Track receptance 1. Domain transformation method 
Ground transfer  
Free-field transfer function 

 

3.1. Application no. 1: noise 995 

Point receptance and track decay rates for the continuous (Fig. 1) and discrete (Fig. 17) BOEF models, 996 
with varying number of layers, subject to a unit non-moving excitation, are studied. The various track 997 
parameters are presented in Table 3. 998 

Table 3 Noise application parameters. 999 

Component Parameter Description 

(One) Rail Er Ir 6.38E+06 Bending moment [Nm2] 
 ρr Ir 2.39E-01 Rotational inertia [kg m] 
 Gr Ar 5.91E+08 Shear stiffness [N] 
 mr 60.23 Mass per unit length [kg/m] 
  κ 0.40 Shear parameter [1] 
Railpad kp 3.50E+08 Stiffness per unit length [N/m2] 
 ηp 0.15 Damping loss factor (hysteretic) [1] 
  cp 1.92E+04 Damping (viscous) [Ns/m] 
(Half) Sleeper ms 245.00 Mass per unit length of rail [kg/m] 
 d 0.60 Sleeper spacing [m] 
Ballast kb 1.80E+08 Stiffness per unit length [N/m2] 
 ηb 1.00 Damping loss factor (hysteretic) [1] 
  cb 2.34E+05 Damping (viscous) [Ns/m] 
Other k1 4.50E+08 Stiffness per unit length [N/m2] 
(1 layer model) η1 0.20 Damping loss factor (hysteretic) [1] 
  c1 3.29E+04 Damping (viscous) [Ns/m] 
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In the case of continuous single- and two-layered Euler-Bernoulli BOEF models, the point 1000 
receptance 𝛼(𝜔) is computed from the equation of motion in the wavenumber-frequency (𝛽, 𝜔) domain 1001 
in Eq. (38). This is described mathematically as [25]: 1002 𝛼(𝜔) = −(1 + 𝑖)4𝐸𝑟𝐼𝑟𝛽𝑗3  (90) 

where 𝛽𝑗, computed through equation (46), is the complex wavenumber root with positive real and 1003 

negative imaginary component, i.e. 𝛽 = {𝛽𝑗 | Re > 0, Im < 0}. Alternatively, for the Timoshenko 1004 

beam formulation, a new set of equations of motion in wavenumber-frequency domain must be defined 1005 
to compute its point receptance. Eq. (91) shows the dynamic equation of motion for a Timoshenko beam 1006 
derived after transforming the set of equations of motion in space-time domain (Eq. (16)). Eq. (92) 1007 
describes its receptance, and Eq. (93) defines the corresponding wavenumber roots 𝛽𝑗 and constants 𝐴. 1008 𝛽4 + 𝐴2(𝜔) 𝛽2 + 𝐴3(𝜔) = 0 (91) 

𝛼(𝜔) = 𝑖 ∑ 1𝐺𝑟𝐴𝑟𝜅𝑟 ( 𝛽𝑗2 + 𝐴14𝛽𝑗3 + 2𝛽𝑗𝐴2)𝑗 with Im(𝛽𝑗)<0
 

(92) 

𝛽𝑗2 = −12𝐴2 ± 12√𝐴22 − 4𝐴3,   𝐴1 = 𝐺𝑟𝐴𝑟𝜅𝑟𝐸𝑟𝐼𝑟 − 𝜌𝑟𝐼𝑟𝜔2𝐸𝑟𝐼𝑟 , 
𝐴2 = (𝑘∗ −𝑚𝑟𝜔2𝐺𝑟𝐴𝑟𝜅 ) − (𝜌𝑟𝐼𝑟𝜔2𝐸𝑟𝐼𝑟 ),   𝐴3 = (𝑘∗ −𝑚𝑟𝜔2𝐸𝑟𝐼𝑟 )(1 − 𝜌𝑟𝐼𝑟𝜔2𝐺𝑟𝐴𝑟𝜅𝑟) 

(93) 

where constants 𝐴1, 𝐴2 and 𝐴3 relate the various Timoshenko beam and track support parameters, 𝛽𝑗 is 1009 

the new set of wavenumber roots defined after inversion of Eq. (91), 𝐴𝑟 is the cross-sectional area, 𝜌𝑟 1010 
is the density, 𝑚𝑟 is the rail mass, 𝐸𝑟 is the Young’s modulus, 𝐺𝑟 is the shear modulus, 𝜅𝑟 is the shear 1011 
coefficient, and 𝑘∗ is the viscous or hysteretic complex stiffness of the support (Eq. (19) and Eq. (23) 1012 
respectively). Instead, for discrete BOEF models, 𝛼(𝜔) is defined by Eq. (54). 1013 

Fig. 24 shows the receptance curves for multiple BOEF models with hysteretic damping. It is seen that 1014 
an increased number of degrees of freedom better reveal the resonance modes of the structure. This is 1015 
particularly evidenced in the single layered model, in which only the resonance of the rail mass on the 1016 
support can be captured. This behaviour occurs at 435 Hz and coincides with the second cut-on 1017 
frequency relating the rail mass and the stiffness of the foundation. On the contrary, both the continuous 1018 
and discontinuous 2-layered models are able to capture the resonance of the rail and sleeper on the 1019 
ballast (at 122 Hz, the first cut-on-frequency) and the anti-resonance of the sleepers on the ballast and 1020 
railpads (at 234 Hz).  1021 

Regarding beam theory, Fig. 24 shows that although the receptance is similar for both the Timoshenko 1022 
(T) and Euler-Bernoulli (EB) beams at low frequencies, divergence occurs at frequencies higher than 1023 
435 Hz, i.e. above the rail resonance. It is evident that continuous models are unable to simulate the 1024 
discrete behaviour of the track support. This results in inaccurate results at higher frequencies and the 1025 
inability to simulate the pinned-pinned resonance. Instead, this behaviour is better simulated using two-1026 
layered discrete models. Similar results are shown in the mobility curves in Fig. 25. 1027 
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 1028 

Fig. 24. Receptance curves for different BOEF models with hysteretic damping, Euler-Bernoulli (EB) and 1029 
Timoshenko (T) beam theory. 1030 

 1031 

Fig. 25. Mobility curves for different BOEF models with hysteretic damping, Euler-Bernoulli (EB) and 1032 
Timoshenko (T) beam theory. 1033 

The decay rate of vibration ∆ along the track is highly influenced by the damping of its supporting 1034 
components (e.g. railpads and ballast) [25]. This allows for the determination of the noise radiated from 1035 
the track, which increases with larger vibrations. For the discretely supported Timoshenko BOEF 1036 
model, ∆ is defined by Eq. (56). Instead, for continuously supported Euler-Bernoulli and Timoshenko 1037 
BOEF models, ∆ is described by [25,143]: 1038 ∆= −20 log10 (𝑒Im(𝛽𝑗)) = −8.686 Im(𝛽𝑗) (94) 

Decay rate curves for hysteretic and viscous damping models are presented in Fig. 26. Again, the effect 1039 
of the degrees of freedom is evident, particularly at lower frequencies. For the 1-layered BOEF model 1040 
(Fig. 26a), damping has a negligible effect below the second cut-on frequency. However, for the 2-1041 
layered models, a slight dip occurs above the first cut-on-frequency corresponding to the effect of the 1042 
rail and sleeper on the ballast.  1043 

After the pronounced peak, above 435 Hz, the damping effect is significant and decay rates decrease 1044 
rapidly with frequency. In addition, above this frequency, the response due to discrete models clearly 1045 
diverges from that of the continuous models, again showing the limitations of the latter. 1046 
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Although similar results are obtained at lower frequencies for Euler-Bernoulli and Timoshenko beams, 1047 
at higher frequencies the differences between models becomes more pronounced, as shown in Fig. 26a.  1048 

Fig. 26b presents the effect of different damping implementations on both continuous and discrete two-1049 
layered tracks. Viscous damping parameters were selected so that the cut-on-frequencies coincide with 1050 
the response provided by the corresponding hysteretic models. Results show that, as expected, there is 1051 
no significant change at frequencies below the second cut-on-frequencies. However, above this 1052 
frequency, viscous damping models result in lower decay rates than the hysteretic cases. This is because 1053 
viscous damping parameters 𝑐 vary with frequency whereas hysteretic models parameters (loss factor) 𝜂 1054 
are constant. 1055 

 1056 

Fig. 26. Decay rates, (a) 1 and 2-layered continuous and discrete models with hysteretic damping, (b) discrete 1057 
two-layered models with hysteretic and viscous damping models. 1058 

3.2. Application no. 2: track-ground dynamics 1059 

To study track-ground dynamics for discrete and continuous problems, the response due to a moving 1060 
point load on the rail is analysed. The single layer BOEF models shown in Fig. 1a and Fig. 2a are 1061 
employed respectively. In both models, railpad damping is simulated using a viscous approach (Eq. 1062 
(19)). Analytical formulations in the frequency domain with Fourier transformations in Eqs. (33)-(36) 1063 
are employed in both simulations. For the discrete response, the Dirac comb approach is used – see Eq. 1064 
(59). Table 3 shows the track parameters employed for the single layer BOEF simulation, which 1065 
includes the rail and the railpad (note that symmetry is not exploited so track parameters must be 1066 
doubled). 1067 

Fig. 27 presents the discrete and continuous track response at x = 0 m due to a load F = 150 kN moving 1068 
at 40 km/h with two different riding frequencies 𝑓1̅ = 0 Hz and 𝑓2̅ = 50 Hz. It can be seen that in all 1069 
cases the maximum deflection occurs near these frequencies. The results highlight the limitations of the 1070 
continuous model which, despite giving similar results close to 𝑓1̅,2, is unable to capture the rail 1071 
deflection at certain frequencies – this result is consistent with the findings of [225]. 1072 

The previous BOEF model simulates only the rail and the railpads, while disregarding the other track 1073 
components and the supporting soil. This leads to inaccurate simulations for cases where additional 1074 
excitation mechanisms and/or soil behaviour is important. Thus, in order to include additional track 1075 
components, two-layer BOEF models are used to model both track types. 1076 
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 1077 

Fig. 27. Continuous vs discrete track response due to a moving load. 1078 

The response of the ballasted track model developed in Alves Costa [181,183] is compared to the 1079 
response of a slab track model [51,183] – see Appendix. Both track models are subject to a constant 1080 
moving force 𝐹 = 150 kN (i.e. zero riding frequency, 𝑓 ̅= 0 Hz). Regarding the soil, a layered ground 1081 
resting on a half-space is coupled to the track through compatibility conditions (i.e. equilibrium of forces 1082 
and continuity of displacements). Table 4 and Table 5 present the additional track components and soil 1083 
properties employed. 1084 

Table 4 Additional continuous track parameters. 1085 

Component Parameter Description 

Sleeper ms 490.00 Mass per unit length of rail [kg/m] 
 d 0.60 Sleeper spacing [m] 
Ballast  kb 1.80E+08 Stiffness per unit length [N/m2] 
 cb 2.34E+05 Damping (viscous) [Ns/m] 
 Hb 0.35 Height [m] 
 Eb 1.40E+08 Young's modulus [N/m2] 
 ρb 1700 Density [kg/m3] 
 Cp 3.33E+02 Compression wave speed [m/s] 
 B 2.5 Track width [m] 
 mb 1695.80 Mass per unit length of rail [kg/m] 
Slab Lsb 2.50 Length [m] 
 Hsb 0.25 Thickness [m] 
 Esb 3.00E+10 Young's modulus [N/m2] 
 ρsb 2500 Density [kg/m3] 
 msb 1250 Mass per unit length [kg/m] 
 Isb 3.26E-03 Inertia [m4] 
 EIsb 9.77E+07 Bending stiffness [Nm2] 

 1086 

Table 5 Soil parameters. 1087 

Layer Depth Young's modulus Poisson's ratio Density Loss factor 
 h [m] E [MPa] ν [1] ρ [kg/m3] η [1] 
1 2 60 0.35 1500 0.06 
Half-space ∞ 200 0.35 1800 0.06 
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 1088 

Dynamic amplification curves for both the ballast and slab tracks resting on layered soil, excited by a 1089 
moving constant force 𝐹 are presented in Fig. 28. It is shown that the ballasted track gives a lower 1090 
critical speed compared to the slab case, 135 m/s and 171 m/s respectively. This is due to the additional 1091 
bending stiffness provided by slab track, which also results in reduced rail deflections compared to the 1092 
ballasted track case. This effect is also evident in the rail deflections shown in Fig. 29, in which the 1093 
track response is computed at 100% and 50% of the critical speed for both track types. 1094 

Surface contours of the layered soils below the track are shown in Fig. 30 and Fig. 31, for the ballasted 1095 
and slab track, respectively. In each case, results are presented for two different speeds: 50% and 100% 1096 
of the critical value. It is evident that the higher speed results in a larger deflection. The contour shapes 1097 
are also different, with the higher speed exhibiting conical shaped waves and trailing oscillations, which 1098 
are absent at the lower speed [183,226].  1099 

 1100 

Fig. 28. DAF of ballasted and slab tracks resting on layered soil. 1101 

    1102 

 1103 

Fig. 29. Track response on layered soil, at 100% and 50% of the critical speed, (a) ballasted track, (b) slab track. 1104 
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 1105 

Fig. 30. Ground contour due to ballasted track, resting on layered soil at (a) 50% of the critical speed, and (b) 1106 
100% of the critical speed. 1107 

 1108 

Fig. 31. Ground contour due to slab track resting on layered soil, at (a) 50% of the critical speed, (b) 100% of 1109 
the critical speed. 1110 

3.3. Application no. 3: ground-borne vibration 1111 

Train-induced ground vibrations have two excitation components: quasi-static and dynamic. Although 1112 
the former plays an important role at lower frequencies in the near-field, the dynamic excitation, 1113 
resulting from train-track interaction, is a key contributor to ground vibration levels [227,228]. Thus, to 1114 
study ground-borne vibration dynamics, a sprung mass moving on a track with a rough rail is 1115 
considered. The sprung mass has Mw = 2003 kg and a Hertzian contact stiffness of kHz = 1940 MN/m. 1116 
It moves with a constant speed on an uneven track profile of class 5, defined according to the Federal 1117 
Railroad Administration (FRA) [229]. The ballasted track model and layered soil properties from 1118 
application no. 2 are reused. Alternatively, the soil response is computed through the flexibility method 1119 
proposed by Sheng and coupled to the track as described in Eq. (80) [44,46]. Once both the dynamic 1120 
and quasi-static excitations are obtained, the free-field vibration of the ground is computed at different 1121 
points from the centreline of the track. 1122 

Fig. 32 shows the one-third octave band far-field velocity due to the ballasted track resting on a layered 1123 
soil and excited by a single load moving at 50% of the critical speed, i.e. c = 135 m/s × 50% = 68 m/s. 1124 
Often, the frequency of interest for the perception of the ground-borne vibration lies within the range 1125 
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 𝑓 ̅= [1-80] Hz – see [230–232]. However, since frequencies close to this limit might also contribute to 1126 

the response, the limit is extended to 𝑓 ̅ = [0.5-150] Hz (range similar to the used in [54,59]), 1127 
corresponding to a wavelength range of λ = [0.45-135]m. Fig. 32a compares the dynamic, the quasi-1128 
static and the total surface response at 20m from the track axle (i.e. x = 0 m, y = 20 m, z = 0 m). It can 1129 
be seen that at lower frequency ranges, the quasi-static contribution is large compared to the dynamic 1130 
case. However, at higher frequencies, the quasi-static response decreases while the dynamic response 1131 
increases. Overall, the maximum amplitude of the velocity occurs in higher frequencies and is 1132 
dominated by the dynamic response, a result consistent with the findings of [54]. Alternatively, Fig. 1133 
32b compares the total response at different positions from the track centreline: 5 m, 10 m and 15 m. It 1134 
can be seen that the closer to the track, the larger the response. Again, results show that the maximum 1135 
velocity occurs in the higher frequency range. 1136 

 1137 

Fig. 32. Far-field response due to ballasted track model resting on layered soil – 50% of the critical speed, (a) 1138 
15m from the track axis, and (b) 5m, 10m and 15m from the track axis. 1139 

To further study soil and track type effects, the track receptance and the track-ground transfer function 1140 
are computed. To do so, the ballasted track properties presented in Table 3 are again used, however the 1141 
two-layered ballasted track model proposed by Sheng [44,46] is instead studied (see Appendix). For 1142 
the slab track, the same model is employed, however with thickness as shown in Table 6. The layered 1143 
soil properties are shown in Table 5, and the homogenous half-space ones shown in Table 7. 1144 

Table 6 Additional track parameters. 1145 

Component Parameter Description 

Slab Hsb 0.35 Thickness [m] 
 msb 2188 Mass per unit length [kg/m] 
 Isb 8.93E-03 Inertia [m4] 
 EIsb 2.68E+08 Bending stiffness [Nm2] 

 1146 

Table 7 Soil parameters. 1147 

Layer Depth Young's modulus Poisson's ratio Density Loss factor 
 h [m] E [MPa] ν [1] ρ [kg/m3] η [1] 
Half-space ∞ 75 0.35 1800 0.06 

 1148 

Fig. 33a and Fig. 33b present the absolute ground and track response to a unit harmonic force applied 1149 
on the rail, i.e. the transfer function of the ground and the track receptance, respectively. Notice that for 1150 
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all track types resting on the layered soil, the first cut-on-frequency occurs in the range 18-20 Hz and 1151 
yields the maximum response of the soil-track system. Alternatively, the ground and track response 1152 
corresponding to the homogenous half-space is constant around these frequencies, and its magnitude is 1153 
lower than the layered case. However, above the cut-on-frequency, the response of both soil cases 1154 
reduces. 1155 

Overall, Fig. 33 shows the effect of soil layering, and the potential discrepancies introduced when 1156 
approximating a layered soil as homogenous. Furthermore, regardless of soil properties, the largest rail 1157 
deflection is obtained for ballasted tracks rather than slab. 1158 

  1159 

 1160 

Fig. 33 Response due to track resting on homogenous half-space and layered soil, (a) ground deflection, (b) 1161 
track deflection. 1162 

Fig. 34 and Fig. 35 show the ground surface response due to the ballasted track model at its 1163 
corresponding cut-on-frequency (20 Hz) for both homogenous half-space and layered soil cases, 1164 
respectively. In both cases, the absolute response drops quickly beyond the edges of the track, 1165 
particularly along the perpendicular 𝑦 axis. However, the layered soil gives larger deflections than the 1166 
homogenous half-space. In addition, the real components in both soil cases show an oscillating 1167 
behaviour, again larger for the layered soils compared to the homogenous half-spaces. 1168 

 1169 

Fig. 34 Homogenous half-space soil response – ballasted track model, (a) absolute response, (b) real response. 1170 
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 1171 

Fig. 35 Layered soil response – ballasted track model, (a) absolute response, (b) real response. 1172 

4. Conclusions 1173 

Beam on elastic foundation theory is widely employed for studying railway track behaviour. It can be 1174 
extended to simulate the multi-layered and periodic nature of railway tracks, and can also be coupled 1175 
with vehicle models and subgrade models. Therefore, this paper presents a state-of-the-art technical 1176 
review of beam on elastic foundation theory, including the exploration of new advancements in the 1177 
field. Firstly, various modelling strategies and solution methods employed for the computation of track 1178 
behaviour are reviewed. These include periodic and semi-periodic modelling approaches. 1179 
Considerations for extending beam on elastic foundation approaches to include train-track interaction 1180 
and track-ground interaction are then provided. Finally, using the aforementioned theory, benchmark 1181 
solutions for three common problem types are given: railway noise, railway track dynamics and railway 1182 
ground-borne vibration. 1183 

It is shown that among the wide range of track models developed using BOEF theory, multi-layer and 1184 
discretely supported approaches provide greater flexibility, and potentially greater accuracy, compared 1185 
to single-layer models. They overcome some of the limitations of continuous single-layer BOEF models 1186 
including the challenges in simulating discrete support behaviour, and structural behaviour at high 1187 
frequencies. 1188 

Although FEM (and other multi-purpose solutions) provide strong modelling flexibility, their use leads 1189 
to computationally demanding simulations, particularly when larger structures are studied. To 1190 
overcome this, approaches which exploit the periodic nature of track structures have become 1191 
increasingly studied. These approaches have the potential to reduce computational effort while 1192 
maintaining accuracy.  1193 
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 1786 

Appendix 1787 

Fig. A.1 shows the ballasted and slab track models employed in applications no.2 and no. 3. 1788 

 1789 

Fig. A.1. BOEF models, (a) ballasted track models, (b) slab track models. 1790 

Equation (A.1) presents the dynamic equation of motion in wavenumber-frequency domain defined in 1791 
all track models, where [𝐷] is the dynamic stiffness matrix, {�̃�} is the vector of displacements, {�̃�} is 1792 
the vector of applied forces. Equations (A.2)-(A.4) show the dynamic stiffness matrices related to the 1793 
ballasted track models proposed by Alves Costa (subscript ‘𝐴𝐶’) and Sheng (subscript ‘𝑆’), and the slab 1794 
track model (sub index ‘𝑠’), respectively. 1795 [�̃�]{�̃�} = {�̃�} (A.1) 
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[�̃�]𝐴𝐶 =
[  
   
 𝐸𝐼𝑟𝛽𝑥4 −𝜔𝑚𝑟 + 𝑘𝑝∗−𝑘𝑝∗0    

−𝑘𝑝∗𝑘𝑝∗ + 2𝜔𝐸𝑏𝑑𝛼tan (𝜔𝐶𝑏 ℎ𝑏)𝐶𝑏 − 𝜔2𝑚𝑠
− 2𝜔𝐸𝑏𝑑𝛼sin (𝜔𝐶𝑏 ℎ𝑏)𝐶𝑏

0− 2𝜔𝐸𝑏𝑑𝛼sin (𝜔𝐶𝑏 ℎ𝑏)𝐶𝑏2𝜔𝐸𝑏𝑑𝛼tan (𝜔𝐶𝑏 ℎ𝑏)𝐶𝑏 + �̃�𝑒𝑞]  
   
 
 (A.2) 

[�̃�]𝑆 = [  
  𝐸𝐼𝑟𝛽𝑥4 −𝜔𝑚𝑟 + 𝑘𝑝∗−𝑘𝑝∗0    −𝑘𝑝∗𝑘𝑝∗ + 𝑘𝑏 −𝜔2 (𝑚𝑠 +𝑚𝑏3 )−(𝑘𝑏 +𝜔2𝑚𝑏6 )  0−(𝑘𝑏 +𝜔2𝑚𝑏6 )𝑘𝑏 −𝜔2𝑚𝑏3 + �̃�𝑒𝑞]  

  
 (A.3) 

[�̃�]𝑠 = [𝐸𝐼𝑟𝛽𝑥4 −𝜔𝑚𝑟 + 𝑘𝑝∗−𝑘𝑝∗    −𝑘𝑝∗𝐸𝐼𝑠𝑏𝛽𝑥4 −𝜔𝑚𝑠𝑏 + 𝑘𝑝∗ + �̃�𝑒𝑞] (A.4) 

where ‘~’ represents the wavenumber-frequency domain response along the longitudinal 1796 

direction (𝛽𝑥 , 𝜔), 𝑘𝑝∗  is the complex stiffness of the railpad, �̃�𝑒𝑞 is the equivalent stiffness of the 1797 

foundation – computed with (80); 𝑚𝑟, 𝑚𝑠, 𝑚𝑏 and 𝑚𝑠𝑏 are the mass of the rail, sleeper, ballast and slab, 1798 
respectively. The bending stiffness of the rail and the slab are defined by 𝐸𝐼𝑟 and 𝐸𝐼𝑠𝑏, respectively; ℎ 1799 
is the thickness of the ballast layer, 𝑘𝑏 and 𝐸𝑏are the stiffness and the Young’s modulus of the ballast, 1800 
respectively; 𝑑 is half the width of the track, and 𝛼 is an adimensional parameter (often equal to 0.5). 1801 
Both ballasted track models have three degrees-of-freedom corresponding to the deflection {�̃�} =1802 {�̃�𝑟, �̃�𝑠, �̃�𝑏}𝑇 of the rail, sleeper and ballast. Alternatively, the slab model considers two degrees-of-1803 
freedom related to the rail and the slab, i.e. {�̃�} = {�̃�𝑟 , �̃�𝑠𝑏}𝑇. The railpad damping component 𝑐𝑝 is 1804 

accounted within 𝑘𝑝∗  through the viscous model in equation (19). 1805 


