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#### Abstract

This paper studies matrix-valued truncated Toeplitz operators, which are a vectorial generalisation of truncated Toeplitz operators. It is demonstrated that, although there exist matrix-valued truncated Toeplitz operators without a matrix symbol in $L^{p}$ for any $p \in(2, \infty]$, there is a wide class of matrix-valued truncated Toeplitz operators which possess a matrix symbol in $L^{p}$ for some $p \in(2, \infty]$. In the case when the matrix-valued truncated Toeplitz operator has a symbol in $L^{p}$ for some $p \in(2, \infty]$, an approach is developed which bypasses some of the technical difficulties which arise when dealing with problems concerning matrix-valued truncated Toeplitz operators with unbounded symbols. Using this new approach, two new notable results are obtained. The kernel of the matrix-valued truncated Toeplitz operator is expressed as an isometric image of an $S^{*}$-invariant subspace. Also, a Toeplitz operator is constructed which is equivalent after extension to the matrix-valued truncated Toeplitz operator. In a different yet overlapping vein, it is also shown that multidimensional analogues of the truncated Wiener-Hopf operators are unitarily equivalent to certain matrix-valued truncated Toeplitz operators.
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## 1. Introduction

The purpose of this paper is to study the matrix-valued truncated Toeplitz operator (abbreviated to MTTO). The MTTO is a vectorial generalisation of the truncated Toeplitz operator. We make a powerful observation, that when studying a given property of a MTTO it is often convenient to initially modify the MTTO by changing its codomain (in a natural way), then one can deduce results about the MTTO from the modified MTTO. This approach
allows us to tackle problems which were previously out of reach concerning MTTOs with unbounded symbols. In particular for a MTTO which has a matrix symbol with each entry lying in $L^{p}$ for $p \in(2, \infty]$, we describe the kernel of the MTTO as an isometric image of a $S^{*}$-invariant subspace and we also find a new form of Toeplitz operator which is equivalent after extension to the MTTO. We emphasise that although the results in this paper are for MTTOs, all the results are new even in the scalar case of the truncated Toeplitz operator. As the study of MTTOs is a recent endeavour, we devote the final section of this paper to discuss some applications of MTTOs to integral equations.

The spaces $H^{p}$ and $L^{p}$ will be defined on the unit circle, $\mathbb{T}$, where $1 \leqslant p \leqslant \infty$. We write $\left(H^{p}\right)^{n}$ (respectively $\left.\left(L^{p}\right)^{n}\right)$ to mean the column vector of length $n$ with each entry taking values in $H^{p}$ (respectively $L^{p}$ ). Background theory on the classical Hardy space $H^{p}$ can be found in [14,22]. For $1<p \leqslant$ $\infty$, we denote $L^{(p, n \times n)}$ to be the space of $n$-by- $n$ matrices with each entry taking values in $L^{p}$. We make an analogous definition for $H^{(p, n \times n)}$. For a matrix $M \in L^{(\infty, n \times n)}$ the adjoint of $M \in L^{(\infty, n \times n)}$ is denoted $M^{*}$. A $n$-by- $n$ matrix inner function $\Theta$ is an element of $H^{(\infty, n \times n)}$ such that for almost every $z \in \mathbb{T}$, we have $\Theta(z)$ is a unitary matrix. Throughout we use $\Theta$ to denote an $n$-by- $n$ inner function.

For $f \in\left(H^{2}\right)^{n}$, the backward shift, $S^{*}$, is defined by $S^{*}(f)=\frac{f-f(0)}{z}$. We know from the Beurling-Lax Theorem that $\Theta\left(H^{2}\right)^{n}$ is a shift invariant subspace. Therefore using orthogonality one can see that the (matricial) model space, $K_{\Theta}:=\Theta \overline{\left(H_{0}^{2}\right)^{n}} \cap\left(H^{2}\right)^{n}$ is $S^{*}$-invariant. If we define

$$
\left(\overline{H_{0}^{2}}\right)^{n}:=\left\{\bar{f}: f \in\left(H^{2}\right)^{n} \text { and } f(0) \text { is the zero vector }\right\}
$$

then we have the orthogonal decompositions

$$
\left(H^{2}\right)^{n}=K_{\Theta} \oplus \Theta\left(H^{2}\right)^{n}
$$

and

$$
\left(L^{2}\right)^{n}=\left(\overline{H_{0}^{2}}\right)^{n} \oplus\left(H^{2}\right)^{n}
$$

This in turn gives us orthogonal projections $P_{+}:\left(L^{2}\right)^{n} \rightarrow\left(H^{2}\right)^{n}, P_{\Theta}$ : $\left(L^{2}\right)^{n} \rightarrow K_{\Theta}$ and $Q_{\Theta}:\left(L^{2}\right)^{n} \rightarrow \Theta\left(H^{2}\right)^{n}$. For $k>n$ we write $P_{n}:\left(H^{2}\right)^{k} \rightarrow$ $\left(H^{2}\right)^{n}$ to mean the projection onto the first $n$ coordinates.

Matrix-valued truncated Toeplitz operators were first defined in [21] as a natural generalisation of truncated Toeplitz operators. They have further been studied in $[19,20]$. We define the MTTO as follows. Let $G \in L^{(2, n \times n)}$, consider the map

$$
\begin{equation*}
f \mapsto P_{\Theta}(G f) \tag{1.1}
\end{equation*}
$$

defined on $K_{\Theta} \cap\left(H^{\infty}\right)^{n}$. It is shown in Section 4 of [21] that $K_{\Theta} \cap\left(H^{\infty}\right)^{n}$ is dense in $K_{\Theta}$, so in the case when (1.1) is bounded this uniquely defines an operator $K_{\Theta} \rightarrow K_{\Theta}$, which we denote $A_{G}^{\Theta}$ and call a matrix-valued truncated Toeplitz operator (MTTO). We note that with this definition, all MTTOs are implicitly bounded. We call $G$ the symbol of the MTTO, and we note that if we have the additional assumption that $G \in L^{(\infty, n \times n)}$ then (1.1) can always
be extended to a bounded operator. In the case when $n=1$, we recover the well known bounded truncated Toeplitz operator.

We say $\Theta$ is pure if $\|\Theta(0)\|<1$. Matrix valued truncated Toeplitz operators with a pure inner function appear naturally in the Sz.-Nagy and Foias model theory for Hilbert space contractions. In particular, every bounded linear operator between two Hilbert spaces $T: H_{1} \rightarrow H_{2}$ with defect indices $(n, n)$ and with the property that for all $h \in H_{1}, T^{* n}(h) \rightarrow 0$ (S.O.T) is unitarily equivalent to $A_{z}^{\Theta}$ for some $n$-by- $n$ inner function $\Theta$. See Section 2, page 33 , of [18] for a more detailed discussion. Although this is one of the main motivations for interest in the truncated Toeplitz operator (which is relevant when the defect indices are $(1,1)$ ), there has been very little research done in to the general case of the MTTO.

MTTOs also appear naturally in [6], where a dual band Toeplitz operator (defined in [6]) is unitarily equivalent to a MTTO with a diagonal inner function $\Theta$. Dual band Toeplitz operators have applications in speech processing and signal transmission. We refer the reader to [6] and further references thereafter for a detailed discussion.

Let $\theta \in H^{2}$ be a scalar inner function and let $\phi \in H^{\infty}$. We denote the Hankel operator with symbol $g \in L^{\infty}$, by $H_{g}: H^{2} \rightarrow \overline{H_{0}^{2}}$. This is defined by $H_{\psi}(p)=P_{-}(\psi p)$, where $P_{-}: L^{2} \rightarrow \overline{H_{0}^{2}}$ is the orthogonal projection. It is well known that many questions about Hankel operators can be phrased in terms of truncated Toeplitz operators with an analytic symbol. In particular the relation

$$
A_{\phi}^{\theta}=\left.\theta H_{\bar{\theta} \phi}\right|_{K_{\theta}}
$$

has long been exploited. Making natural generalisations so that $\Psi \in H^{(\infty, n \times n)}$ and $H:\left(H^{2}\right)^{n} \rightarrow\left(\overline{H_{0}^{2}}\right)^{n}$ is a Hankel operator on the vector-valued Hardy space, we can also write the relation

$$
A_{\Psi}^{\Theta}=\left.\Theta H_{\Theta^{*} \Psi}\right|_{K_{\Theta}} .
$$

So, just as is true in the scalar case, the matricial Hankel operator and MTTO are fundamentally linked. This has applications in minimisation problems and Nehari's Theorem, see Section 2.2 of [25].

MTTOs also have a link to complex symmetric operators. Direct sums of truncated Toeplitz operators seem to play a role in some sort of model theory for complex symmetric operators (see Section 9 of [16]). However, direct sums of truncated Toeplitz operators are in fact special cases of MTTOs with diagonal symbols and diagonal inner functions. So instead of considering what role direct sums of truncated Toeplitz operators play in the theory of complex symmetric operators, it may be more natural to consider what role MTTOs play in the theory of complex symmetric operators.

In Sect. 2 we make some key observations which allow us to define the modified MTTO. The modified MTTO turns out to be a crucial tool in later sections, particularly when we are trying to understand properties of MTTOs which do not possess a bounded symbol.

The kernel of a Toeplitz operator is easily checked to be nearly $S^{*}$ invariant, and this has long been exploited to study the kernels of vectorvalued and scalar-valued Toeplitz operators [10,17]. The kernel of a (scalar) truncated Toeplitz operator with a bounded symbol was shown to be nearly $S^{*}$-invariant with defect 1 in [23]. Then consequently, this property was used to give a decomposition theorem for the kernel of a truncated Toeplitz operator with a bounded symbol. In Sect. 3 we use the modified MTTO to expand on previous studies to include the case where the symbol of the operator is not bounded. In particular, we decompose the kernel of a MTTO which possesses a symbol in $L^{(p, n \times n)}$ for $p \in(2, \infty)$ in to an isometric image of an $S^{*}$-invariant subspace.

In Sect. 4 we use the modified MTTO as a transitional device, which allows us to find an operator which is equivalent after extension to a MTTO which has a symbol in $L^{(p, n \times n)}$ for $p \in(2, \infty)$. Specifically, we first find a Toeplitz operator which is equivalent after extension to the modified MTTO, and then we change the codomain of this Toeplitz operator (as we have done when defining the modified MTTO) to produce an operator which is equivalent after extension to a MTTO which has a symbol in $L^{(p, n \times n)}$ for $p \in(2, \infty)$. This is a generalisation of the results in Section 6 of [8], where the authors construct a Toeplitz operator which is equivalent after extension to a truncated Toeplitz operator with a symbol in $L^{\infty}$.

In Sect. 5 we show there is a unitary equivalence between certain MTTOs and matricial truncated Wiener-Hopf operators (which may also be called matricial convolution operators on finite intervals). We show that we can use the theory developed around the modified MTTO to test the continuity of matricial truncated Wiener-Hopf operators. Finally, we show how the matricial truncated Wiener-Hopf operators are naturally encountered when finding the solution to multi input, multi output linear systems.

## 2. The Modified Matrix-Valued Truncated Toeplitz Operator

The Riesz projections $P_{q+}:\left(L^{q}\right)^{n} \rightarrow\left(H^{q}\right)^{n}$ and $P_{q-}:=I-P_{q+}:\left(L^{q}\right)^{n} \rightarrow$ $\left(\overline{H_{0}^{q}}\right)^{n}$ are bounded when $q \in(1, \infty)$. Furthermore for $n=1, P_{q+}$ can be expressed by

$$
P_{q+}(f)(z)=\int_{\mathbb{T}} \frac{f(\zeta)}{1-\bar{\zeta} z} d m(\zeta)
$$

which is independent of $q \in(1, \infty)$. Which means we can deduce the following;

Lemma 2.1. For $q \in(1,2)$ and $f \in\left(L^{2}\right)^{n}$, we have $P_{q+}(f)=P_{2+}(f)$ and $P_{q-}(f)=P_{2-}(f)$.

Using the projection $P_{\Theta, q}:=P_{q+} \Theta P_{q-} \Theta^{*}$ we can decompose, as we have done in the case of $q=2,\left(H^{q}\right)^{n}$ as

$$
\left(H^{q}\right)^{n}=K_{\Theta}^{q} \oplus \Theta\left(H^{q}\right)^{n}
$$

where $K_{\Theta}^{q}=\Theta \overline{\left(H_{0}^{q}\right)^{n}} \cap\left(H^{q}\right)^{n}$ and

$$
\left(L^{q}\right)^{n}=\left(\overline{H_{0}^{q}}\right)^{n} \oplus K_{\Theta}^{q} \oplus \Theta\left(H^{q}\right)^{n} .
$$

As the orthogonal projection $P_{\Theta}=P_{\Theta, 2}: L^{2} \rightarrow K_{\Theta}^{2}$ can also be written $P_{\Theta, 2}=P_{2+} \Theta P_{2-} \Theta^{*}$ we can conclude the following;

Lemma 2.2. For $q \in(1,2)$ and $f \in\left(L^{2}\right)^{n}$, we have

$$
P_{\Theta, 2}(f)=P_{\Theta, q}(f)
$$

We can also deduce that for $Q_{\Theta, q}:=\Theta P_{q+} \Theta^{*}=P_{q+}-P_{\Theta, q}:\left(L^{q}\right)^{n} \rightarrow$ $\Theta\left(H^{q}\right)^{n}$ we have the following;

Lemma 2.3. For $q \in(1,2)$ and $f \in\left(L^{2}\right)^{n}$, we have

$$
Q_{\Theta, 2}(f)=Q_{\Theta, q}(f) .
$$

We will use Lemmas 2.1, 2.2 and 2.3 freely throughout. When we are clearly working in the context of $\left(L^{2}\right)^{n}$, we will just write $P_{\Theta}$, respectively $Q_{\Theta}$, as opposed to $P_{\Theta, 2}$, respectively $Q_{\Theta, 2}$.

Definition 2.4. Let $p \in(2, \infty]$, let $G \in L^{(p, n \times n)}$ and let $\frac{1}{2}+\frac{1}{p}=\frac{1}{q}$. Then the bounded operator $\tilde{A_{G}^{\Theta}}: K_{\Theta}^{2} \rightarrow K_{\Theta}^{q}$ is defined by $\tilde{A_{G}^{\Theta}}(f)=P_{\Theta, q}(G f)$. We call the operator $\tilde{A_{G}^{\Theta}}$ the modified matrix-valued truncated Toeplitz operator.

Remark 2.5. Although $\tilde{A_{G}^{\Theta}}$ does have a specific $p$ dependence depending on which space $G$ lies in, we will omit this from our notation.

The following proposition shows that when $A_{G}^{\Theta}: K_{\Theta}^{2} \rightarrow K_{\Theta}^{2}$ is a MTTO, up to a change in codomain, $A_{G}^{\Theta}$ and $\tilde{A_{G}^{\Theta}}$ are actually the same operator. In the next section we will exploit this link to study the kernel of $A_{G}^{\Theta}$.

Proposition 2.6. Let the assumptions of Definition 2.4 hold and let $A_{G}^{\Theta}$ : $K_{\Theta}^{2} \rightarrow K_{\Theta}^{2}$ be a MTTO. Then for each $f \in K_{\Theta}^{2}$ we have $\tilde{A}_{G}^{\Theta}(f)=A_{G}^{\Theta}(f)$. Proof. For a given $f \in K_{\Theta}^{2}$, let $f_{n} \in K_{\Theta}^{2} \cap\left(H^{\infty}\right)^{n}$ be such that $f_{n} \xrightarrow{\left(L^{2}\right)^{n}} f$. It is easily checked that $\tilde{A_{G}^{\Theta}}$ is bounded and so we have $P_{\Theta, q}\left(G f_{n}\right) \xrightarrow{\left(L^{q}\right)^{n}} P_{\Theta, q}(G f)$. By Lemma 2.2 this means

$$
\begin{equation*}
P_{\Theta, 2}\left(G f_{n}\right) \xrightarrow{\left(L^{q}\right)^{n}} P_{\Theta, q}(G f)=\tilde{A_{G}^{\Theta}}(f) . \tag{2.1}
\end{equation*}
$$

Because $P_{\Theta, 2}\left(G f_{n}\right) \xrightarrow{\left(L^{2}\right)^{n}} P_{\Theta, 2}(G f)=A_{G}^{\Theta}(f)$ and convergence in $\left(L^{2}\right)^{n}$ is stronger than $\left(L^{q}\right)^{n}$ we must have

$$
\begin{equation*}
P_{\Theta, 2}\left(G f_{n}\right) \xrightarrow{\left(L^{q}\right)^{n}} P_{\Theta, 2}(G f)=A_{G}^{\Theta}(f) . \tag{2.2}
\end{equation*}
$$

Now comparing (2.1) and (2.2) uniqueness of limits implies that $\tilde{A_{G}^{\Theta}}(f)=$ $A_{G}^{\Theta}(f)$.

Corollary 2.7. Let the assumptions of Definition 2.4 hold and let $A_{G}^{\Theta}: K_{\Theta}^{2} \rightarrow$ $K_{\Theta}^{2}$ be a MTTO. Then $\operatorname{Im} \tilde{A_{G}^{\Theta}} \subseteq K_{\Theta}^{2}$.

In fact we have the following;
Proposition 2.8. Let the assumptions of Definition 2.4 hold. Then $\operatorname{Im} \tilde{A_{G}^{\Theta}} \subseteq$ $K_{\Theta}^{2}$ if and only if $A_{G}^{\Theta}$ is a MTTO (i.e the map (1.1) is bounded).
Proof. The above corollary shows that when $A_{G}^{\Theta}: K_{\Theta}^{2} \rightarrow K_{\Theta}^{2}$ is a MTTO, then $\operatorname{Im} \tilde{A_{G}^{\Theta}} \subseteq K_{\Theta}^{2}$. To show the other implication, we first change the codomain of $\tilde{A_{G}^{\Theta}}$, to view the map $\tilde{A_{G}^{\Theta}}: K_{\Theta}^{2} \rightarrow K_{\Theta}^{2}$, which is well defined by the assumption $\operatorname{Im} \tilde{A_{G}^{\Theta}} \subseteq K_{\Theta}^{2}$. We now use the closed graph theorem to show $\tilde{A_{G}^{\Theta}}: K_{\Theta}^{2} \rightarrow K_{\Theta}^{2}$ is continuous. Let $\left(f_{n}\right)_{n \in \mathbb{N}} \in K_{\Theta}^{2}$ and let

$$
\left(f_{n}, \tilde{A}_{G}^{\Theta}\left(f_{n}\right)\right) \xrightarrow{K_{\Theta}^{2} \times K_{\Theta}^{2}}\left(y_{1}, y_{2}\right)
$$

then clearly $f_{n} \xrightarrow{K_{\Theta}^{2}} y_{1}$ and $\tilde{A_{G}^{\Theta}}\left(f_{n}\right) \xrightarrow{K_{\Theta}^{2}} y_{2}$. We also know that $\tilde{A_{G}^{\Theta}}\left(f_{n}\right) \xrightarrow{K_{\Theta}^{q}}$ $\tilde{A_{G}^{\Theta}}\left(y_{1}\right)$, and as $L^{2}$ convergence is stronger than $L^{q}$ convergence we can say that $\tilde{A}_{G}^{\Theta}\left(f_{n}\right) \xrightarrow{K_{\Theta}^{q}} y_{2}$. Uniqueness of limits now shows $\left(f_{n}, \tilde{A_{G}^{\Theta}}\left(f_{n}\right)\right) \xrightarrow{K_{\Theta}^{2} \times K_{\Theta}^{2}}$ $\left(y_{1}, \tilde{A_{G}^{\Theta}}\left(y_{1}\right)\right)$, and hence the graph is closed. Now, again viewing $\tilde{A_{G}^{\Theta}}: K_{\Theta}^{2} \rightarrow$ $K_{\Theta}^{2}$, we have

$$
\tilde{A}_{G}^{\Theta}(f)=A_{G}^{\Theta}(f)
$$

for all $f \in K_{\Theta}^{2} \cap\left(H^{\infty}\right)^{n}$. Thus boundedness of $\tilde{A_{G}^{\Theta}}: K_{\Theta}^{2} \rightarrow K_{\Theta}^{2}$ ensures boundedness of (1.1).

In [2] the authors give an equivalent condition for a bounded truncated Toeplitz operator to have a bounded symbol. They then go on to describe the (scalar) inner functions, $\theta$, such that every bounded truncated Toeplitz operator on $K_{\theta}^{2}$ has a bounded symbol. If we consider MTTOs with symbols in $L^{(p, n \times n)}$ where $p \in(2, \infty]$, the above proposition allows one to describe the set of all symbols of MTTOs (or when specialised to the scalar case, symbols of all bounded truncated Toeplitz operators). This is given by

$$
\left\{G: P_{\Theta, q}\left(G K_{\Theta}^{2}\right) \subseteq\left(L^{2}\right)^{n}\right\}
$$

In a similar fashion to how we have changed the codomain of the MTTO to obtain the modified MTTO, we can also change the codomain of the matricial Toeplitz operator. Let $p \in(2, \infty]$ and let $G \in L^{(p, n \times n)}$. Define

$$
\mathcal{G}=\left(\begin{array}{cc}
\Theta^{*} & 0  \tag{2.3}\\
G & \Theta
\end{array}\right)
$$

where 0 denotes the $n$-by- $n$ matrix with each entry being 0 . Throughout all sections, given two Banach spaces $X_{1}, X_{2}$ we will equip the space

$$
\binom{X_{1}}{X_{2}}=\left\{\binom{f_{1}}{f_{2}}: f_{1} \in X_{1}, f_{2} \in X_{2}\right\}
$$

with the norm given by

$$
\left\|\binom{f_{1}}{f_{2}}\right\|=\left\|f_{1}\right\|_{X_{1}}+\left\|f_{2}\right\|_{X_{2}}
$$

With this convention we can define $T_{\mathcal{G}}:\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}} \rightarrow\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}}$, where if $f_{1} \in\left(H^{2}\right)^{n}$ and $f_{2} \in\left(H^{q}\right)^{n}$ (where $\frac{1}{2}+\frac{1}{p}=\frac{1}{q}$ ),

$$
\begin{equation*}
\binom{f_{1}}{f_{2}} \mapsto\binom{P_{2+}\left(\Theta^{*} f_{1}\right)}{P_{q+}\left(G f_{1}+\Theta f_{2}\right)} \tag{2.4}
\end{equation*}
$$

An application of Hölder's inequality shows $T_{\mathcal{G}}$ is bounded.
Proposition 2.9. For the matrix $\mathcal{G}$ defined as (2.3) we have $P_{n}\left(\operatorname{ker} T_{\mathcal{G}}\right)=$ $\operatorname{ker} \tilde{A_{G}^{\Theta}}$.
Proof. Clearly, for $f_{1} \in\left(H^{2}\right)^{n}$ and $f_{2} \in\left(H^{q}\right)^{n}$, we have $\left(f_{1}, f_{2}\right) \in \operatorname{ker} T_{\mathcal{G}}$ if and only if $f_{1} \in \operatorname{ker} T_{\Theta^{*}}=K_{\Theta}$ and $G f_{1}+\Theta f_{2} \in\left(\overline{H_{0}^{q}}\right)^{n}$. So $f_{1} \in \operatorname{ker} A_{G}^{\Theta}$, and likewise given $f_{1} \in \operatorname{ker} A_{G}^{\Theta}$ there exist $f_{2} \in\left(H^{q}\right)^{n}$ with $\left(f_{1}, f_{2}\right) \in \operatorname{ker} T_{\mathcal{G}}$.

Although the above results are interesting in their own right, our main motivation for introducing the modified MTTO is to study the properties of the MTTOs which do not posses a bounded symbol.

The condition that we no longer require a bounded symbol to study $A_{G}^{\Theta}$ is a significant extension to previous studies. This is because there are MTTOs which do not have a bounded symbol but do have a symbol in $L^{(p, n \times n)}$, where $p \in(2, \infty)$. This can be shown in the case where $n=1$ by using Theorem 5.3 in [3], which is the following;
Theorem 2.10. Suppose $\theta$ is a (scalar) inner function which has an angular derivative (or $A D C$ for short) at $\zeta \in \mathbb{T}$. Let $p \in(2, \infty)$. Then the following are equivalent:

1. The bounded truncated Toeplitz operator $k_{\zeta}^{\theta} \otimes k_{\zeta}^{\theta}$ has a symbol $\phi \in L^{p}$; 2. $k_{\zeta}^{\theta} \in L^{p}$.

In the above Theorem $k_{\zeta}^{\theta}=\frac{1-\overline{\theta(\zeta)} \theta(z)}{1-\bar{\zeta} z} \in K_{\theta}$ is the reproducing kernel at $\zeta$. In particular, the above theorem shows that if $2<p_{1}<p_{2}<\infty$ and $k_{\zeta}^{\theta} \in L^{p_{1}}$ but $k_{\zeta}^{\theta} \notin L^{p_{2}}$, then $k_{\zeta}^{\theta} \otimes k_{\zeta}^{\theta}$ does not have a bounded symbol but does have a symbol in $L^{p_{1}}$.

The precise conditions for $k_{\zeta}^{\theta}$ to lie in $L^{p}$ for $p \in(1, \infty)$ are given in $[1,12]$. In particular, for a Blaschke product with zeros $\left(a_{k}\right)$ we have $k_{\zeta}^{\theta} \in L^{p}$ if and only if

$$
\begin{equation*}
\sum_{k} \frac{1-\left|a_{k}\right|^{2}}{\left|\zeta-a_{k}\right|^{p}}<\infty \tag{2.5}
\end{equation*}
$$

To obtain a bounded truncated Toeplitz operator which does not have a bounded symbol but does have a symbol in $L^{p_{1}}$, for some $p_{1} \in(2, \infty)$, it is sufficient to have a point $\zeta \in \mathbb{T}$, and a Blaschke product which has an ADC at $\zeta$ such that $(2.5)$ is true for some $p=p_{1} \in(2, \infty)$ but not for some strictly larger value of $p$. An explicit example of this is a Blaschke product with zeros $\left(a_{k}\right)$ accumulating to the point 1 such that

$$
\sum_{k} \frac{1-\left|a_{k}\right|^{2}}{\left|1-a_{k}\right|^{p_{1}}}<\infty \quad \text { for some } 2<p_{1}<\infty
$$

but

$$
\sum_{k} \frac{1-\left|a_{k}\right|^{2}}{\left|1-a_{k}\right|^{p_{2}}}=\infty \quad \text { for some } p_{1}<p_{2}<\infty
$$

Theorem 5.1(b) in [26] states that if $\theta$ has an ADC at $\zeta \in \mathbb{T}$, then $k_{\zeta}^{\theta} \otimes k_{\zeta}^{\theta}$ is a bounded truncated Toeplitz operator. Therefore by Theorem 5.1(b) in [26] and the above theorem, we can construct an example of a bounded truncated Toeplitz operator which has a symbol in $L^{2}$, but does not have a symbol in $L^{p}$ for any $p \in(2, \infty)$. Similar to our previous example, in order to do this it is sufficient to have a point $\zeta \in \mathbb{T}$ and a Blaschke product with an ADC at $\zeta$ such that (2.5) is true for $p=2$ but not for any $p \in(2, \infty)$. A numerical example of such a point $\zeta \in \mathbb{T}$ and Blaschke product is the Blaschke product with zeros (accumulating to 1 ) given by $a_{k}=\left(1-\epsilon_{k}\right) e^{i \delta_{k}}$ where $\epsilon_{k}=\frac{1}{k^{2}}$ and $\delta_{k}=\frac{\log (k)}{k^{1 / 2}}$. This observation shows that not every bounded truncated Toeplitz operator has a symbol in $L^{p}$ for some $p \in(2, \infty)$.

## 3. The Kernel

A closed subspace $M \subseteq\left(H^{2}\right)^{n}$ is said to be nearly $S^{*}$-invariant with defect $m$ if and only if there exists a $m$-dimensional subspace $D$ (which may be taken to be orthogonal to $M$ ) such that if $f \in M$ and $f(0)$ is the zero vector then $S^{*} f \in M \oplus D$. We call $D$ the defect space. If $M$ is nearly $S^{*}$-invariant with defect 0 then it is said to be nearly $S^{*}$-invariant. Similarly, we say a closed subspace $N \subseteq\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}}$ is nearly $S^{*}$-invariant if and only if all functions $f \in N$ with the property $f(0)$ is the zero vector satisfy $S^{*}(f)=\frac{f}{z} \in N$.

In this section we decompose the kernel of a MTTO into an isometric image of an $S^{*}$-invariant subspace.
Define $W:=\operatorname{ker} T_{\mathcal{G}}(0)=\left\{F(0): F \in \operatorname{ker} T_{\mathcal{G}}\right\} \subseteq \mathbb{C}^{2 n}$. Let $\operatorname{dim} W=r$, and pick $W_{1}, \ldots, W_{r} \in \operatorname{ker} T_{\mathcal{G}}$ such that $W_{1}(0), \ldots, W_{r}(0)$ are a basis for W .

Proposition 3.1. The space $P_{n}\left(\operatorname{ker} T_{\mathcal{G}}\right)$ is nearly $S^{*}$-invariant with a defect space

$$
\begin{equation*}
\left(\frac{\operatorname{span}\left\{P_{n}\left(W_{1}\right), \ldots P_{n}\left(W_{r}\right)\right\}}{z} \cap\left(H^{2}\right)^{n}\right) \tag{3.1}
\end{equation*}
$$

Remark 3.2. This may be viewed as a generalisation of Corollary 3.2 in [23], but the delicate issue here is that we are no longer working with a Hilbert space and so we can not use orthogonality.

Proof. Let $f_{1} \in P_{n}\left(\operatorname{ker} T_{\mathcal{G}}\right)$ with $f_{1}(0)$ equal to the zero vector. Pick $f_{2} \in$ $\left(H^{q}\right)^{n}$ such that $\binom{f_{1}}{f_{2}} \in \operatorname{ker} T_{\mathcal{G}}$ and pick constants $\lambda_{1} \ldots \lambda_{r}$ such that $\binom{f_{1}}{f_{2}}-$ $\lambda_{1} W_{1}-\ldots \lambda_{r} W_{r}$ evaluated at 0 is the zero vector, then

$$
\binom{f_{1}}{f_{2}}-\lambda_{1} W_{1}-\ldots \lambda_{r} W_{r} \in \operatorname{ker} T_{\mathcal{G}} \cap z\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}} .
$$

Near invariance of $\operatorname{ker} T_{\mathcal{G}}$ now ensures

$$
\frac{f_{1}}{z}-\frac{\lambda_{1} P_{n}\left(W_{1}\right)-\ldots \lambda_{r} P_{n}\left(W_{r}\right)}{z} \in P_{n}\left(\operatorname{ker} T_{\mathcal{G}}\right)
$$

and therefore

$$
\frac{f_{1}}{z} \in P_{n}\left(\operatorname{ker} T_{\mathcal{G}}\right)+\left(\frac{\operatorname{span}\left\{P_{n}\left(W_{1}\right), \ldots P_{n}\left(W_{r}\right)\right\}}{z} \cap\left(H^{2}\right)^{n}\right) .
$$

Previous results on the kernel of the truncated Toeplitz operator (see [ $8,9,23]$ ) have been under the assumption that the symbol for the operator is bounded. Now using the operator $\tilde{A_{G}^{\Theta}}$ as an intermediate tool, this allows us to obtain a Hitt-style characterisation for the kernel of a MTTO and, unlike previous results, we do not require that the symbol of the MTTO is bounded for this characterisation to hold.

Theorem 3.3. Let $p \in(2, \infty]$, and let $G \in L^{(p, n \times n)}$ be such that $A_{G}^{\Theta}$ is a MTTO. Then $\operatorname{ker} A_{G}^{\Theta}$ is nearly $S^{*}$-invariant with defect $m$, where $m \leqslant n$.

Proof. From Proposition 2.6 it is clear that $\operatorname{ker} A_{G}^{\Theta}=\operatorname{ker} \tilde{A_{G}^{\Theta}}$, and Proposition 2.9 shows that $\operatorname{ker} \tilde{A_{G}^{\Theta}}=P_{n}\left(\operatorname{ker} T_{\mathcal{G}}\right)$, so from Proposition 3.1 we can deduce that $\operatorname{ker} A_{G}^{\Theta}$ is a nearly invariant subspace with a defect space given by (3.1). If $r \leqslant n$ it is clear that the dimension of (3.1) is less than or equal to $n$, so it remains to prove that if $r=n+i$ for $i>0$ then the dimension of (3.1) is at most $n$. Suppose $r=n+i$ for $i>0$. We form a matrix

$$
\left[W_{1}(0), \ldots, W_{n+i}(0)\right]
$$

then for $\left(\begin{array}{c}s_{1} \\ \vdots \\ s_{n+i}\end{array}\right) \in \mathbb{C}^{n+i}$ we have that $s_{1} P_{n}\left(W_{1}\right)+\ldots s_{n+i} P_{n}\left(W_{n+i}\right) \in$ $z\left(H^{2}\right)^{n}$ if and only if

$$
P_{n}\left(\left[W_{1}(0), \ldots, W_{n+i}(0)\right]\left(\begin{array}{c}
s_{1} \\
\vdots \\
s_{n+i}
\end{array}\right)\right)
$$

is the zero vector. Hence the dimension of (3.1) is given by the dimension of

$$
S=\left\{\left(\begin{array}{c}
s_{1} \\
\vdots \\
s_{n+i}
\end{array}\right) \in \mathbb{C}^{n+i}: P_{n}\left(\left[W_{1}(0), \ldots, W_{n+i}(0)\right]\left(\begin{array}{c}
s_{1} \\
\vdots \\
s_{n+i}
\end{array}\right)\right)=\left(\begin{array}{c}
0 \\
\vdots \\
0
\end{array}\right)\right\} .
$$

As $W_{1}(0), \ldots W_{n+i}(0) \in \mathbb{C}^{2 n}$ are linearly independent, we may pick vectors

$$
X_{1}, \ldots X_{n-i} \in \mathbb{C}^{2 n}
$$

such that the vectors $W_{1}(0), \ldots W_{n+i}(0), X_{1}, \ldots, X_{n-i}$ are linearly independent. We then define $S^{\prime}$ as

$$
\left\{\left(\begin{array}{c}
s_{1} \\
\vdots \\
s_{n+i} \\
0 \\
\vdots \\
0
\end{array}\right) \in \mathbb{C}^{2 n}: P_{n}\left(\left[W_{1}(0), \ldots, W_{n+i}(0), X_{1}, \ldots, X_{n-i}\right]\left(\begin{array}{c}
s_{1} \\
\vdots \\
s_{n+i} \\
0 \\
\vdots \\
0
\end{array}\right)\right)=\left(\begin{array}{c}
0 \\
\vdots \\
\vdots \\
\vdots \\
0
\end{array}\right)\right\} .
$$

It is clear $\operatorname{dim} S=\operatorname{dim} S^{\prime}$, and moreover $S^{\prime}$ is contained in

$$
\left\{\left[W_{1}(0), \ldots, W_{n+i}(0), X_{1}, \ldots, X_{n-i}\right]^{-1} V: V \in \mathbb{C}^{2 n} \text { and } P_{n}(V)=0\right\}
$$

which has dimension $n$. Thus we can conclude that the dimension of (3.1) is equal to $\operatorname{dim} S=\operatorname{dim} S^{\prime} \leqslant n$.

Theorem 3.4 in [23] (which was also independently proved in [11]) gives a decomposition for vector-valued nearly $S^{*}$-invariant subspaces with a defect. So combining the above theorem and Theorem 3.4 in [23] we obtain the following decomposition for the kernels of MTTOs in terms of $S^{*}$-invariant subspaces.

Theorem 3.4. Let $p \in(2, \infty]$, and let $G \in L^{(p, n \times n)}$ be such that $A_{G}^{\Theta}$ is a MTTO. Let $\left\{e_{1}, \ldots e_{m}\right\}$ be an orthonormal basis for the $m$-dimensional defect space (where $m \leqslant n$ ) for $\operatorname{ker} A_{G}^{\Theta}$ given by (3.1) and set $r=\operatorname{dim} \operatorname{ker} A_{G}^{\Theta} \ominus$ $\left(\operatorname{ker} A_{G}^{\Theta} \cap z\left(H^{2}\right)^{n}\right)$. Then

1. In the case where there are functions in $\operatorname{ker} A_{G}^{\Theta}$ that do not vanish at 0 ,

$$
\operatorname{ker} A_{G}^{\Theta}=\left\{F: F(z)=F_{0}(z) k_{0}(z)+z \sum_{j=1}^{m} k_{j}(z) e_{j}(z):\left(k_{0}, \ldots, k_{m}\right) \in K\right\}
$$

where $F_{0}$ is the matrix with each column being an element of an orthonormal basis for $\operatorname{ker} A_{G}^{\Theta} \ominus\left(\operatorname{ker} A_{G}^{\Theta} \cap z\left(H^{2}\right)^{n}\right), k_{0} \in\left(H^{2}\right)^{r}, k_{1}, \ldots k_{m} \in$ $H^{2}$, and $K \subseteq\left(H^{2}\right)^{(r+m)}$ is a closed $S^{*}$-invariant subspace. Furthermore $\|F\|^{2}=\sum_{j=0}^{m}\left\|k_{j}\right\|^{2}$.
2. In the case where all functions in $\operatorname{ker} A_{G}^{\Theta}$ vanish at 0 ,

$$
\operatorname{ker} A_{G}^{\Theta}=\left\{F: F(z)=z \sum_{j=1}^{m} k_{j}(z) e_{j}(z):\left(k_{1}, \ldots, k_{m}\right) \in K\right\}
$$

with the same notation as in 1, except that $K$ is now a closed $S^{*}$ invariant subspace of $\left(H^{2}\right)^{m}$, and $\|F\|^{2}=\sum_{j=1}^{m}\left\|k_{j}\right\|^{2}$.

Remark 3.5. We remark that the above theorem is a generalisation of the results of Section 3 of [23] in two ways. We are now considering the MTTO instead of the scalar truncated Toeplitz operator. We are also now allowing for the MTTO to have a unbounded symbol whereas [23] only considers bounded symbols.

We now give an example to show that under the conditions of Theorem 3.3, $n$ is the smallest dimension of defect space for $\operatorname{ker} A_{G}^{\Theta}$, i.e. it is not true that for all inner functions $\Theta$ and symbols $G \in L^{(p, n \times n)}$, that $\operatorname{ker} A_{G}^{\Theta}$ has a $j$-dimensional defect where $j<n$.

Example 3.6. Let $\Theta=\left(\begin{array}{cc}z^{2} & 0 \\ 0 & z^{2}\end{array}\right)$, and $G=\left(\begin{array}{ll}z & 0 \\ 0 & z\end{array}\right)$ then

$$
\operatorname{ker} A_{G}^{\Theta}=\left\{\binom{\lambda z}{\mu z}: \lambda, \mu \in \mathbb{C}\right\}
$$

which is clearly nearly $S^{*}$-invariant with defect 2 .

## 4. Equivalence After Extension

For Banach spaces $X, \tilde{X}, Y, \tilde{Y}$ the operators $T: X \rightarrow \tilde{X}$ and $S: Y \rightarrow$ $\tilde{Y}$ are said to be (algebraically and topologically) equivalent if and only if $T=E S F$, where $E$ and $F$ are invertible operators. More generally $T$ and $S$ are equivalent after extension (abbreviated to EAE) if and only if there exist (possibly trivial) Banach spaces $X_{0}, Y_{0}$, called extension spaces and invertible linear operators $E: \tilde{Y} \oplus Y_{0} \rightarrow \tilde{X} \oplus X_{0}$ and $F: X \oplus X_{0} \rightarrow Y \oplus Y_{0}$, such that

$$
\left(\begin{array}{cc}
T & 0 \\
0 & I_{X_{0}}
\end{array}\right)=E\left(\begin{array}{cc}
S & 0 \\
0 & I_{Y_{0}}
\end{array}\right) F .
$$

In this case we write that $T \stackrel{*}{\sim} S$.
The relation $\sim^{*}$ is an equivalence relation. Operators that are equivalent after extension have many features in common. In particular, using the notation $X \simeq Y$ to say that two Banach spaces $X$ and $Y$ are isomorphic, i.e., that there exists an invertible operator from $X$ onto $Y$, and the notation $\operatorname{Im} A$ to denote the range of an operator $A$, we have the following.

Theorem 4.1. [4] Let $T: X \rightarrow \tilde{X}, S: Y \rightarrow \tilde{Y}$ be operators and assume that $T *{ }^{*} S$. Then

1. $\operatorname{ker} T \simeq \operatorname{ker} S$;
2. Im $T$ is closed if and only if $\operatorname{Im} S$ is closed and, in that case, $\tilde{X} / \operatorname{Im} T \simeq$ $\tilde{Y} / \operatorname{Im} S$;
3. If one of the operators $T, S$ is generalised (left, right) invertible, then the other is generalised (left, right) invertible too;
4. $T$ is Fredholm if and only if $S$ is Fredholm and in that case $\operatorname{dim} \operatorname{ker} T=$ $\operatorname{dim} \operatorname{ker} S$ and codim $\operatorname{Im} T=$ codim $\operatorname{Im} S$.

The above theorem highlights that when one wants to consider invertibility, Fredholmness and spectral properties, EAE extension results are very useful. Section 6 of [8] shows that a truncated Toeplitz operator with a bounded symbol is EAE to a matricial Toeplitz operator, and then consequently the spectral properties of the truncated Toeplitz operator were studied in [7]. For $\theta$ a scalar inner function and $g \in L^{\infty}$, the dual truncated Toeplitz operator $D_{g}^{\theta}:\left(K_{\theta}\right)^{\perp} \rightarrow\left(K_{\theta}\right)^{\perp}$ is defined by $f \mapsto\left(Q_{\theta}+P_{-}\right)(g f)$,
where $P_{-}=I-P_{+}$. Section 5 of [5] shows the dual truncated Toeplitz operator is EAE to a paired operator on $\left(L^{2}\right)^{2}$.
Throughout this section, unless otherwise stated, we assume that $G \in L^{(p, n \times n)}$ where $p \in(2, \infty]$. We let $q \in(1,2]$ be such that $\frac{1}{2}+\frac{1}{p}=\frac{1}{q}$. In this context, we write $T_{G}:\left(H^{2}\right)^{n} \rightarrow\left(H^{q}\right)^{n}$ to mean the map $f \mapsto P_{q+}(G f)$.
In the first part of this section we initially adapt the results in Section 6 of [8] to show that $T_{\mathcal{G}}$ is EAE to $\tilde{A_{G}^{\Theta}}$. We then build on this result to construct a Toeplitz operator which is EAE to $A_{G}^{\Theta}$. Unlike the works of [8] we consider MTTOs which only have unbounded symbols, and in order to overcome the problem of $G$ not being bounded (and then necessarily the domain and codomain of $\tilde{A_{G}^{\Theta}}$ being different spaces) one must define a new normed space which mixes $H^{p}$ and $H^{q}$ spaces.

Consider the operator

$$
P_{\Theta, q} G P_{\Theta, 2}+Q_{\Theta, 2}:\left(H^{2}\right)^{n} \rightarrow K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n}
$$

where here the norm of $k+\Theta f \in K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n}$ is given by $\|k\|_{\left(L^{q}\right)^{n}}+$ $\|\Theta f\|_{\left(L^{2}\right)^{n}}$. We first show that

$$
\begin{equation*}
\tilde{A_{G}^{\Theta}} \stackrel{*}{\sim} P_{\Theta, q} G P_{\Theta, 2}+Q_{\Theta, 2} . \tag{4.1}
\end{equation*}
$$

We have

$$
\left(\begin{array}{cc}
\tilde{A_{G}^{\Theta}} & 0 \\
0 & I_{\Theta\left(H^{2}\right)^{n}}
\end{array}\right)=E_{1}\left(\begin{array}{cc}
P_{\Theta, q} G P_{\Theta, 2}+Q_{\Theta, 2} & 0 \\
0 & I_{0}
\end{array}\right) F_{1}
$$

where

$$
F_{1}: K_{\Theta}^{2} \oplus \Theta\left(H^{2}\right)^{n} \rightarrow\left(H^{2}\right)^{n} \oplus\{0\}
$$

is such that

$$
\binom{k}{\Theta f} \mapsto\binom{k+\Theta f}{0}
$$

and

$$
E_{1}: K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n} \oplus\{0\} \rightarrow K_{\Theta}^{q} \oplus \Theta\left(H^{2}\right)^{n}
$$

is such that

$$
\binom{k+\Theta f}{0} \mapsto\binom{k}{\Theta f}
$$

On the other hand it is clear that

$$
P_{\Theta, q} G P_{\Theta, 2}+Q_{\Theta, 2} \stackrel{*}{\sim}\left(\begin{array}{cc}
P_{\Theta, q} G P_{\Theta, 2}+Q_{\Theta, 2} & 0  \tag{4.2}\\
0 & P_{q+}
\end{array}\right) .
$$

If we denote $I$ to be the identity operator on $K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n}$, we also have

$$
P_{\Theta, q} G P_{\Theta, 2}+Q_{\Theta, 2}=\left(I-P_{\Theta, q} T_{G} Q_{\Theta, q}\right)\left(P_{\Theta, q} T_{G}+Q_{\Theta, 2}\right)
$$

Furthermore adapting Lemma 6.3 in [8] we can deduce:
Lemma 4.2. The operator $I-P_{\Theta, q} T_{G} Q_{\Theta, q}: K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n} \rightarrow K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n}$ is invertible with inverse $I+P_{\Theta, q} T_{G} Q_{\Theta, q}$.

We now mimic the factorisations given in Section 6 of [8], however as we are working with a mixed $H^{p}-H^{q}$ space we must also manage our factorisation in such a way that the domain and codomain in our consecutive factors match up. As the results of [8] purely deal with operators on $H^{2}$, this did not have to be considered.

In the following argument for ease of notation we write the domain and co-domain above the operator. For example, if the operator $A: X \rightarrow Y$, we

$$
X \rightarrow Y
$$

will label this as $\overbrace{A}$. In the case when $A: X \rightarrow X$ we will denote this by X
$\overbrace{A}$. With this notation we will omit the specific $q$ or 2 notation from the projections in the following matrices.

Thus with

$$
T=\left(\begin{array}{cc}
\overbrace{I-P_{\Theta} T_{G} Q_{\Theta}}^{K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n}} & \overbrace{0}^{\left(H^{q}\right)^{n} \rightarrow\{0\}}  \tag{4.3}\\
\overbrace{0}^{K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n} \rightarrow\{0\}} & \overbrace{P_{+}}^{\left(H^{q}\right)^{n}}
\end{array}\right),
$$

we can write
where the last line follows by using the identity $P_{+}-Q_{\Theta}=P_{\Theta}$ and $T_{\Theta *} P_{\Theta}=$ 0 . This can be factorised further to equal
where $T_{\mathcal{G}}$ is defined as in (2.4). In the above, we label the second factor as $T_{1}$ and the final factor as $T_{2}$.

1. The first factor, $T$, is invertible with inverse given by

$$
(\begin{array}{cc}
\overbrace{0}^{I+P_{\Theta} T_{G} Q_{\Theta}} \\
K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n} & \overbrace{0}^{\left(H^{q}\right)^{n} \rightarrow\{0\}}
\end{array} \overbrace{P_{+}}^{\left(H^{2}\right)^{n} \rightarrow\{0\}} \overbrace{}^{\left(H^{q}\right)^{n}}, ~ .
$$

This is verified by Lemma 4.2.
2. Adapting Lemma 6.4 from [8] one can show the second factor, $T_{1}$, is invertible as a map $\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}} \rightarrow\binom{K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}}$.
3. Adapting Lemma 6.5 from [8] one can show the last factor, $T_{2}$, is invertible in $\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}}$.
We can now conclude the following;
Theorem 4.3. $T_{\mathcal{G}}$ is equivalent after extension to $\tilde{A_{G}^{\Theta}}$.
Proof. Using (4.1), (4.2) and the fact that ${ }^{*}$ is an equivalence relation, we see that

$$
\tilde{A_{G}^{\Theta}} \stackrel{*}{\sim}\left(\begin{array}{cc}
P_{\Theta, q} G P_{\Theta, 2}+Q_{\Theta, 2} & 0 \\
0 & P_{q+}
\end{array}\right) .
$$

Now (4.4) and the reasoning immediately following (4.4) shows

$$
\left(\begin{array}{cc}
P_{\Theta, q} G P_{\Theta, 2}+Q_{\Theta, 2} & 0 \\
0 & P_{q+}
\end{array}\right) \stackrel{*}{*} T_{\mathcal{G}}
$$

and so transitivity of $\stackrel{*}{\sim}$ gives us

$$
\tilde{A_{G}^{\Theta}} \stackrel{*}{\sim} T_{\mathcal{G}} .
$$

Remark 4.4. In the case when $n=1$ and $p=\infty$, Theorem 4.3 specialises to become (the symmetric case of) Theorem 6.6 in [8].
When $G$ is bounded we have $\tilde{A_{G}^{\Theta}}=A_{G}^{\Theta}$, so we may specialise Theorem 4.3 to find an operator which is EAE to $A_{G}^{\Theta}$ when $G$ is bounded.
Theorem 4.5. Let $G \in L^{(\infty, n \times n)}$. Then $T_{\mathcal{G}}:\left(H^{2}\right)^{2 n} \rightarrow\left(H^{2}\right)^{2 n}$ is equivalent after extension to $A_{G}^{\Theta}$.

As operators which are EAE have isomorphic kernels and cokernels, Theorem 4.3 and Proposition 2.6 suggest that restricting the codomain of $T_{\mathcal{G}}$ may provide an operator which is EAE to $A_{G}^{\Theta}$, where $G \in L^{(p, n \times n)}$, for $p \in(2, \infty)$. We now pursue this idea.
Throughout the remainder of this section we now continue to assume that $G \in$ $L^{(p, n \times n)}$ where $p \in(2, \infty]$, but we now we also make the extra assumption that $A_{G}^{\Theta}$ is a MTTO (and hence bounded).
The image of $T_{\mathcal{G}}$ is computed to be

$$
\binom{0}{\Theta\left(H^{q}\right)^{n}}+\binom{0}{P_{q+}\left(G K_{\Theta}^{2}\right)}+\left\{\binom{f}{P_{q+}(G \Theta f)}: f \in\left(H^{2}\right)^{n}\right\}
$$

where for $A \subseteq\left(L^{q}\right)^{n},\binom{0}{A}$ is the set of all vectors of length $2 n$ with the last $n$ coordinates taking a value $a \in A$. We now define the Banach space

$$
\begin{equation*}
\text { Co-d }:=\binom{0}{\Theta\left(H^{q}\right)^{n}}+\binom{0}{K_{\Theta}^{2}}+\left\{\binom{f}{P_{q+}(G \Theta f)}: f \in\left(H^{2}\right)^{n}\right\}, \tag{4.5}
\end{equation*}
$$

where for $p_{1} \in\left(H^{q}\right)^{n}, p_{2} \in K_{\Theta}^{2}, p_{3} \in\left(H^{2}\right)^{n}$ we have the well defined norm

$$
\begin{aligned}
& \left\|\binom{0}{\Theta p_{1}}+\binom{0}{p_{2}}+\binom{p_{3}}{P_{q+}\left(G \Theta p_{3}\right)}\right\|_{\mathrm{Co-d}} \\
& \quad:=\left\|\Theta p_{1}\right\|_{\left(H^{q}\right)^{n}}+\left\|p_{2}\right\|_{K_{\Theta}^{2}}+\left\|p_{3}\right\|_{\left(H^{2}\right)^{n}}
\end{aligned}
$$

We note that completeness of each of the spaces $\left(H^{q}\right)^{n}, K_{\Theta}^{2}$ and $\left(H^{2}\right)^{n}$ ensures completeness of Co-d. Corollary 2.7 ensures that $P_{q+}\left(G K_{\Theta}^{2}\right) \subseteq K_{\Theta}^{2}+\Theta\left(H^{q}\right)^{n}$ so this gives us a well defined bounded map

$$
T_{\mathcal{G}}^{r}:\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}} \rightarrow \text { Co-d }
$$

where for $f_{1} \in\left(H^{2}\right)^{n}$ and $f_{2} \in\left(H^{q}\right)^{n}$

$$
\binom{f_{1}}{f_{2}} \mapsto\binom{P_{2+}\left(\Theta^{*} f_{1}\right)}{P_{q+}\left(G f_{1}+\Theta f_{2}\right)}=T_{\mathcal{G}}\binom{f_{1}}{f_{2}} .
$$

Remark 4.6. In the case when $p=\infty$ and so $q=2$, as sets we have $\mathrm{Co}-\mathrm{d}=$ $\binom{\left(H^{2}\right)^{n}}{\left(H^{2}\right)^{n}}$ and furthermore the Co-d norm is equivalent to the $\binom{\left(H^{2}\right)^{n}}{\left(H^{2}\right)^{n}}$ norm.

Similar to the proof of Theorem 4.3, we can show that

$$
A_{G}^{\Theta} \backsim(\begin{array}{c}
\overbrace{0}^{\left(H^{2}\right)^{n} \rightarrow K_{\Theta}^{2}+\Theta\left(H^{2}\right)^{n}} \overbrace{P_{\Theta, q} G P_{\Theta, 2}+Q_{\Theta, 2}}^{\left(H^{2}\right)^{n} \rightarrow\left(H^{q}\right)^{n}} \\
\overbrace{0}^{\left(H^{q}\right)^{n}}
\end{array} \overbrace{P_{q+}^{n}}^{\rightarrow K_{\Theta}^{q}+\Theta\left(H^{2}\right)^{n}})
$$

where we know by Corollary 2.7 that $P_{\Theta, q}\left(G K_{\Theta}^{2}\right) \subseteq K_{\Theta}^{2}$. It is also clear that for $\binom{f_{1}}{f_{2}} \in\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}}$ using (4.4) we still have

$$
T T_{1} T_{\mathcal{G}}^{r} T_{2}\binom{f_{1}}{f_{2}}=(\begin{array}{c}
\overbrace{0}^{\left(H^{2}\right)^{n} \rightarrow K_{\Theta}^{2}+\Theta\left(H^{2}\right)^{n}} \overbrace{P_{\Theta, q} G P_{\Theta, 2}+Q_{\Theta, 2}}^{\left(H^{2}\right)^{n} \rightarrow\left(H^{q}\right)^{n}} \\
\overbrace{P_{q+}}^{\left(H^{q}\right)^{n} \rightarrow K^{q}}
\end{array} \overbrace{0}^{\left(H_{\Theta}^{q}\right)^{n}})\binom{f_{1}}{f_{2}} .
$$

One can also check that the operator $T T_{1}: \operatorname{Co}-\mathrm{d} \rightarrow\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}}$ is well defined, bounded and invertible. We know from an adaptation of Lemma 6.5 in [8] that $T_{2}:\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}} \rightarrow\binom{\left(H^{2}\right)^{n}}{\left(H^{q}\right)^{n}}$ is invertible. So we can conclude;

Theorem 4.7. $A_{G}^{\Theta} \stackrel{*}{\sim} T_{\mathcal{G}}^{r}$.

## 5. Application to Integral Equations

In this section we concretely relate the theory of MTTOs to integral equations. We show the matricial truncated Wiener-Hopf operator is unitarily equivalent to a MTTO and give a neat application of the theory we have developed around the modified MTTO which allows us to test continuity of the matricial truncated Wiener-Hopf operator by considering only the image of a modified MTTO.

We consider $H^{2}\left(\mathbb{C}_{+}\right)$, the Hardy space of the upper half plane. Section 3 of [8] shows there is an isometric isomorphism between the Hardy space on the disc and the Hardy space on the half plane, which we denote $V$ : $H^{2} \rightarrow H^{2}\left(\mathbb{C}_{+}\right)$. It further shows that via the unitary map $V$, truncated Toeplitz operators in the two different settings are unitarily equivalent. The functions $\theta_{1}(w)=e^{i a w}$ and $\theta_{2}(w)=e^{i b w}$ are inner functions in $H^{2}\left(\mathbb{C}_{+}\right)$and it is well known that the inverse Fourier transform of $L^{2}(0, a), L^{2}(0, b)$ is $K_{\theta_{1}}^{2}, K_{\theta_{2}}^{2}$ respectively. We denote $\mathcal{F}: H^{2}\left(\mathbb{C}_{+}\right) \rightarrow L^{2}(0, \infty)$ to be the Fourier transform. The Fourier transform of a matrix is understood by taking the Fourier transform of each entry of the matrix.

MTTOs on the model space $K_{\Theta}^{2}$ where $\Theta=\left(\begin{array}{cc}\theta_{1} & 0 \\ 0 & \theta_{2}\end{array}\right)$, are closely connected with matricial truncated Wiener-Hopf operators. For $c \in \mathbb{R}_{+}$and $f=\binom{f_{1}}{f_{2}}$ where $f_{1}, f_{2} \in L^{1}(\mathbb{R})$, we denote $\operatorname{int}_{c}^{1}(f)=\int_{0}^{c} f_{1}(t) d t$ and $\operatorname{int}_{c}^{2}(f)=$ $\int_{0}^{c} f_{2}(t) d t$. Let $G=\left(\begin{array}{ll}g_{11} & g_{12} \\ g_{21} & g_{22}\end{array}\right) \in L^{1}(\mathbb{R})^{2 \times 2}$, let $k=\binom{k_{1}}{k_{2}}$ where $k_{1} \in L^{2}(0, a)$ and $k_{2} \in L^{2}(0, b)$ for $a, b \in \mathbb{R}_{+}$. The matricial truncated Wiener-Hopf operator is an operator on $\binom{L^{2}(0, a)}{L^{2}(0, b)}$ (equipped with the product norm) densely defined by

$$
\begin{equation*}
\left(W_{G}\binom{k_{1}}{k_{2}}\right)(x)=\binom{\operatorname{int}_{a}^{1}(G(x-t) k(t))}{\operatorname{int}_{b}^{2}(G(x-t) k(t))} \tag{5.1}
\end{equation*}
$$

for $k_{1} \in L^{2}(0, a) \cap L^{\infty}(0, a), k_{2} \in L^{2}(0, b) \cap L^{\infty}(0, b)$. We mostly only consider the case when $a=b$. In this case

$$
\left(W_{G}\binom{k_{1}}{k_{2}}\right)(x)=\int_{0}^{a} G(x-t) k(t) d t
$$

If $W$ extends to a bounded operator and if $G=\hat{H}$, where $H \mathcal{F}^{-1}\binom{L^{\infty}(0, a)}{L^{\infty}(0, b)} \subseteq\left(L^{2}(\mathbb{R})\right)^{2}$ (this condition on $H$ is necessary to densely define a MTTO with symbol $H$ on the domain $\mathcal{F}^{-1}\binom{L^{\infty}(0, a)}{L^{\infty}(0, b)}$ ) we have

$$
W_{G}(k)=\mathcal{F} P_{\Theta}(H \check{k}),
$$

for $k_{1} \in L^{2}(0, a) \cap L^{\infty}(0, a), k_{2} \in L^{2}(0, b) \cap L^{\infty}(0, b)$. Thus, in this case $W_{G}$ is unitarily equivalent to the MTTO on the half plane $A_{H}^{\Theta}$, where we adopt the convention that $A_{H}^{\Theta}$ is initially densely defined on $\mathcal{F}^{-1}\binom{L^{\infty}(0, a)}{L^{\infty}(0, b)}$.

A computation shows that $V^{-1} \mathcal{F}^{-1} L^{\infty}(0, a)$ is bounded and lies in the model space $K_{u}^{2}$, where $u=e^{i a \frac{1-z}{1+z}}$ is an inner function on the disc. As $V$ and $\mathcal{F}$ are isomorphic and $L^{\infty}(0, a)$ is dense in $L^{2}(0, a)$, we must have $V^{-1} \mathcal{F}^{-1} L^{\infty}(0, a)$ is contained in $K_{u}^{\infty}$ and is dense subspace of $K_{u}^{2}$. A similar reasoning holds for $L^{\infty}(0, b)$. If we again assume that $G=\hat{H}$, where $H \mathcal{F}^{-1}\binom{L^{\infty}(0, a)}{L^{\infty}(0, b)} \subseteq\left(L^{2}(\mathbb{R})\right)^{2}$ then we can deduce that $W_{G}$ is bounded if and only if $A_{H}^{\Theta}$ densely defined on $\mathcal{F}^{-1}\binom{L^{\infty}(0, a)}{L^{\infty}(0, b)}$ is bounded if and only if the corresponding map on the disc, given by $A_{H \circ m}^{\ominus \circ m}$ where $m: \mathbb{D} \rightarrow$ $\mathbb{C}_{+}$is defined by $m(z)=i\left(\frac{1-z}{1+z}\right)$ is bounded, i.e. if $A_{H \circ m}^{\Theta \circ m}$ is an MTTO. Now with the above reasoning and Proposition 2.8, whenever $G=\hat{H}$ with $H \mathcal{F}^{-1}\binom{L^{\infty}(0, a)}{L^{\infty}(0, b)} \subseteq\left(L^{2}(\mathbb{R})\right)^{2}$ and $H \circ m \in L^{(p, n \times n)}$ for $p \in(2, \infty]$, we can test the continuity of (5.1) by considering only the image of a corresponding modified MTTO.

In the case when $H \mathcal{F}^{-1}\binom{L^{\infty}(0, a)}{L^{\infty}(0, b)} \subseteq\left(L^{2}(\mathbb{R})\right)^{2}$ and $W_{G}$ is bounded we have that $W_{G}$ is unitarily equivalent to $A_{H \circ m}^{\Theta \circ m}$ via the unitary mapping $\mathcal{F} \circ V$.

Although the above demonstration is in the case of the 2-by-2 matrix $G$, it is easily generalised to the $n$-by- $n$ case. Matricial truncated Wiener-Hopf operators (which may also be called matricial convolution operators on finite intervals) are studied in detail in Chapter 7 of [15]. They are then shown to play an important role in Chapter 8 of [15], where a continuous analogue of Krein's Theorem for matrix polynomials is given.

Matricial truncated Wiener-Hopf operators are also encountered naturally when finding the solution to MIMO (multi input, multi output) linear systems. Consider a matrix indicator function $\mathbb{1}_{\mathbb{R}_{-}}$, where $\mathbb{1}_{\mathbb{R}_{-}}(x)=I_{2 \times 2}$ if $x \leqslant 0$ and $\mathbb{1}_{\mathbb{R}_{-}}(x)=0_{2 \times 2}$ if $x>0$, and set $G^{\prime}(x)=\exp (A x) \mathbb{1}_{\mathbb{R}_{-}}(x) B$, where $A$ and $B$ are constant 2-by-2 matrices. If we set $a=b$, then $x \mapsto$ $W_{G^{\prime}}(u)(x)+\exp (A x) v_{0}$ is the solution found for $v$ when solving the system of MIMO state space equations given by

$$
\begin{array}{ll}
\dot{v}=A v+B u, & v(0)=v_{0}, \\
y=C v+D u, &
\end{array}
$$

where $u(x), v(x), y(x) \in \mathbb{C}^{2}$ are defined for all $x \in(0, a)$, additionally $v$ is defined at 0 with the condition $v(0)=v_{0}, C$ and $D$ are constant 2-by-2 matrices and $u \in\left(L^{2}(0, a)\right)^{2}$. See Chapter 8 of [24], and in particular the solution of equation 8.1 for a more detailed discussion. The above working is easily generalised to the $n$-by- $n$ case. MIMO systems are encountered in control theory, dynamical systems, electrical engineering (see Chapter 5 of [13]) and find further applications in wireless communication and multi-channel digital transmission.

## Acknowledgements

The author is grateful to the EPSRC for financial support. The author is grateful to Professor Partington for his valuable comments.

Funding This research was supported by the EPSRC (Grant Number 1972662).
Data Availability Data sharing not applicable to this article as no datasets were generated or analysed during the current study.

## Declarations

Conflict of interest The authors declare that they have no conflict of interest.
Open Access. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http:// creativecommons.org/licenses/by/4.0/.

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

## References

[1] Ahern, P.R., Clark, D.N.: Radial limits and invariant subspaces. Am. J. Math. 92, 332-342 (1970)
[2] Baranov, A., Bessonov, R., Kapustin, V.: Symbols of truncated Toeplitz operators. J. Funct. Anal. 261(12), 3437-3456 (2011)
[3] Baranov, A., Chalendar, I., Fricain, E., Mashreghi, J., Timotin, D.: Bounded symbols and reproducing kernel thesis for truncated Toeplitz operators. J. Funct. Anal. 259(10), 2673-2701 (2010)
[4] Bart, H., Tsekanovskiĭ, V. È.: Matricial coupling and equivalence after extension. In: Operator Theory and Complex Analysis (Sapporo, 1991), volume 59 of Oper. Theory Adv. Appl., pp. 143-160. Birkhäuser, Basel (1992)
[5] Câmara, M.C., Kliś-Garlicka, K., Łanucha, B., Ptak, M.: Invertibility, Fredholmness and kernels of dual truncated Toeplitz operators. Banach J. Math. Anal. 14(4), 1558-1580 (2020)
[6] Câmara, M.C., O'Loughlin, R., Partington, J.R.: Dual-band general Toeplitz operators. Preprint 2012, 14725 (2021)
[7] Câmara, M.C., Partington, J.R.: Spectral properties of truncated Toeplitz operators by equivalence after extension. J. Math. Anal. Appl. 433(2), 762-784 (2016)
[8] Câmara, M.C., Partington, J.R.: Asymmetric truncated Toeplitz operators and Toeplitz operators with matrix symbol. J. Oper. Theory 77(2), 455-479 (2017)
[9] Câmara, M.C., Partington, J.R.: Scalar-type kernels for block Toeplitz operators. J. Math. Anal. Appl. 489(1), 124111 (2020)
[10] Chalendar, I., Chevrot, N., Partington, J.R.: Nearly invariant subspaces for backwards shifts on vector-valued Hardy spaces. J. Oper. Theory 63(2), 403415 (2010)
[11] Chattopadhyay, A., Das, S., Pradhan, C.: Almost invariant subspaces of the shift operator on vector-valued Hardy spaces. Preprint arXiv:2005.02243 2020
[12] Cohn, W.S.: Radial limits and star invariant subspaces of bounded mean oscillation. Am. J. Math. 108(3), 719-749 (1986)
[13] Cupelli, M., Riccobono, A., Mirz, M., Ferdowsi, M., Monti, A.: Modern Control of DC-Based Power Systems. Academic Press (2018)
[14] Duren, P.L.: Theory of $H^{p}$ spaces. Pure Appl. Math 38, 74 (1970)
[15] Ellis, R.L., Gohberg, I.: Orthogonal systems and convolution operators. Operator Theory: Advances and Applications, vol. 140. Birkhäuser Verlag, Basel (2003)
[16] Garcia, S.R., Ross, W.T.: Recent progress on truncated Toeplitz operators. Blaschke Prod. Appl. 65, 265-319 (2013)
[17] Hitt, D.: Invariant subspaces of $H^{2}$ of an annulus. Pacific J. Math. 134(1), 101-120 (1988)
[18] Kerchy, L., Foias, C.I., Gohberg, I., Langer, H.: Recent Advances in Operator Theory and Related Topics: The Béla Szökefalvi-Nagy Memorial Volume. Birkhäuser, Basel (2001)
[19] Khan, R.: A note on matrix valued truncated Toeplitz operators. Preprint arXiv:2003.05247 (2020)
[20] Khan, R.: The generalized Crofoot transform. Oper. Matrices 15(1), 225-237 (2021)
[21] Khan, R., Timotin, D.: Matrix valued truncated Toeplitz operators: basic properties. Complex Anal. Oper. Theory 12(4), 997-1014 (2018)
[22] Nikolski, N. K.: Operators, Functions, and Systems-An Easy Reading: Hardy, Hankel, and Toeplitz, volume 1. American Mathematical Soc. (2002)
[23] O'Loughlin, R.: Nearly invariant subspaces with applications to truncated Toeplitz operators. Complex Anal. Oper. Theory 14(8), 86 (2020)
[24] Partington, J.R.: Interpolation, identification, and sampling. London Mathematical Society Monographs, vol. 17. New Series. The Clarendon Press, Oxford University Press, New York (1997)
[25] Peller, V.V.: Hankel Operators and Their Applications. Springer Monographs in Mathematics, Springer (2003)
[26] Sarason, D.: Algebraic properties of truncated Toeplitz operators. Oper. Matrices 1(4), 491-526 (2007)

Ryan O'Loughlin ( $\boxtimes$ )
School of Mathematics
University of Leeds
Leeds LS2 9JT
UK
e-mail: matro@leeds.ac.uk
Received: July 1, 2021.
Revised: January 3, 2022.
Accepted: January 5, 2022.

