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Phase-field modelling of cohesive fracture

Lin Chena, René de Borsta,∗

aUniversity of Sheffield, Department of Civil and Structural Engineering, Sir Frederick Mappin Building, Mappin Street, Sheffield S1 3JD, UK

Abstract

In phase-field models the damage evolution problem is considered as a minimisation problem of a Griffith-like energy

functional, governed by the principles of irreversibility, stability and energy balance. Herein, we consider phase-field

models characterised by different degradation and energy dissipation functions. With a proper choice for the char-

acteristic functions in phase-field models, it is possible to reproduce cohesive fracture in a one-dimensional setting.

We consider a one-dimensional bar with stress softening, which exhibits homogeneous deformations provided that

the length of the bar length is below a state-dependent critical value. Otherwise, the bar will lose stability and show

a localised response. It appears that the phase-field method can partially reproduce the response of a cohesive zone

model, for instance the traction-separation law, but not all aspects of the model, like the dissipated energy. For a

one-dimensional problem, the crack nucleation load varies smoothly from that predicted by a strength criterion to

that of a toughness criterion for different lengths of the bar. We have compared the one-dimensional results with the

numerical solutions in a two-dimensional setting, which yielded a very good agreement.

Keywords: phase-field model; cohesive-zone model; variational method; stability; smeared-crack models.

1. Introduction

The numerical simulation of fracture is a technically relevant and scientifically challenging issue, and has been

a focal point of attention since the early simulations in the 1960s [1, 2], e.g., [3, 4] for overviews. From the very

beginning, two different approaches have been pursued, namely discrete methods, in which cracks are treated as

discontinuities in the domain [5–12], and distributed, or smeared approaches, in which a discontinuity is modelled by

distributing it over a small, but finite band with concomitant high local strains, e.g. [2]. Later, the smeared approaches

were cast in a damage format, e.g. [13], and more recently, phase-field models have been introduced to describe

brittle fracture in a smeared manner [14–17]. The close relation between phase-field models for brittle fracture and

gradient-enhanced continuum damage models has recently been discussed in detail [18].

The phase-field approach to brittle fracture finds its origins in the so-called variational approach to fracture [14].

Herein, crack initiation and quasi-static propagation were considered as a minimisation problem of a Griffith-like

energy functional. To make the problem amenable to large-scale computations a regularisation strategy was developed

subsequently, which transforms the sharp crack into a distributed crack, governed by a phase-field variable d. The

width of the distributed crack is set by an internal length scale ℓ [19]. The resulting functional contains first-order

derivatives of the phase-field variable. This fits naturally in a standard C0 Galerkin approach, and therefore enables

the use of standard finite element procedures.

The vast majority of phase-field models have been applied to the analysis of brittle fracture in materials with

an isotropic surface energy, e.g. [19–22]. Nevertheless, many natural and man-made materials have an anisotropic

surface energy owing to their microstructure, for instance caused by the manufacturing process. This anisotropic

character can significantly influence the crack path, for instance in single crystals, in geological materials, in rolled

aluminium alloy plates, in fibre-reinforced composites, or in extruded polymers. The resulting functional includes

second-order derivatives, necessitating C1-continuity of the interpolation functions. Numerical simulations have been
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carried out using meshfree discretisations, T-splines, and Powell-Sabin B-splines [23–25], and appear capable of

reproducing the experimentally observed crack patterns.

Indeed, phase-field models are very promising for simulating fracture and have proven their value in brittle crack

propagation. However, the extension to cohesive fracture is underdeveloped. Verhoosel and de Borst [26] proposed

an auxiliary field to model the crack opening which is required as input in a cohesive-zone model, see also [27–29].

Nguyen et al. [30] avoided an auxiliary field by computing the crack opening at two points near the crack path.

However, the choice of the location of these points is questionable and problem-dependent. Another approach to

model cohesive fracture is the phase-field regularised cohesive-zone model. It modifies the degradation function and

the homogeneous energy dissipation function [21, 31, 32]. The surface energy functional is the same as that for brittle

fracture, while the cohesive zone law is reproduced in a one-dimensional setting. There is also some work on the

computation of the crack opening from the deformations in the localised zone. For instance, Yoshioka and co-workers

[33, 34] employed an integration approach to obtain the crack opening in their analysis of hydraulic fracturing in

porous media.

So far, work on phase-field regularised cohesive-zone models deals exclusively with special choices of the degra-

dation function and the homogeneous energy dissipation function. This study will address the general case of phase-

field regularised cohesive-zone models, and deal with a large class of elastic-softening materials. We focus on the

stability of the homogeneous response of a bar. The bar will lose stability and show a localised response for suffi-

ciently long bars. Such localised solutions yield the response in cohesive zone models.

We will start this contribution with a concise description of cohesive zone models and phase-field approximations

of brittle fracture. Subsequently, the convergence of phase-field model towards a cohesive zone model is studied. The

finite element implementation of the model is briefly discussed in Section 5. Finally, a numerical example is presented

to validate the approach and conclusions are drawn.

Figure 1: (a) A solid bodyΩ with an internal discontinuity Γc; Γc is an interface boundary with positive and negative sides, Γ+c and Γ−c , respectively;

(b) Fracture process zone around the crack tip; (c) Linear cohesive zone law.

2. Cohesive zone model

Cohesive-zone models [35, 36] are nowadays widely employed to model fracture, especially in quasi-brittle and

ductile materials [4, 37] and have been incorporated in advanced discretisation technologies [10, 11, 38]. Cohesive-

zone models essentially relate the tractions on a lower dimensional crack surface Γc in a three-dimensional or two-

dimensional body to the crack separation, see Figure 1(a). This so-called traction-separation (cohesive zone) law is

given by:

td = td ([[v]]) , (1)

where, in a two-dimensional setting, td = (ts, tn)T contains the tractions acting on the crack surface and [[v]] gives the

crack separation. Both are defined in the local coordinate system (s, n), see Figure 1(a).

In the current study, we only consider crack opening (mode-I fracture), hence we ignore the crack sliding or

the shear effect. In the cohesive-zone model, the fracture process zone localises, as a consequence of softening,

into a narrow band ahead of the visible crack, see Figure 1(b). A range of different traction-opening relations have

been proposed, with applications ranging from ductile to quasi-brittle fracture. Important parameters are the fracture

strength ft, which is the maximum traction exerted on the interface Γc, and the fracture energyGc, which is the amount
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of energy needed to create a unit area of cracked surface. But also the shape of the decohesion curve can significantly

affect the fracture process.

Two versions of the cohesive-zone model are commonly employed, those of Dugdale [35] and Barenblatt [36]. In

Dugdale’s approach, the traction-separation relation is defined as

t (δ) = ft G (δ) = ftδ for δ ≤ δc =
Gc

ft
else G(δ) = Gc (2)

where δ is the crack separation, t (δ) gives the traction on the crack surface, G (δ) indicates the dissipated energy per

unit of surface, and δc is the crack separation at which cohesive forces cease to exist. Dugdale’s model is a constant

traction model, similar to the rigid/perfectly-plastic model, but with a cut-off value δc. In Barenblatt’s model a linear

descending branch is used to describe the traction-separation relation (Figure 1(c)):

t (δ) = ft

(

1 − ftδ

2Gc

)

G (δ) = ftδ −
f 2
t δ

2

4Gc

forδ ≤ δc =
2Gc

ft
else G(δ) = Gc (3)

Other cohesive-zone laws, incorporating for instance an exponentially descending branch, can be derived easily.

The cohesive-zone relation is given in the setting of a discrete crack model, with a discrete crack surface Γc,

see Figure 1(a). In the next section, we will derive the cohesive relation in a smeared-crack model exploiting the

phase-field method. In particular, we will present the construction of Barenblatt’s version of the cohesive-zone model,

and argue that it is not possible to build Dugdale’s version of the cohesive-zone model within the framework of the

phase-field method.

3. Variational formulation of phase field model

The variational approach to fracture was proposed by Francfort and Marigo [14]. In their work, the crack initiation

and quasi-static crack evolution are considered as the minimisation of a Griffith-like energy functional. Here, we

consider a cracked body Ω ⊆ Rn with a prescribed displacement ū on ∂Ωu and a prescribed traction t̄ on ∂Ωt. Then,

the energy functional for the cracked body reads

E (u, Γ) = Eu (u, Γ) + Es (Γ) =

∫

Ω\Γ
W(u) dΩ + Gc

∫

Γ

dHn−1, (4)

where Eu (u, Γ) is the elastic energy stored in the cracked body andW(u) is the energy density function. Herein, we

consider isotropic linear elasticity, so thatW(u) = µεεε(u) · εεε(u)+λ/2tr(εεε(u))2 with εεε(u) = 1/2
(

∇u + ∇uT
)

, and λ and

µ are the Lamé constants, and · denotes the inner product. Es (Γ) represents the fracture surface energy in the sense of

Griffith’s theory of brittle fracture,Hn−1 denotes the (n − 1)-dimensional Hausdorff surface measure, and Γ is the set

of cracks where the displacement fields u ∈ H1 (Ω \ Γ) can jump. H1 (Ω \ Γ) is the Sobolev space of functions with

square integrable first derivatives. Gc has the dimensions of an energy per unit of surface.

Direct numerical implementation of Griffith’s energy functional (4) is challenging because of unknown location of

the displacement jump. Therefore, a regularisation strategy was proposed [19]. In the regularised framework, cracks

are represented by a scalar phase field variable d, ranging from 0 (away from the crack) to 1 (completely broken state).

d varies smoothly in a band of finite width, resulting in a smeared version of the crack model. The energy functional,

Equation (4), is thus replaced by the functional:

Eℓ (u, d) =

∫

Ω

a(d)W(u) dΩ+
Gc

cω

∫

Ω

(

ω(d)

ℓ
+ ℓ‖∇d‖2

)

dΩ, (5)

where a(d) denotes a degradation function with a reciprocal function s(d) = 1/a(d), ω(d) is an increasing function

which represents the homogeneous energy dissipation per unit of volume, Gc is the critical energy release rate or

fracture toughness, and cω = 4
∫ 1

0

√
ω(d) dd is a normalisation parameter. A regularisation length ℓ > 0 is introduced

to govern the width of the distributed crack. If ℓ → 0, the regularised model converges to the variational theory of

sharp brittle fracture in the sense of Γ-convergence [19].
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In this contribution, we consider a(d) and ω(d) to be non-negative and (at least) twice continuously differentiable

functions on [0, 1). In addition, they should satisfy [39]:

Positive elasticity: a(d) ∈ [0, 1] and s(d) ∈ [1,+∞) (6a)

Decreasing elasticity: a′(d) ≤ 0 and s′(d) > 0 (6b)

Dissipation: ω(d) ∈ [0, 1] and ω′(d) ≥ 0 (6c)

Stress softening: ω′(d)s′′(d) − ω′′(d)s′(d) > 0 (6d)

which conditions will be required to hold when constructing a phase-field regularised cohesive-zone model. Equation

(6d) signifies that the stress decreases when the damage (d) develops. It can be derived from Equation (21), see also

[39] for a physical interpretation. Table 1 shows three commonly employed phase-field models which satisfy these

requirements [17, 19, 21].

To meet the stress softening assumption in Equation (6d), Lorentz [40] and Pham [41] derived an upper bound for

the regularisation length ℓ ≤ 3ℓch/2 (p + 2) with ℓch = E0Gc/ f 2
t the characteristic length scale and p = −0.5 a shape

parameter. The derivation is based on the assumption ω(d) = d and setting s′′(d) > 0. However, this does not hold for

model PCM in Table 1. Model PCM satisfies the stress-softening assumption automatically, which is different from

the restriction on the regularisation length in [42].

Table 1: Phase-field models used in this work (m = 4ℓch/πℓ, p = −0.5).

Model a(d) ω(d) cω σe

AT1 [19, 43] (1 − d)2 d 8
3

ft

AT2 [17, 43] (1 − d)2 d2 2 0

PCM [21]
(1−d)2

(1−d)2+md(1+pd)
2d − d2 π ft

We denote ūt and t̄t as the imposed displacement and the prescribed tractions on the boundaries ∂Ωu and ∂Ωt,

respectively, at time t. We define the space of kinematically admissible displacement field u at time t as:

C (ut) =
{

v ∈
(

H1 (Ω)
)

: v = ūt on ∂Ωu

}

(7)

with the associated linear space C0 =
{

v ∈
(

H1 (Ω)
)

: v = 0 on ∂Ωu

}

. Similarly, the admissible phase field is

defined as a convex subset of the Sobolev space
(

H1 (Ω)
)

:

Pt =
{

β ∈
(

H1 (Ω)
)

: β (x) ∈ [0, 1] for almost all x
}

(8)

where the admissible phase field is left free at the boundary, i.e. without specifying Dirichlet boundary conditions.

The Neumann boundary conditions will automatically appear through the variational formulation, see Equation (5).

For any pair (u, d) ∈ (C (ut) , Pt) at time t, in the absence of body forces, the total energy is given as:

Et = Eℓ (u, d) −
∫

∂Ωt

t̄t · u dΓ (9)

We consider the undamaged state at t = 0 and formulate the damage evolution problem as [39]:

For each t > 0, find (ut, dt) ∈ (C (ut) , Pt) such that
(

u̇t, ḋt

)

∈ (C (u̇t) , P) and ∀ (v, β) ∈ (C (u̇t) , P)

dE (ut, dt)
(

v − u̇t, β − ḋt

)

≥ 0

(10)

with the irreversibility condition ḋ ≥ 0 and the initial condition d0 = 0. Here and henceforth, a superimposed dot

denotes the derivative with respect to t. The concept of time t corresponds to a quasi-static time setting. P represents
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the convex cone of positive phase-field rates:

P =
{

β ∈
(

H1 (Ω)
)

: β (x) ≥ 0 for almost all x
}

(11)

and dE (u, d) (v, β) denotes the Gâteaux derivative of E (u, d) in the direction (v, β):

dE (u, d) (v, β) =

∫

Ω

a(d)
∂W(u)

∂ε(u)
· ∇v dΩ +

∫

Ω

(

W(u)a′(d) +
Gc

cωℓ
ω′(d)

)

β dΩ +
Gc

cω

∫

Ω

ℓ∇d · ∇β dΩ (12)

We now choose β = ḋt and v = u̇t + v0 with v0 ∈ C0 in the variational inequality, Equation (10) [39]. This leads to

the standard equilibrium equation:

divσ(ε(ut), dt) = 0 in Ω, σ · n = t̄ on ∂tΩ, (13)

where the stress σ(ε(ut), dt) = a(dt)∂W(ut)/∂ε(ut). The damage evolution problem now reads:

Irreversibility: ḋt ≥ 0 d0 = 0 on Ω, (14a)

Damage criterion: W(ut) a′(dt) +
Gc

cωℓ
ω′(dt) −

Gc

cω
ℓ∆dt ≥ 0 on Ω, (14b)

Energy balance: ḋt

(

W(ut) a′(dt) +
Gc

cωℓ
ω′(dt) −

Gc

cω
ℓ∆dt

)

= 0 on Ω, (14c)

Boundary conditions:
∂dt

∂n
≥ 0 and ḋt

∂dt

∂n
= 0 on ∂Ω (14d)

with n = (n1, n2) normal vector to the boundary ∂Ω.

At each time t we consider the stability of the system, as given by [41]:

For each t > 0, ∀ (v, β) ∈ (C0, P), ∃h̄ > 0 : ∀h ∈
[

0, h̄
]

,

(ut + hv, dt + hβ) ∈ (C (ut) , Pt) , E (ut + hv, dt + hβ) ≥ E (ut, dt)
(15)

4. Convergence of phase field model toward cohesive zone model

In this section, we will construct the cohesive response of a phase-field model. We begin with a closed-form

solution in a one-dimensional (1D) context. With the internal parameters in the phase-field model, the elastic stiffness,

the fracture energy and the fracture strength, the closed-form solution yields several properties of the cohesive-zone

model: the fracture strength, the crack separation, and the initial slope of the traction-separation curve.

Setup of the 1D problem: We consider a homogeneous bar with stress softening. The bar is fixed at x = 0 and a

displacement is imposed at x = L: Ut = tL. Thus, the Dirichlet and initial conditions read:

ut(x = 0) = 0 ut(x = L) = Ut = tL u0(x) = 0 (16)

where u0 is the displacement field at t = 0. The total energy, cf. Equation (9), is now given by:

Et (u, d) =

∫ L

0

(

1

2
a(d)E0 u′2 +

Gc

cω

(

ω(d)

ℓ
+ ℓd′2

))

dx (17)

with E0 the elastic modulus of the bar and (·)′ = d (·) /dx. The bar is assumed to have a unit cross sectional area.

For the 1D case, we define the stiffness function E(d) = a(d)E0, with its compliance function S (d) = 1/E(d).

Correspondingly, for ∀x ∈ (0, L), the equilibrium equation (13) and the damage evolution equations (14) can be
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reformulated as:

Equilibrium: σ′t (x) = 0 σt (x) = a(d)E0 u′, (18a)

Irreversibility: ḋt ≥ 0 d0 = 0, (18b)

Damage criterion:
1

2
E′ (dt) u′2 +

Gc

cωℓ
ω′(dt) −

Gc

cω
ℓd′′t ≥ 0, (18c)

Energy balance: ḋt

(

1

2
E′ (d) u′2 +

Gc

cωℓ
ω′(dt) −

Gc

cω
ℓd′′t

)

= 0, (18d)

Boundary conditions: d′t (0) ≤ 0 d′t (L) ≥ 0 (18e)

which yields a constant stress σt along the bar:

σt =
Ut

∫ L

0
S (dt(x)) dx

(19)

4.1. Homogeneous solutions and the issue of stability

If the phase field and strain field are constant in space and evolve smoothly in time we will obtain a homogeneous

solution of the evolution problem. Then, the solution of the equilibrium equation and the damage evolution read:

Equilibrium equation solution: u′t (x) = t ut (x) = tx σt = tE (dt) dt = constant (20a)

Damage evolution problem solution:
1

2
E′ (d) u′2 +

Gc

cωℓ
ω′(dt) ≥ 0 ḋt

(

1

2
E′ (d) u′2 +

Gc

cωℓ
ω′(dt)

)

= 0 (20b)

From Equation (20), the elastic limit is obtained by setting the phase-field value dt = 0:

σe =

√

2Gc

cωℓ

ω′ (0)

S ′ (0)
Ue =

L

E0

√

2Gc

cωℓ

ω′ (0)

S ′ (0)
te =

Ue

L
(21)

with Ue the end displacement at x = L and te the corresponding time step. From this it can be shown that the models

AT1 and PCM have an elastic phase with a non-zero stress limit, but this does not hold for model AT2. When the end

displacement Ut at time t exceeds Ue the bar will be damaged homogeneously and Equation (20b) will become an

equality, which yields:

σt =

√

2Gc

cωℓ

ω′ (dt)

S ′ (dt)
Ut =

L

E (dt)

√

2Gc

cωℓ

ω′ (dt)

S ′ (dt)
(22)

Due to the stress softening requirement, Equation (6d), the stress σt is now monotonically decreasing. Of course, it is

in practice impossible to carry out experimental tests such that the bar continued to deform homogeneously.

The homogeneous solution (tx, dt) satisfies the equilibrium equation and the damage evolution equation, Equation

(18). However, the solution (tx, dt) maybe not stable. To perform a stability analysis we need to express Equation

(15) in a Taylor series [41] and analyse the sign of the first and second derivatives of the total energy. For a 1D case

the first and second derivatives are expressed in a general format as:

dE (u, d) (v, β) =

∫ L

0

(

E(d) u′v′ +

(

1

2
E′(d) u′2 +

Gc

cω

ω′(d)

ℓ

)

β +
2Gc

cω
ℓd′β′

)

dx (23a)

dE2 (u, d) (v, β) =

∫ L

0

(

E(d) v′2 + 2E′(d) u′v′β +

(

1

2
E′′(d) u′2 +

Gc

cω

ω′′(d)

ℓ

)

β2 +
2Gc

cω
ℓβ′2

)

dx (23b)

Since at the onset of instability the bar is still in a homogeneous state, and considering Equation (20a), we can rephrase

Equation (23) as:

dE (u, d) (v, β) =

∫ L

0

(

1

2
E′(d) u′2 +

Gc

cω

ω′(d)

ℓ
β

)

dx (24a)

dE2 (u, d) (v, β) =

∫ L

0

(

E(d) v′2 + 2E′(d) tv′β +

(

1

2
E′′(d) t2 +

Gc

cω

ω′′(d)

ℓ

)

β2 +
2Gc

cω
ℓβ′2

)

dx (24b)
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For the elastic phase, the state is stable due to the positiveness of the first derivative for all β , 0. In the damage

phase Ut ≥ Ue, the first derivative, Equation (24a), will vanish considering Equation (22). To check stability, we must

consider of the second derivative, Equation (24b), for positiveness. Equation (24b) is therefore rewritten as:

dE2 (u, d) (v, β) =

∫ L

0

2Gc

cω
ℓβ′2dx +

∫ L

0

E(d)

(

v′ +
E′(d)

E(d)
tβ

)2

dx −
∫ L

0

(

1

2
S ′′(d)σ2

t −
Gc

cω

ω′′(d)

ℓ

)

β2dx (25)

Due to the stress softening assumption, Equation (6d), the last term in Equation (25) is negative and can produce a

negative second-order derivative. To study the sign of the second-order derivative we consider the Rayleigh quotient:

Rt (v, β) =

∫ L

0

2Gc

cω
ℓβ′2dx +

∫ L

0
E(d)

(

v′ + E′(d)

E(d)
tβ

)2
dx

∫ L

0

(

1
2
S ′′(d)σ2

t − Gc

cω

ω′′(d)

ℓ

)

β2dx
(26)

with σt = E(d)u′ = E(d)t. A sufficient (resp. necessary) condition for stability is then:

ρ (u, d) = min
(v,β)∈(C0,P)

Rt (v, β) > (resp. ≥) 1 (27)

which yields the infimum of the Rayleigh quotient, Equation (26):

ρ =
1

ψ























E(d)S ′(d)2σ2
t else

(

2π2 Gc

cωℓ
ℓ2

L2 E(d)2S ′(d)4σ4
t

)1/3
∀d′t (0) = 0 & ∀d′t (L) = 0 &

(

2π2 Gcℓ

cω
< E(d)S ′(d)2σ2

t L2
)

(28)

with ψ = 1
2
S ′′(d)σ2

t − Gc

cω

ω′′(d)

ℓ
. d′t (0) and d′t (L) are from the homogeneous and the non-homogeneous solution space.

d′t (0) = 0 represents all possible-phase field solutions which are equal to zero at x = 0. The same definition applies to

d′t (L). Here, we give the infimum ρ of Rt (v, β) as a piecewise function, which is different from that one provided in

[39, 41]. This is because for a certain choice of ω(d), the boundary conditions at x = 0 and x = L of the phase-field

variable d cannot be always guaranteed, which can lead to a solution different from that given in [39].

To elaborate the issue of stability, we consider the phase-field models provided in Table 1.

Phase field model AT1: a(d) = (1 − d)2 and ω(d) = d.

The boundary conditions d′t (0) = 0 and d′t (L) = 0 are always satisfied in the case of either homogeneous or non-

homogeneous state [19]. Thus, we can obtain the infimum of the Rayleigh quotient as:

ρ3 =
32π2

27

(

ℓ

L

)2 (

Ue

Ut

)2

Ue =
L

E0

√

GcE0

cωℓ
(29)

with Ue the displacement at the elastic limit, and Ut the displacement at x = L for Ut ≥ Ue. From this identity, we

deduce that the homogeneous state of the bar is stable if and only if the length of the bar satisfies:

L

ℓ
≤ χc

Ue

Ut

χc =
4
√

2π

3
√

3
(30)

Please note that the expression for χc is slightly different from that given in [39] since the coefficient ratio in the

surface energy function, Equation (5) is different.

Dependeing on the length of the bar, L, we have two different conditions:

• when L ≥ χcℓ, the homogeneous state is not stable for any Ut ≥ Ue. A localisation will arise after the elastic

phase.

• when L < χcℓ, the homogeneous state is still stable for a finite interval
[

Ue, χcUeℓ/L). The onset of instability

is then for Ut ≥ χcUeℓ/L.
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Phase field model AT2: a(d) = (1 − d)2 and ω(d) = d2.

The boundary condition d′t (0) = 0 and d′t (L) = 0 are now satisfied only for homogeneous deformations. For inhomo-

geneous deformations, the boundary conditions read d′t (0) , 0 and d′t (L) , 0 [17], and we must use the first expression

in Equation (28) to evaluate the infimum of the Rayleigh ratio:

ρ =
1

ψ
E(d)S ′(d)2σ2

t =
4

3

U2
t

U2
t − U2

e

> 1 (31)

which indicates that the bar is always deforming homogeneously, irrespective of the bar length. This contrasts with

the analysis of Pham [39] and Marigo [44]. It is noted that the boundary conditions d′t (0) = 0 and d′t (L) = 0 are not

necessarily satisfied for inhomogeneous deformation, which is unlike the assumption in [39, 44]. However, dt(0) = 0

and dt(L) = 0 could have been enforced artificially in order to obtain a non-homogeneous solution [17, 39].

Phase field model PCM: For this case, the boundary conditions d′t (0) = 0 and d′t (L) = 0 are always satisfied. The

infimum of the Rayleigh quotient reads:

ρ3 =

(

ℓch

L

)2 (

Ue

Ut

)2

Ut ≥ Ue (32)

The homogeneous state of the bar is stable if and only if the length of the bar satisfies:

L ≤ ℓch

Ue

Ut

(33)

which shows that the stability of the bar is length-scale insensitive. It only depends on the characteristic length ℓch,

which is different from model AT1. Depending on the length of the bar length, there are two different possibilities:

• when L ≥ ℓch, the homogeneous state becomes unstable after Ut ≥ Ue. A localised solution will occur at the

end of the elastic phase.

• when L < ℓch, all states in the displacement interval [Ue, Ueℓch/L) are stable. Unstable solutions occur for

Ut ≥ Ueℓch/L.

4.2. Non-homogeneous solutions, damage profile and irreversibility

If ρ (u, d) ≤ 1, the bar will lose stability, opening up the possibility of a non-homogeneous solution. We will now

study the non-homogeneous solution and focus on stress-softening materials with an elastic regime, such as models

AT1 and PCM. We assume the homogeneous state to become unstable immediately after the elastic phase, i.e. when

ρ (u, 0) ≤ 1, which yield the first lower bound L1
b

for the bar length L, see Table 2.

We suppose that S = (x0 − D, x0 + D) is a localised zone and that σt ∈ (0, σe) is the stress in the bar. x0 and

D are the centre and the half bandwidth of the localised zone, respectively. σe denotes the elastic limit, and σe = ft
considering the above assumptions. Outside the localised zone S the phase field is zero. The damage criterion in

Equation (18c) now becomes an equality:

1

2
E′ (d) u′2 +

Gc

cωℓ
ω′(d) − Gc

cω
ℓd′′ = 0 in S; d = 0 in (0, L) /S (34)

with the boundary conditions d (x0 ± D) = d′ (x0 ± D) = 0, and can be used to determine the damage profile in S. We

can rephrase Equation (34) by multiplication by d′ and integration with respect to x:

−σ2
t S (d) +

2Gc

cωℓ
ω(d) − 2Gc

cω
ℓ
(

d′
)2
= −σ

2
t

E0

(35)

with S (d) = 1/E(d) and σt = E(d)u′.
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At the centre x0 of the localised zone, the phase field d (x) attains its maximum dm, while d′ (x0) = 0 due to the

symmetry of d (x). From Equation (35) we then obtain the stress in the bar:

σt =

√

2Gc

cωℓ

ω (dm)

S (dm) − 1/E0

=

√

2GcE0

cωℓ

ω (dm)

E0/E (dm) − 1
(36)

Considering the elastic limit σe in Equation (21) and setting σe = ft yields

ft =

√

2Gc

cωℓ

ω′ (0)

S ′ (0)
σt = ft

√

S ′ (0)

ω′ (0)

ω (dm)

S (dm) − 1/E0

= ft

√

S ′ (0)

ω′ (0)

E0ω (dm)

E0/E (dm) − 1
(37)

Table 2: Properties of the phase-field models. The regularisation length ℓ, the initial half bandwidth D0, the final half bandwidth Du, the lower

bound L1
b

of the bar length (from ρ (u, 0) ≤ 1 in Equation (28)), the lower bound L2
b
, and the upper bound Lu.

Model ℓ D0 Du L1
b

L2
b

Lu

AT1 3
8
ℓch

√

2
3
πℓ 2ℓ 4

3

√

2
3
πℓ 4ℓ

√

2
3
πℓch

AT2 no elastic phase ∞ ∞ ∞ ∞ ∞
PCM independent of ℓ π

2
ℓ π

2
ℓ ℓch πℓ 2ℓch

The first expression in Equation (37) gives the restriction on the regularisation length ℓ in order that the elastic

limit σe = ft can be attained, see Table 2. For model AT2, there is no elastic phase in the response of the bar. Model

PCM has an elastic phase, but σt is independent of the regularisation length ℓ [21]. Due to ℓ being independent from

σt, model PCM is probably the best for analysing crack propagation, attaining a proper force-displacement response

and obtaining reliable crack patterns for small values of ℓ [21].

Rewriting Equation (35) further gives:

ℓ2 (

d′
)2
= H (σt, d) , with H (σt, d) = ω (d) − σ

2
t (E0S (d) − 1)

A0

A0 = 2
GcE0

cωℓ
(38)

Due to the stress-softening assumption, H (σt, d) is a decreasing function of σt, and H (σt, d) ≥ 0. This gives the

half bandwidth of the localisation zone:

D (σt) = ℓ

∫ dm

0

dβ
√

H (σt, β)
(39)

For σt = ft we have for the phase field dm = 0, which yields the initial half bandwidth of the localised zone [45]:

D0 = D ( ft) = πℓ

√

2S ′ (0)

ω′ (0) S ′′ (0) − S ′ (0)ω′′ (0)
(40)

When the stress reaches σt = 0, so that dm = 1, we obtain the final half bandwidth [45]:

Du = D (0) = ℓ

∫ 1

0

1
√

ω (β)
dβ (41)

4.3. Force-displacement diagram and relation to the cohesive-zone model

We now suppose that there are a time-dependent set of localised zones St =
⋃

i Si
t at time t ≥ te. The total width

of the localisation zones is nD (σt), the integer n being the number of half localisation zones. A half localisation zone

can be found either bar end x = 0 or x = L. Considering Equation (19) and dt = 0 outside the localised zone, we

obtain the end displacement at x = L as:

Ut = σt

∫ L

0

S (dt) dx = σt















S (0) (L − nD (σt)) +
∑

i

∫

Si
t

S (dt) dx















(42)

9



For a half localisation zone Si
t = (xi − D (σt) , xi), the integral σt

∫

Si
t

S (dt) dx reads:

ζ = σt

∫

Si
t

S (dt) dx = σtℓ

∫ dm

0

S (β) dβ
√

H (σt, β)
(43)

while for an inner localisation zone S j
t =

(

x j − D (σt) , x j + D (σt)
)

the integral is given as σt

∫

S j
t

S (dt) dx = 2ζ due

to the symmetry of the damage profile.

Considering only inner localisation zones, Equation (42) can be rewritten as:

Ut = Ue
t + U

j
t =

σtL

E0

+
σt

E0

· n · 2ℓ
∫ dm

0

(

E0

E (β)
− 1

)

dβ
√

H (σt, β)
(44)

The first term Ue
t denotes an displacement due to an elastic process, while the second term U

j
t is due to inelasticity

in the localisation zones. Since we consider a unit area, Equation (44) also implicitly defines the force-displacement

relation of the bar.

The second term U
j
t contributes an additional displacement after the elastic phase. It can be viewed as a displace-

ment jump across the localised zones, since U
j
t is zero in the absence of localisation. Indeed, U

j
t has the physical

meaning of the crack separation δ in the cohesive-zone model, and the stress σt denotes the traction t acting on the

bar cross-section. From Equation (44), we obtain the force-displacement jump relation (σt − U
j
t ) relation, which is

identical to the traction-separation (σ − δ) relation when considering a single inner localisation zone:

δ =
σ

E0

· 2ℓ
∫ dm

0

(

E0

E (β)
− 1

)

dβ
√

H (σt, β)
(45)

where the term δ denotes the displacement jump across the localisation zone. σ is now identical to the traction t on the

cross-section, and the subscript t has been dropped for brevity. The ultimate crack separation or displacement jump

equals δc = lim δ
dm→1

.

So far, we have constructed the cohesive-zone model in a 1D setting. Now, we will show that the phase-field

method can build the response of Barenblatt’s version of the cohesive-zone model, but not Dugdale’s variant. For

Dugdale’s model, Equations (37) and (38) result in:

σt = ft = constant =⇒ ft

√

S ′ (0)

ω′ (0)

ω (d)

S (d) − 1/E0

= constant

=⇒ H (σt, d) = 0 =⇒ ℓ2 (

d′
)2
= 0 =⇒ d = constant

(46)

However, d = constant contradicts the assumption that the bar is locally damaged and thus has a zone of localised

deformations. Therefore, a phase-field method cannot reproduce the response of Dugdale’s cohesive-zone model.

Obviously, the phase-field method can reproduce Barenblatt’s cohesive zone model due to stress softening.

We take model PCM to illustrate the above. Some results has been given before [21, 42], and we will only present

the main findings and new aspects:

dm = 1 − σ/ ft , d (σ, x) = 1 −
√

1 −
(

2dm − d2
m

)

cos2
x

ℓ
, D (σ) =

π

2
ℓ (47)

Substituting this result into Equation (45) yields the traction-separation relation:

σ (δ) = ft

(

1 − ft

2Gc

δ

)

, δc =
2Gc

ft
, (48)

which represents the linear cohesive traction-separation law given in Equation (3). The bar will exhibit softening in

the process of crack propagation, not a brittle behaviour, which is different from [21].
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Substituting Equations (47) and (48) into Equation (5) leads to the energy dissipation during crack propagation:

G (δ) =
Gc

cω

∫

Ω

(

ω(d)

ℓ
+ ℓ‖∇d‖2

)

dΩ =
ft

2
δ = Gc

Ut/Ue − 1

2ℓch/L − 1
(49)

with Ut the end displacement at t and Ue = ftL/E0. Obviously, the dissipated energy G (δ) has a linear relation with

the crack separation δ, which is different from that provided in Equation (3). It has the shape of the dissipated energy

G (δ) given in the Dugdale’s cohesive zone model (Equation (2)) with a reduced fracture strength ft/2. It is noted that

the expression for G (δ) is different from [42].

In sum, the phase field method can partially produce the response of cohesive zone model, including the traction-

separation law, but not entirely reproduce the cohesive response, which for instance holds for the dissipated energy.

The derived model possesses some properties of Barenblatt’s version of the cohesive-zone model, but also some of the

Dugdale cohesive-zone model. For the construction of a phase-field regularised cohesive-zone model, the following

aspects should be satisfied:

1. The constitutive assumptions in Equation (6) to enforce a stress softening response in the damage phase;

2. The stress evolution, Equation (37), must enforce a stress condition: σe = ft ( ft being the fracture strength);

3. The force-displacement or traction-separation (σ − δ) relation in Equation (45) must control the σ − δ curve,

e.g. a linear or an exponential shape;

4. The ultimate value for the crack separation, δc = lim δ
dm→1

in Equation (45) must equal the ultimate crack separation

in the cohesive-zone model.

4.4. Size effects and snapback behaviour

The construction of non-homogeneous solutions is only valid provided that the bar is sufficiently long for a local-

isation zone to emerge and to grow inside the bar. Thus, we obtain a second lower bound for the bar length L:

L ≥ L2
b = 2Du = 2ℓ

∫ 1

0

1
√

ω (β)
dβ (50)

For the phase field models in Table 1, the lower bound L2
b

is listed in Table 2. For model AT2 model, the half

bandwidth is D = ∞, which indicates that the damage spreads over the entire bar. Correspondingly, the boundary

conditions d′t (0) = 0 and d′t (L) = 0 can only be satisfied in the case of homogeneous deformations. Indeed, the

homogeneous solution is the only solution in the damage phase, cf. Equation (31). Combining L1
b

and L2
b

gives the

lower bound for L at which a non-homogeneous solution can emerge:

Lb = max
(

L1
b, L2

b

)

(51)

We consider the case L ≥ Lb. The initial slope of the force-displacement curve which is related to n localised

zones, is then given by (after t > te):
dUt

dσ
=

L

E0

+ n
dδ

dσ
σ ∈ [

0, ft
]

(52)

To avoid snapback behaviour in the force-displacement curve, we consider the following relation, which yields an

upper bound for the bar length L:

dUt

dσ
< 0 =⇒ L ≤ n · Li

u = n · inf

{

−E0

dδ

dσ

}

with σ ∈ [

0, ft
]

(53)

If we consider only one inner localisation zone, n = 1, it follows from Equation (53) that:

Lu = −E0

dδ

dσ

∣

∣

∣

∣

∣

σ= ft

=
4ω′ (0)2

π2cω
ℓch

(

D0

ℓ

)3

(54)

to avoid snapback behaviour after t = te. For the phase-field models of Table 1, the upper bounds for L are given in

Table 2. For model AT2, the upper bound of L is infinite and the force-displacement curve will not exhibit snapback.

When we only consider inner localisation zones, three different responses can occur:
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• when L ≤ min
(

L1
b
, L2

b

)

, no localisation zone will appear at the end of the elastic phase t = te, and the homoge-

neous response is the only solution;

• when Lb < L ≤ Lu, localisation will happen inside the bar, but the force-displacement curve will not exhibit

snapback behaviour after t = te;

• when L > Lu, the force-displacement curve will present a snapback at the end of the elastic phase, i.e. after

t = te, and localisation zones appear inside the bar. Due to the localisation, some parts of the bar elongate or are

loaded while the other parts contract or unload, see Figure 2(a).

4.5. Crack nucleation inside the bar

We now study crack nucleation inside the 1D bar and show that the phase-field models in Table 1 can reconcile

the energy and stress criteria, and account for scale effects. Different from [46], we identify the crack nucleation with

a fully localised solution such that maxx∈(0, L] d (x) = 1 instead of an energy jump, because there may be no such a

sudden jump of the elastic and the surface energy (see Figure 8(b)). We assume that the crack nucleates right after

t = tc, the time just before which the phase field takes its maximum value dm < 1 (t = t−c ), and right after which the

phase field is dm = 1 (t = t+c ). The necessary conditions for crack initation are:

Energy criterion: −
∂Wp

∂A
= G ≥ Gc, (55a)

Stress criterion: σc ≥ ft (55b)

with Wp being the potential energy, A being the surface. G denotes the fracture energy per unit surface and σc is the

critical stress at t = tc.

For model AT1, crack nucleation occurs when a critical stress, σc = O
(√
GcE0/ℓ

)

is attained [46], provided that

the bar length L ≥ Lu. If the regularisation length ℓ is identified in Table 2, the critical stress reads σc = ft. Obviously,

the stress criterion (55b) is fulfilled. When L ≥ Lu the force-displacement curve will exhibit a snapback and the energy

balance may not be satisfied. The unbalanced energy will convert to other types of energy, e.g., kinematic energy.

Consequently, the energy criterion (55a) is enforced automatically [47].

If Lb ≤ L < Lu, the bar will lose stability right after the elastic phase t = te. The bar will experience a strain-

softening phase, in which the stress criterion (55b) is not guaranteed. After this phase, the bar will be fully broken.

However, the energy criterion always holds. An equivalent critical stress σ
eq
c has been proposed for crack nucleation

just after an elastic phase [46], σ
eq
c =

√
2Gc/E0L. If we substitute σ

eq
c in Equation (55b), the stress criterion can be

satisfied.

For model PCM, σt is independent of the regularisation length ℓ and we can adopt a small value for ℓ to accurately

resolve the crack path. Accordingly, the lower bound of the bar length in Table 2 is given by Lb = ℓch. When

L/Lb = L/ℓch ≥ 1, localisation will appear inside the bar at the end of elastic phase t = te. Similar to model AT1,

crack nucleation is governed by the bar length. If 1 ≤ L/ℓch ≤ 2 the bar loses stability and will exhibit localised

deformations, but this will not result in a snapback. Also similar to model AT1, the necessary conditions for a crack

nucleation in Equation (55) are confirmed with an equivalent critical stress σ
eq
c =

√
2Gc/E0L, see the dotted curve in

Figure 2(b). When L/ℓch ≥ 2, localised deformations will also occur, but in addition there will be a snapback. The

stress and energy criterion are guaranteed like for model AT1, shown as the solid curve in Figure 2(b).

5. Finite element implementation

Equation (13) can either be solved in a monolithic way [27] or in a staggered form [17]. Hierein, we will employ a

monolithic approach with an arc-length control for the solution of the coupled, nonlinear problem given in Equations

(13)-(14). The arc-length control is based on the rate of the internal and the dissipated energy [48], defined as:

Rate of the internal energy:
1

2

(

λi+1uT
i+1 − λiu

T
i

)

· f̄ − ∆τU = 0, (56a)

Rate of the dissipated energy:
1

2

(

λiu
T
i+1 − λi+1uT

i

)

· f̄ − ∆τD = 0, (56b)
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no localization
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(b)(a) (c)

Figure 2: (a) Strain distribution before and after localisation, (b) Normalised stress σc/ ft at crack nucleation for the bar, (c) Uniaxial traction of a

bar with an imposed end-displacement.

with λ the loading parameter, and ui being the displacement field at the time step i. f̄ denotes a normalised load vector,

∆τU represents the prescribed amount of the internal energy, and ∆τD is the prescribed amount of energy which needs

to be dissipated. For the AT1 and PCM models, there is a linear elastic phase before t = te. In the elastic phase the rate

of the internal energy in Equation (56a) is used as the arc-length function. Different from [48], however, we take the

resultant force Ft at the end of the bar to indicate the switch to using the rate of energy dissipation as the arc-length

parameter. It is noted that Ft = σt ≤ σe, σe being the elastic stress limit in Equation (21). If |Ft − σe|/σe < tol

we switch from the internal energy to the dissipated energy as control parameter, with tol = 10−6 in the examples of

Section 6,

To enforce the irreversibility condition ḋ ≥ 0 in Equation (14a), a penalty term is added in (5) [17, 49]:

Ep (d) =
λ

2

∫

Ω

〈d − di〉2− dΩ with λ ≫ Gc

cω

1

ℓ
(57)

which implies d > di; di denote phase field values from the previous step. To maintain well-posedness for a partially

broken domain, a small parameter η has been added in the expression for the degradation function, a(d)+ η [17], with

η = 10−5 in this study.

Herein, we exploit C1-continuous Powell-Sabin B-splines for the spatial discretisation [25, 50–52]. A flexible

control of the geometry is possible, such as remeshing using any standard package for triangular elements [53], while

the C1-continuity assures an improved stress prediction. Powell-Sabin B-splines describe the geometry and interpolate

the displacement field u and the phase field d in an isoparametric sense:

x =

Nv
∑

k=1

3
∑

j=1

N
j

k
X

j

k
u =

Nv
∑

k=1

3
∑

j=1

N
j

k
U

j

k
d =

Nv
∑

k=1

3
∑

j=1

N
j

k
d

j

k
(58)

where X
j

k
represent the coordinates of the corners Q

j

k
of the Powell-Sabin triangles, U

j

k
and d

j

k
denote the degrees of

freedom at Q
j

k
, and Nv is the total number of vertices. The indices j = 1, 2, 3 imply that three Powell-Sabin B-splines

are defined on each vertex k. Three Powell-Sabin B-splines N
j

k
are defined on each vertex k.

6. Numerical examples

We now demonstrate the performance of the methodology to construct the cohesive response by the phase field

method through some representative simulations. We present examples with stress-softening materials, and with crack

propagation in a square plate. In the example, a two-dimensional version of a uniaxial tension example is revisited to

study the homogeneous and non-homogeneous solutions of a 1D bar [39]. The stability and the snapback behaviour

of the bar will be addressed. The computed force-displacement diagrams and the energy evolution will be given.

Moreover, we will illustrate the construction of the cohesive-zone model by the phase-field methodology in a 1D

setting.

We consider a rectangular domain under tension. Figure 2(c) shows the geometry and the boundary conditions.

With a suitable rescaling of the loading, we can set Young’s modulus E0 = 10, the fracture strength ft = 1 and the
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surface energy Gc = 1 in the numerical experiments. Poisson’s ratio is set ν = 0.0. A unit cross-sectional area is

considered with a height H = 1. The phase-field models in Table 1 are used to study the stability and snapback

behaviour of the bar. Analytical and numerical results are presented. The analytical results are obtained directly from

the corresponding formulations if a closed-form solution is available, otherwise by numerical integration on basis of

the analytical expressions. As detailed in Section 4.4, model AT2 does not lose stability and neither displays snapback

behaviour. Thus, the homogeneous solution is unique. The other two phase-field models in Table 1 may lose stability

and exhibit snapback behaviour, depending on the length of the bar.

For the homogeneous solution, the stress σt, the phase field dt, and the elastic and surface energies are obtained

from Equations (22) and (17). In the non-homogeneous state, we can obtain the stress σt and the end displacement Ut

at t from Equations (36) and Equation (44), respectively. The elastic and surface energies are given by Equation (17).

The maximum phase field dm is computed with the aid of Equation (36). The displacement jump δ and the ultimate

displacement jump δc are given by Equation (45). In the analysis, we only consider the case of the localisation zone

inside the bar. The precise location of the localisation zone is energetically irrelevant. It may vary depending on

numerical errors [39].

6.1. Phase field model AT1

The degradation function reads a(d) = (1 − d)2 and the homogeneous energy dissipation function is given by

ω(d) = d. According to Equation (21), this phase-field model has a non-vanishing elastic regime with a yield stress

σe = ft if we choose the regularisation length ℓ as in Table 2. In Section 4.4, we have discussed the size effect of the

bar length analytically. Now, we will study the size effect numerically. Three situations can occur, depending on the

length of the bar. To capture the snapback response of the plate, the monolithic approach with an arc-length control is

used in the solution scheme.

Figure 3: Load-displacement response (σt–Ut), evolution of elastic and surface energies (E–Ut) and phase field-displacement relation (dt–Ut). ft
and Ue denote the elastic stress limit and the displacement limit in Equation (21), respectively.

Case 1: bar length L = 5 < min
(

L1
b
, L2

b

)

. The bar now does not lose stability. The homogeneous solution is

unique, cf. Equations (21) and (22). For the elastic phase, t ≤ te, it can be obtained in a straightforward manner (not

presented here). For t > te the homogeneous solution is given by:

σt

ft
=

(

Ue

Ut

)3

dt = 1 −
(

Ue

Ut

)2
Et

u

Ee
u

=

(

Ue

Ut

)2
Et

s

Ee
u

= 2















1 −
(

Ue

Ut

)2














(59)

with σt, dt, Et
u and Et

s being the stress, the phase field, the elastic energy and the surface energy at current time t,

respectively. ft is the fracture strength, Ee
u is the elastic energy limit at te, while Ee

u = E0U2
e /2L, Ut and Ue denote the

end displacement at x = L, Ue = ftL/E0, respectively.

Figure 3 shows the comparison between the numerical and analytical solutions. A good agreement is obtained.

An elastic phase is clearly observed when Ut ≤ Ue. After Ut = Ue, the bar will start to be damaged with a non-zero

surface energy and a phase field d. In a homogeneous state, the phase field is uniform in the plate, not shown here.

Case 2: bar length max
(

L1
b
, L2

b

)

< L = 20 < Lu. A non-homogeneous solution is now obtained after t = te, but

closed-form solutions are not available, so the analytical expressions are integrated numerically. The bar does not

exhibit snapback behaviour directly after t = te, see the force-displacement diagram in Figure 4(a). Figure 4 presents
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Figure 4: (a) Load-displacement response (σt–Ut), (b) Evolution of the elastic and surface energies (E–Ut), (c) Phase field-displacement relation

(dt
m–Ut), (d) Stress-displacement jump (separation) relation, (e) Contour plot of the phase field d at different load steps. dt

m is the maximum phase

field along the plate at t, Ue = ft L/E0 is the limit of the ’elastic’ limit in Equation (21), Ee
u = E0U2

e /2L is the limit of the elastic energy at te, δ and

δc = 3
√

2πGc/8 ft denote the displacement jump and the ultimate displacement jump in Equation (45), respectively.

plots of the force-displacement relation, the energy and the phase field during damage evolution. The numerical

results well match the analytical results, which validate the numerical implementation in Section 5. When the phase

field value d approaches d = 1 (broken state), the tails of each figure show some discrepancy due to the influence of

the regularisation length ℓ and the introduction of η in the degradation function a(d) in Equation (5).

According to Equation (37), the bar will experience damage evolution after t = te. There is structural strain

softening from points B to A in Figure 4(a). Thereafter, the diagrams of the force-displacement (Figure 4(a)), the

energy (Figure 4(b)) and the phase field (Figure 4(c)) show a snapback since:

|θ0| < |θ1| =⇒
dδ

dσ

∣

∣

∣

∣

∣

A

>
dδ

dσ

∣

∣

∣

∣

∣

B

=⇒ −E0

dδ

dσ

∣

∣

∣

∣

∣

A

< −E0

dδ

dσ

∣

∣

∣

∣

∣

B

(60)

with θ0 and θ1 being the angles of the tangent line at point B and A, respectively. From Equation (53), we obtain

LA
u < L = 20 < LB

u , which indicates that the upper bound of the bar length L at point B is larger than that at A. While

the displacement Ut and the stress σt then become smaller, the phase field (the damage) continues to evolve, see

Figure 4(e). Figure 4(d) shows the traction-separation curve in the cohesive-zone model. While the phase-field model

of Equation (6.1) has been designed for the simulation of brittle fracture [19], it has the character of a cohesive-zone

model for a proper choice of the regularisation length ℓ, see Table 2. Such a cohesive response has also been observed

in the analysis of an L-shaped beam subject to a vertical load [54].

Case 3: bar length Lu < L = 27.5. The bar will now lose stability and exhibit snapback behaviour right after

t = te. Figure 5 presents the load-displacement response, and the evolution of the energy and the phase field. The

figure shows that the numerical simulations well capture the behaviour of the bar. Similar to Figure 4, the tails in

Figure 5 show some discrepancy. In Figure 5(a), the angle of the tangent line at B (t = te) is 0 < θ0 < π/2, which

results a snapback right after this point. This also holds for the evolution of the energy and the phase field evolution,

Figures 5(b)/(c). In Figure 5(b) the maximum elastic energy Eu is different from the maximum surface energy Es.

The stress criterion (55b) yields the critical stress σc = ft at t = te, see Figure 5(a).

Figure 5(e) shows the contour plots of the phase field. Due to the snapback, the displacement Ut and the stress σt

become smaller, but the phase field continues to evolve. Due to the localisation the displacement Ut is composed of

two parts: the elastic displacement and the displacement jump δ associated with the localisation zone, see Equation
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Figure 5: (a) Load-displacement response (σt–Ut), (b) Evolution of the elastic and surface energies (E–Ut), (c) Phase field-displacement relation

(dt
m–Ut), (d) Stress-displacement separation relation, (e) Contour plots of the phase field d for different load steps. dt

m is the maximum phase field

along the plate at time step t, Ue = ft L/E0 is the limit of the ’elastic’ in Equation (21), Ee
u = E0U2

e /2L is the limit of the elastic energy limit at time

step te.

(44). In Equation (45) δ is independent of the bar length L. Thus, Figure 5(d) presents an identical stress-displacement

separation curve as in Figure 4(d).

Figure 6: Load-displacement response (σt–Ut), evolution of elastic and surface energies (E–Ut) and phase field-displacement relation (d–Ut).

Here, σm and Um denote the maximum stress and the displacement, respectively, obtained from Equation (22). The bar length is L = 5.

6.2. Phase field model AT2

The bar will now continue to deform homogeneously throughout the loading process, independent of the bar

length, see also Section 4.1. The homogeneous solution is unique:

σt

σm

=
16 (Ut/Um)

(

(Ut/Um)2 + 3
)2

dt =
(Ut/Um)2

(Ut/Um)2 + 3

Et
u

Em
u

=
16 (Ut/Um)2

(

(Ut/Um)2 + 3
)2

Et
s

Em
u

=
16

3

(Ut/Um)4

(

(Ut/Um)2 + 3
)2

(61)

with σm, Um and Em
u being the maximum stress, the corresponding displacement, and the strain energy, respectively:

σm =
3
√

3

8
√

2

√

GcE0

cωℓ
Um =

16σmL

9E0

Em
u =

8σ2
mL

9E0

(62)
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We have tested several values for L and obtained homogeneous results throughout (not shown for conciseness). Figure

6 shows the load-displacement curve, and the evolution of the energy and the phase field, with the numerical results

matching the analytical values. There is no elastic phase in the evolution process because the bar is damaged from the

onset with a non-zero surface energy and phase field d. During damage evolution, the stress and the elastic energy are

maximised, which is consistent with Equation (22).

6.3. Phase field model PCM

This phase field model has a non-vanishing elastic phase with a yield stress ft. For t ≥ te, the bar will be damaged.

Then, there are three solutions, depending on the length of the bar L. To capture the snapback behaviour, a monolithic

arc-length control scheme has been used. The regularisation length ℓ = 4.

Figure 7: Load-displacement response (σt–Ut), evolution of the elastic and surface energies (E-Ut) and phase field-displacement relation (dt–Ut).

ft and Ue denote the elastic stress and the displacement limit in Equation (21), respectively.

Case 1: bar length L = 5 < min
(

L1
b
, L2

b

)

. The bar now deforms homogeneously. For the damage phase t ≥ te, the

homogeneous solution reads:

σt

ft
=

2 (Ut/Ue) − m

2 − m
dt = 1 −

√

2 (Ut/Ue) − m

2 − m

Et
u

Ee
u

=
Ut

Ue

2 (Ut/Ue) − m

2 − m

Et
s

Ee
u

=
m − mUt/Ue

2 − m
(63)

with Ee
u = E0U2

e/2L being the elastic energy limit at te, Ue = ftL/E0 being the end displacement for the elastic limit,

and m a coefficient, cf. Table 1.

Figure 7 shows a good agreement between the analytical and the numerical results. There exists an elastic phase

when Ut ≤ Ue. Then, there is no evolution of the phase field and of the surface energy, but only of the elastic energy.

Right after Ut = Ue, the bar is in a stress-softening state. The stress and the surface energy have a linear relation with

the displacement Ut, while the elastic energy shows a quadratic relation.

Case 2: bar length max
(

L1
b
, L2

b

)

< L = 15 < Lu. Under this condition, the bar will lose stability and will be

damaged directly after t = te. In the damage phase t ≥ te, the non-homogeneous solution reads:

σt

ft
=

(Ut/Ue) − ζ
1 − ζ = 1 − δ

δc

dt
m =

1 − (Ut/Ue)

1 − ζ
Et

u

Ee
u

=
Ut

Ue

(Ut/Ue) − ζ
1 − ζ

Et
s

Ee
u

=
ftδ

2Ee
u

= ζ
1 − (Ut/Ue)

1 − ζ (64)

with ζ = 2ℓch/L, Ue = ftL/E0, Ee
u = E0U2

e /2L and δc = 2Gc/ ft. Obviously, the stress, the phase field and the surface

energy increase linearly with Ut.

Figure 8 shows the results of numerical simulations and analytical formulations. A good agreement is obtained

except for a small discrepancy due to ℓ and η being non-zero. The bar does not exhibit snapback behaviour in this case

(L < Lu = 2ℓch). Structural softening is observed, see Figure 8(a). The stress in the softening part is always σt < ft.

Crack nucleation will occur when σt = 0, see Figures 8(a)/(c). Apparently, the stress criterion in Equation (55b)

does not apply. However, the energy criterion in Equation (55a) applies, see Figures 8(a)/(b). The elastic and surface

energies evolve smoothly under a monotonically increasing load. This justifies the choice of maxx∈(0, L] d (x) = 1 as

the crack nucleation indicator rather than an energy jump, cf. Section 4.5. Figure 8(d) presents the stress-separation

curve. Obviously, it mimics a linear cohesive zone law with a distinct surface energy G = Es, cf. Equations (48) and

(49). The surface energy Es increases linearly with δ, different from Equation (3). It takes the form of G (δ) in the
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Figure 8: (a) Load-displacement response (σt–Ut), (b) Evolution of the elastic and surface energies (E–Ut), (c) Phase field-displacement relation

(dt
m–Ut), (d) Stress-displacement jump relation, (e) Contour plot of the phase field d for different load steps. dt

m is the maximum phase field along

the plate at t, Ue = ftL/E0 is the limit of the ’elastic’ displacement in Equation (21), Ee
u = E0U2

e /2L is the limit of the elastic energy at te, δ and

δc = 2Gc/ ft denote the displacement jump and the ultimate displacement jump in Equation (45), respectively.

Dugdale’s cohesive relation (Equation (2)) with a reduced fracture strength ft/2. Due to the softening, the phase field

evolves with an increasing value of Ut, while the stress decreases, see Figures 8(c)/(e).

Case 3: bar length Lu < L = 25. The bar will now lose stability and exhibit a snapback right after t = te, see Figure

9. In the Figure, we compared analytical solutions, cf. Equation (64), with numerical simulations. Again, the slight

difference at the tail in each figure is due ℓ and η being non-zero. Due to the snapback, the maximum elastic energy

is bigger than the maximum surface energy, Figure 9(b). The necessary conditions for crack nucleation are complied

with, see Equation (55). In the damage phase, the stress reduces with a decreasing value of Ut, while the phase field

continues to evolve, see Figures 9(a), (c) and (e). As for model AT1, the stress-separation relation in Figure 9(d) is

identical to that in Figure 8(d).

7. Concluding remarks

We have studied the construction of cohesive-zone models in a one-dimensional setting. With a proper choice

of the degradation function and the homogeneous energy dissipation function, different cohesive-zone laws can be

obtained. We have considered a 1D bar with stress softening. The bar will undergo homogeneous deformations at any

given time if the bar length is less than a state dependent critical value. Otherwise, a non-homogeneous solution will

be obtained due to loss of stability. Such an inhomogeneous solution leads to the response of cohesive-zone models. If

we consider a sufficiently long bar, snapback behaviour will occur, which will lead to a sudden drop of surface energy.

A phase-field method can partly reconstruct the cohesive-zone response, including the traction-separation law. This

does not hold, however, for the dissipated energy. The derived model combines properties of the Barenblatt and the

Dugdale versions of the cohesive-zone model. For a one-dimensional problem, crack nucleation is governed by a

strength criterion and a toughness criterion, depending on the bar length. We compared the 1D analytical results with

the numerical solutions in a 2D setting, yielding excellent agreement.
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Figure 9: (a) Load-displacement response (σt-Ut), (b) Evolution of the elastic and surface energies (E-Ut), (c) Phase field-displacement relation

(dt
m-Ut), (d) Stress-displacement jump (separation) relation, (e) Contour plot of the phase field d for different load steps. dt

m is the maximum phase

field along the plate at t, Ue = ft L/E0 is the limit of the ’elastic’ displacement, cf. Equation (21), Ee
u = E0U2

e /2L is the limit of the elastic energy

at te, δ and δc = 2Gc/ ft denote the displacement jump and the ultimate displacement jump in Equation (45), respectively.
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