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Crime analysis/mapping techniques have been developed
and applied for crime detection and prevention to predict
where and when crime occurs, leveraging historical crime
records over a spatial area and covariates for the spatial
domain. Some of these techniques may provide insights for
understanding crime and disorder, especially, via interpreting
the weights for the spatial covariates based on regression
modelling. However, to date, the use of temporal covariates
for the time domain has not played a significant role in the
analysis. In this work, we collect time-stamped crime-related
news articles, infer crime topics or themes based on the
collection and associate the topics with the historical numeric
crime counts. We provide a proof-of-concept study, where
instead of adopting spatial covariates, we focus on temporal
(or dynamic) covariates and assess their utility. We present a
novel joint model tailored for the crime articles and counts
such that the temporal covariates (latent variables, more
generally) are inferred based on the data sources. We apply
the model for violent crime in London.
1. Introduction
Textual streaming news articles from reputable sources provide
easily accessible real-time detailed information not only about
significant and prominent crime events, that affect society but also
insights and analyses exploring crime trends and causes and
effects of crime on society. The articles combine several different
information channels such as criminologists, local councils,
criminal proceedings and government, for instance, in addition to
the police. The articles may cover events involving gun/knife
crime, rioting, violent demonstrations, sexual assaults, abuse,
domestic violence, terrorism and hate crime, for instance. Each
article may detail information regarding offender(s), victim(s),
location, time, motive and explanation of the crime. In addition,
some articles may cover crime trends and summaries and
government/police responses.

On the other hand, numeric crime counts based on reported
crime are being provided by the police online. Each offence
includes a discrete time stamp, region and crime category that
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are suitably anonymized for confidentiality. Analysis of the widely accessible crime counts forms the
backbone of criminology inferring plausible theories and patterns that explain crime. Accordingly,
several methods for analysing the count data have been presented and deployed for crime prediction [1,2].

We hypothesize that the textual time-stamped crime news articles provide a rich source of information
and context that may be used to explain and predict numeric crime counts. Informally, our intuition is to
use the textual data to explain inferred patterns of criminal activity based on the counts. We avoid a
labour-intensive manual approach to search for matching/underlying text content and automate the
approach using statistical modelling in the context of explainable artificial intelligence or machine
learning. Such analysis is of key interest, for instance, for detecting and preventing crime, assessing
policing effects, understanding policing demand and criminal activity as well as uncovering non-
trivial (dynamic) associations between news coverage and crime. The text data complements numeric
official records covering information regarding the offender and victim and the type/details of offence
that are important for understanding underlying causes and mechanisms of crime.

However, the textual and numeric crime data streams are not in general paired one-to-one; one major
offence may attract multiple news articles, most (minor) offences fail to appear in the news because of
low relevance, and some news articles that report on crime trends and summaries are based on several
offences. We propose to couple the data sources based on non-overlapping consecutive time windows/
frames such that we collect all news articles and reported crime counts during each time window. Based
on the temporally coupled datasets, our aim is to uncover dynamic patterns or themes that explain crime.

We present a statistical joint model for the data sources combining dynamic topic modelling and
Poisson matrix factorization by suitably sharing latent variables between the separate models/data
sources across the time stamps/windows. Topic models are ubiquitous probabilistic models for text
documents that enable exploring and summarizing large text collections [3,4], such as news articles, in
a meaningful manner. In general, the topics are deemed to correspond to certain meaningful and
useful textual themes. Dynamic topic models are suitable for documents that are grouped according
to time stamps/windows, as considered in this work, capturing topic evolution and temporal trends
[5]. Dynamic Poisson matrix factorization models are suitable for analysis of sequential count data
collected in a matrix whose rows (and/or columns) exhibit temporal dependence [6,7]. Here, numeric
crime counts may naturally be represented in a matrix where columns correspond to regions and
rows to time stamps such that each element of the matrix contains a count for a specific crime
category for each region and time stamp.

The proposed model may be interpreted as a novel supervised dynamic topic model motivated by the
prediction task. The model goes beyond standard supervised topic models [8–11] that assume each
document is paired with one or more response variables (one-to-one mapping) and hence are not as
such appropriate for the task considered. The models infer topics that are predictive of the response
variables. For our model, the response variables correspond to the dynamic crime counts.

The proposed joint model performs often better, as verified in the experiments, when compared with
an alternative two-step process that, firstly, infers the topics or, more generally, (manually) collects
dynamic covariates and, secondly, performs a separate Poisson regression of the counts based on the
covariates finding which topics/text content are associated with crime counts. Whereas traditional
regression models require the covariates to be observed and fixed, our approach is to infer them based
on the observed data, automating the process of constructing covariates. From a statistical perspective,
the joint model is able to take uncertainties properly into account and leverage potentially weakly
shared information between the text and counts, contrarily to the two-step modelling approach.

We note that not all free-form text content is associated with or predictive of crime counts. We propose
to include a latent mechanism for the model to explain away text content that is not relevant for the counts.
Words that are not explained by the topics are explained by the alternative mechanism improving
predictive performance and inferring more useful and meaningful topics that focus on explaining crime.

It is widely acknowledged that crime is clustered in both space and time, explaining bursts of criminal
activity following so-called near-repeat pattern theory [12]. The clustering property of crime translates to
elevated risk of crime for certain areas (so-called, hot spots) following different temporal rates of spread
and decay. Evidently, the clustering property is also seen in the crime news. In addition, news content
itself tends to cover for some time information of particular events or trends. Our model is able to
leverage the inherent clustering property and impose dynamics in a flexible manner. Topics associated
with events may show different dynamics from topics that explain overall trends or patters of crime.
The topic timelines showing topic activations over time may be bursty and sparse or slowly varying
with a slow increase/decrease or take a constant value. We depart from existing dynamic topic
models [5], that assume similar dynamics for all topics, and present a flexible dynamic Gamma



royalsocietypublishing.org/journal/rsos
R.Soc.Open

Sci.8:210750
3

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

17
 J

an
ua

ry
 2

02
2 
process for the (positively valued) topic time series, extending the process by Virtanen & Girolami [13]
introducing topic-specific dynamics suitable for the application. We emphasize that both data sources
affect inference of the topic dynamics/timelines.

Offence categorization by the police is not able to account for offence details that would provide insight
for multi-faceted and complex crime. Categorization may also be subject to ambiguity. For example, violent
crime, as considered in this work, ranges from murder and grievous bodily harm to common assault and
harassment. We note that different types of offences may exhibit complicate spatio-temporal inter-
relationships, following criminological theories, such as repeat offending and victimization, clustering
property and cycle of crime. Severe but infrequent offences have high impact and less severe but
frequent offences affect local communities. Analysis of severe crime may suffer from the data scarcity
problem, but analysis of both severe and less severe crime may be confounded by the large counts for
less severe crime. We exploit total crime counts over a high-level offence category and leverage the text
data to infer topics that provide important insights regarding the type and severity of offences providing
a complete summary of crime without suffering from the data scarcity problem.

Offence-level textual police reports, that may be brief, repetitive and rely on a specific vocabulary
including codes and abbreviations, remain confidential with limited accessibility for (manually)
moderated content. Hence, we propose to collect and analyse accessible high-quality crime news
articles that provide similar and more general information about crime. The quality of topics naturally
depends primarily on the quality of the text data. Major factors affecting the quality include scale,
scope, style and content of the articles. For these factors, we use full news articles provided by a
reputable newsagent instead of brief text snippets capturing ‘breaking news’ or user-generated content
for social media such as tweets.

Because of confidentiality, some reported offences may not be accounted for in the crime count data.
Also, not all crime is reported to the police in the first place, possibly because of sensitivity issues or low
expected utility of doing so. Such missing data complicates detection/inference of the crime patterns.
Our aim is to alleviate this problem by combining information from the news articles. On the other
hand, the missing data problem potentially undermines quantitative evaluation of predictive
performance of the models. It is important to complement evaluation by carrying out detailed
qualitative analysis as well by interpreting the model.

The paper is structured as follows. Section 2 introduces the application and data. We provide a proof-
of-concept study for analysing violent urban crime. The proposed joint model for a dynamic collection of
crime news articles and counts is presented in §3. Section 4 shows both quantitative and qualitative
results. We carry out a model comparison assessing predictive performance and interpret the inferred
topics and their corresponding timelines. We show that the topics capture a wide range of useful
information about criminal activity/behaviour, crime events/trends as well as police, court and
government actions. Section 5 concludes the paper with a discussion.
2. Data
In this work, we study violent urban crime, that has significant media coverage and impact for the
society, occurring in London, a major metropolitan area, that experiences high crime rates. We collect
monthly crime counts for London boroughs provided by the Metropolitan police force from
January 2008 to December 2018 for a crime category of violence against the person.1 The total number
of crime offences is 2.12 × 106 and on average each month contains 66 × 103 offences over
M ¼ 32 boroughs.

For each month, we combine the crime counts with crime-related news articles provided by the
Guardian,2 published during that time interval. The Guardian is a highly reputable newspaper that
follows a formal style with a global audience. We use the Guardian API specifying tags given by
crime and knife crime with a keyword London to search for articles appearing in the UK or world
news sections. For controlled quality, we discard articles that correspond to opinions, comments or
other content provided by users/readers.

We adopt standard text data processing removing non-text characters, such as numbers and
punctuation, and stop words.3 We keep news articles that contain more than (including) 10 words
1https://data.london.gov.uk/dataset/recorded_crime_summary#.
2https://open-platform.theguardian.com/.
3We use the R function stopwords(en) of the package stopwords [14].

https://data.london.gov.uk/dataset/recorded_crime_summary#
https://data.london.gov.uk/dataset/recorded_crime_summary#
https://open-platform.theguardian.com/
https://open-platform.theguardian.com/
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and remove words that appear in only one article. The data contain T = 132 time points (months) and
3289 news articles. The vocabulary contains V = 24 115 words and the number of words over the
collection is 1.15 × 106. On average, each month contains 25 articles and each article contains 351 words.

The crime count for the mth region and tth time stamp is denoted by yt,m. Here, m takes values overM
regions. The ith article for the tth time stamp is denoted by wt,i ¼ fwð1Þ

t,i , . . . , wðNt,iÞ
t,i g, where wðnÞ

t,i , for n =
1,…, Nt,i, denote individual words taking values over the word vocabulary (mathematically equivalently
represented as discrete indices, wðnÞ

t,i [ f1, . . . , Vg).
ing.org/journal/rsos
R.Soc.Open

Sci.8:210750
3. Model
Our model infers a set of topics that are distributions over the word vocabulary. The elements of the
distribution are positive and sum to one over the vocabulary. The topics are deemed to capture
meaningful themes that may be inspected based on top-probability words of the inferred topics.
Examples of inferred topics based on the news articles with top words can be found in the
corresponding tables of figures 3–8.

Each article is expressed as a set/bag of words and the model assumes the words are generated from
a categorical distribution, whose expectation parameters correspond to topics. Each article contains a
distribution (proportion) over the topics indicating which topics, and to what degree, are relevant for
each article. These topic proportions are assumed to be generated from a Dirichlet distribution.

We group articles according to time stamps or windows and assume a dynamic process for the topic
proportions to capture sequential dependence between the time stamps corresponding to topic evolution
and temporal trends. The model assumes separate Dirichlet parameters for each time-stamped group
that follow a Markov-type dependence assumption. We note that a similar construction may be used also for
the topics but we do not explore that variant further in this work because of increased computational demand.

Numeric crime counts are collected in a matrix over time stamps/windows and regions. The text and
count datasets are coupled over the time windows such that each group of news articles co-occurs with
corresponding rows of the count matrix.

We assume the counts are generated from Poisson distributions. The model contains a set of latent
variables for each time window and the expectation parameters of the Poisson distributions for each
time window and region are given by weighted linear combinations of the latent variables. For the
combination, we normalize the positively valued latent variables to prevent scale ambiguity.
Correspondingly, the positive weights, that are introduced for each region, may be directly interpreted
as expected crime counts.

Our joint model of crime news articles and counts assumes the latent variables correspond to the
parameters of the Dirichlet distributions for the topic proportions for each group/time window. The
latent variables are shared between the crime news and counts. Each topic is coupled with the
weights, permitting meaningful and intuitive model interpretation. Key model variables for inspection
include the latent variables, topics and weights.

Figure 1 shows a graphical illustration of our model. We denote the set of K latent variables as αt,k, for
t = 1,…, T and k = 1,…, K. The latent variables indicate which topics (thematic word distributions over
the vocabulary) denoted by ηk, for k = 1,…,K, are associated with and to what degree for each group
or time stamp. An article-specific topic proportion (a probability distribution) over the K topics is
generated from a Dirichlet distribution

ut,i � DirichletðatÞ, ð3:1Þ
for i = 1,…,Nt, where Nt denotes the number of articles for the tth time stamp. The latent variables
represent expected topic proportions for each month, such that,

E½ut,i�/ at,

for t = 1,…, T. The scale of the values controls the variance of the distribution.
The crime counts follow Poisson distributions; we assume

yt,m � Poissonðrt,mÞ, ð3:2Þ

for t = 1,…, T and m = 1,…,M, with parameters denoted as ρt,m, respectively. We denote the weights for
the mth region and kth topic as ωk,m. The parameters are given by linear combinations of the normalized
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Figure 1. Graphical plate diagram of the model. The latent variables αt depend on αt−1, affect αt+1 and are shared between the
dynamic topic model (nodes below the left edge of αt) and Poisson matrix factorization model (nodes below the right edge of αt).
The temporal plate indexing t is dashed to emphasize dynamic dependence.
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latent variables and weights

rt,m ¼
XK
k¼1

at,kPK
k0¼1 at,k0

vk,m: ð3:3Þ

The parameters capture the expected number of crime counts for each month and borough, E[yt,m] = ρt,m.
The weights may be directly interpreted as expected crime counts over the regions because of the
normalization constraint.

We note that not all text content is related to crime counts and we introduce article-specific word
distributions as well as a shared word distribution to explain away non-crime-related content not
explained by the topics. We introduce word-specific switch variables x to indicate whether the topics
(x = 0), article-specific (x = 1) or common distributions (x = 2) explain it. For the topic route (first), we
draw a topic assignment

zðnÞt,i � Categoricalðut,iÞ ð3:4Þ

and condition on that value to draw the word from the corresponding topic

wðnÞ
t,i � CategoricalðhzðnÞt,i

Þ: ð3:5Þ

For the second route, we draw the word from the article-specific distribution

wðnÞ
t,i � Categoricalðbht,iÞ:

For the third route, we draw the word from the common word distribution

wðnÞ
t,i � CategoricalðehÞ:

We repeat the process for all words for each article. The switch variable for each word is generated as

xðnÞt,i � Categoricalðlt,i13Þ,

where the expectation parameter equals over the three possible categories with an article-specific value λt,i.
The generative model for the words builds on the non-dynamic topic model with fixed symmetric Dirichlet
priors for the topics by Chemudugunta et al. [15]. Their motivation is to separate article-specific or common
content from the topic content. However, our motivation is to improve the predictive performance of the
joint model.

We assume the latent variables follow a dynamic Gamma process with topic-specific dynamics for
increased modelling flexibility. We assume

at,k � Gamma
�
tk,

tk
at�1,k

�
,
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where

tk � GammaðaðtÞ
0 , bðtÞ

0 Þ,
for t = 2,…, T and k = 1,…, K. For t = 1, we assume

a1,k � Gammaða0, b0Þ,
respectively. Here, the τk controls the dynamic properties of αt,k, for t = 1,…, T; a large value leads to a
smooth process with small fluctuations, whereas small values lead to a less smooth (bursty) process with
potentially rapid and large fluctuations.

To complete the model construction, we assign symmetric Dirichlet distributions for the topics and
word distributions with value γ. For the positive weights, we employ a sparsity-promoting prior
distribution, ωk,m∼ Exponential(a). For λt,i, a, a

ðtÞ
0 and b

ðtÞ
0 , we assign weakly informative Gamma prior

distributions. Accordingly, we also set weakly informative values for the hyperparameters γ = 0.01 and
α0 = β0 = 1.

For posterior inference, we use collapsed Gibbs sampling for the topic and route assignments
analytically marginalizing out the topics and word distributions, following Chemudugunta et al. [15].
For the latent variables and the remaining variables, we adopt slice sampling, following Virtanen &
Girolami [13].
 .8:210750
4. Results
4.1. Quantitative model comparison
Our model has one parameter to validate; the number of topics. We perform model validation using
predictive performance for the crime counts. We leave randomly out 20% of the crime counts and
predict these values based on the model posterior distribution. We randomly generate five different
missing value masks and average performance over them. For the ith mask, we evaluate log
likelihood for the held-out observations, denoted by the index set Mi,

Li ¼ 1
S

XS
s¼1

X
m,t[Mi

log Poissonðyt,mjrðsÞm,tÞ,

averaging over S posterior samples. We also evaluate Watanabe–Akaike information criteria (WAIC) [16],
defined as,

WAICi ¼ 1
S

XS
s¼1

X
m,t�Mi

log Poissonðyt,mjrðsÞm,tÞ � Vari, ð4:1Þ

where Vari denotes the variance of the likelihood values for observations over posterior samples. For
WAIC (4.1), the higher the value, the better. Finally, we also report mean absolute error (MAE) values
for held-out observations, defined as,

MAEi ¼ 1
S

XS
s¼1

X
m,t[Mi

jyt,m � r
ðsÞ
m,tÞj

#½Mi� ,

where #[ · ] computes the number of items in the input set. In total, we run the sampler for 2 × 105

iterations, that suffices for convergence based on standard convergence diagnostics, and retain the
last 103 samples to approximate the posterior distribution. We search for K = {100, 200, 300, 400}.
Table 1 shows that the model performance does not significantly improve for K≥ 300. Thus we show
results for K = 300 in the following.

We also compare against dynamic matrix factorization (MF) and Poisson regression (PR) models for
the crime counts. The MF approach is a special case of our model; the crime counts are modelled using
Poisson distributions, following equations (3.2) and (3.3). Importantly, the MF model uses only crime
counts and hence the latent variables α are not shared with the news articles. The PR approach is
similar to the MF model; however, the latent variables α (or covariates/inputs in this context) are
fixed for the regression model. For the PR approach, we use covariates that consist of the inferred
topic proportions of a text-based dynamic topic model, following equations (3.1), (3.4) and (3.5). This
topic model is a special case of our model that uses only crime articles and the latent variables α are



Table 1. Model selection for our model for different component numbers. The values show mean and s.d. for predictive log
likelihood and mean absolute error (MAE) for held-out observations over the folds. Similarly, we also show values for WAIC but
using in-sample observations.

K 100 200 300 400

log likelihood −4509 ± 35 −4496 ± 48 −4480 ± 48 −4483 ± 40

WAIC (×103) −16.70 ± 0.12 −16.72 ± 0.091 −16.72 ± 0.097 −16.84 ± 0.15

MAE 29.55 ± 0.5 29.27 ± 0.71 29.18 ± 0.51 29.04 ± 0.47

Table 2. Model comparison against MF and PR approaches. The values show mean and s.d. for predictive log likelihood and
mean absolute error (MAE) for held-out observations over the folds. Similarly, we also show values for WAIC but using in-sample
observations.

model our MF PR

log likelihood −4480 ± 48 −4454 ± 75 −5347 ± 156

WAIC (×103) −16.76 ± 0.11 −16.68 ± 0.09 −113.21 ± 9.49

MAE 29.18 ± 0.51 29.03 ± 0.51 41.23 ± 1.6
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not shared with the crime counts. The comparison avoids any potential method-specific bias and focuses
on evaluating the effect of jointly modelling crime news articles and counts. Following similar
experimental settings, table 2 shows that our model for K = 300 attains the same performance as MF
and both models perform better than PR. The results show that the two-step approach is unable to
infer meaningful topic timelines for crime count prediction and verifies that the topics and temporal
trends differ between our joint model and the text-based model. Our model improves over MF by
increased interpretability; the component timelines of the MF approach may not be easily
interpretable. Figure 2 shows predictions versus observations for each method, for a particular mask
and three representative regions, in order to prevent visual clutter. Based on the figure, we see that
our model and MF perform equally well and much better than the PR approach. PR is only able to
infer general trends discarding more fine-grained details. In the following, we carry out exploratory
analysis inspecting topics that explain in a meaningful manner such crime trends as well as peaks and
fluctuations as illustrated in figure 2.
4.2. Inspection of the inferred topics
In the following, we inspect inferred topics of our model in more detail, collecting topics into seven
groups: a recent rise of violent crime, general violence, the London riots, terrorism, criminal justice,
policing as well as reasons and causes of violent crime. The groups correspond to figures 3–8,
respectively. For each group, we label the topics based on the corresponding figure number for clarity.

We show average posterior topic proportions (timelines) over the time range, αt,k, for t = 1,…, T, and
the associated most probable words based on ηk, for the selected subsets of topics (here, inspection of all
the 300 topics is not feasible). The timelines show when and to what extent the topics contribute to
explaining crime and the top words reveal themes or content of the topics. We also show the
proportion of explained crime for each topic, based on topic-specific contributions to computing ρ
over time stamps and regions. These values summarize relevance of each topic for crime counts.
Accordingly, for increased visual clarity, we normalize the topic timelines individually. We compute
posterior averages using the posterior samples. We did not find label switching between latent
variables and thus averaging over the samples is meaningful. We note that inspection of the spatial
weights that capture the spatial distribution of expected crime counts over the study area is out of
scope of this study. We summarize top boroughs with highest and lowest weights over the inspected
topics. The top-5 boroughs most associated with violent crime include Westminster, Lambeth,
Southwark, Newham and Ealing. Contrarily, boroughs with least crime include Richmond, Kingston
upon Thames, Sutton, Merton and Havering.
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Figure 3. Recent rise of violent crime.
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Figure 3 captures topics related to a trend of increasing violent crime towards the end of the time
frame of the study. The topics show an increase in crime reporting (1.1 and 1.2), emergence of knife
crime among youth (1.3) and associated hospitalizations (1.4). The following topics (1.5–1.8) involve
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Figure 4. Violence-related topics.
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interventions or statements by government, police and commissioner to reduce and address the rise of
violent crime. Other crime trends include acid attacks, moped thieves and dangerous driving that
further evidence less secure streets, captured by topics (1.9–1.11), respectively. These topics and their
underlying temporal trends may be useful for policing and resource allocation, identifying the type of
problem to address and understanding demand. Most topics provide information regarding the
offender, victim, and context and process of crime. The topic 1.1 explains a large proportion of crime,
whereas the remaining topics contribute in smaller but roughly similar quantities. We also note that
the dynamics between different topics vary significantly; some show complex and rapid fluctuations
whereas some are more or less constant with slow or no temporal changes, supporting our model
assumption of topic-specific dynamics. Some of the topics further show that the model is able to infer
topics that are active only during a certain time window, corresponding to birth and death process of
topics. In other words, topic timelines capture duration of elevated risk for certain type of crime as
explained by the topics. Analysis of the rate of spread or decay may give further evidence for
interventions, resource allocation as well as policy evaluation.

Figure 4 captures topics that are related to violent crime more generally. The topics include bodily harm
(2.1), murder (2.2), death in family (2.3), sexual offences (2.4), shootings (2.5), stabbings (2.6 and 2.7),
weapons (2.8) and (personal) robberies (2.9). Interestingly, most of these topics correspond directly to
different subcategories (or types) of violent crime or crime including a threat of violence. The topics
provide detailed information about the context of the offences (mechanism and cause) useful for policing
and understanding the type and severity of the offences. The sexual offences topic (2.4) exhibits rapid
temporal fluctuations corresponding to particular events whereas the remaining topics show more or less
constant trends that contribute to crime counts uniformly over time. Here, the topics involving knives
(2.6–2.7) differ from (1.3), that highlights youth carrying knives and youth knife crime in London, to
serious stabbings (major events) towards youth and police, correspondingly. Many of the topics (all
topics are not shown) are associated with particular events (or incidents). For example, Brixton shop
shooting, Victoria station knife attack and New Cross double murder, are captured by topics 2.10–2.12,
respectively, containing detailed information about victim(s), offender(s) and location(s) regarding names
and more specific vocabulary. These events have minor overall contribution to explaining crime counts
but provide useful insights, following routine activity and crime pattern theories, [17–19], respectively.
The routine activity theory explains that each event/offence must include the presence of offender,
victim and opportunity or lack of supervision to prevent/deter crime from taking place. The crime
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Figure 5. London riots.
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Figure 6. Terror attacks.
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pattern theory explains that certain locationswith different points-of-interest attract or repel crime. The topic
timelines clearly peak during the event and the associated investigations and court actions and then vanish.
These topics show that the model is able to distil accurate and detailed information from the rich data
collection with a large vocabulary to detect crime. The top words (of the topics) may be used to query
related content online for further analysis.

Figure 5 shows topics related to the London riots that took place in August 2011. All the topics
concentrate temporally around this particular date. The topics correspond to a series of crime events,
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Figure 7. Court and government actions.
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as a result of the shooting of Mark Duggan by police (3.6), and explain violence and rioting (3.1 and 3.4),
looting and criminal damage (3.3), stealing (3.7), fires due to arson in specific locations (3.8), riot-related
sentences (3.2), police actions (3.5) and riot clean-up (3.9). Again, most of these topics capture unique
aspects of violent crime informing police of what type of forces to apply. Topics 3.3 and 3.7 promote
the role of youth in committing the offences. The other topics capture three deaths in Birmingham as
a result of the spread of rioting in England (3.10), and agitation to riot in social media by certain
individuals via spreading messages as well as organizing and executing gatherings (3.11 and 3.12).
The latter two topics activate after the riots and provide information regarding post-riot analysis. The
topics related to Mark Duggan and Tottenham are active besides the particular dates of riots
corresponding to court proceedings and news coverage of the riots as well as overall violence in north
London, respectively. The topics express rates of spread and decay at varying speed for crime
similarly to the near-repeat crime pattern theory assuming that crime attracts more crime close by
both in spatially and temporally. Interestingly, the topics 3.2 and 3.12 that capture riot-related
sentences peak quickly after the riots. Because of the bursty nature of riot-related crime, the overall
contribution of explaining crime is low but it concentrates in a short time window. The riots provide
an opportunity for committing crimes at a large scale and a decreased perceived risk of getting
caught because of the high level of disorder.

Figure 6 collects topics related to terrorism in London. A general terror-related topic (4.1) peaks at
particular events and the remaining specific attack-related topics have larger proportions at the
associated time stamps, as detailed in the following. The topics may inform of overall level of fear in the
society, because of the high impact of the offences. The police can use this information to set overall level
of alertness and provide resources for the special forces or operations required. The topics cover hate
crime (4.3) including mosque attacks and a series of attacks in 2017–2018 with distinct but small peaks
and radicalization (4.6) related to the Rigby shooting (4.2), that has major after-effects. Topics 4.4 and 4.5
provide more details of the Rigby attack based on investigations and court proceedings. Other topics
cover terror activity of Choudary (4.7) peaking at his court sentence and becoming more active after the
Rigby attack and the stabbing of Timms by Choudhry (4.8). Topic 4.9 involves possession of terror-
related material. Topic 4.10 captures 2017 Parsons Green tube station bomb attack. However, the
temporal pattern suggests a weak association. Overall, the planned and targeted attacks have minor
contribution to violent crime counts but are of very high relevance for the society. They are easily
masked or confounded by the larger number of more common (either opportunistic or random) violent
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Figure 8. Police actions.
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assaults. Detecting relevant individual attacks based only on the crime counts is not possible but our joint
approach is able to uncover these specific incidents. Importantly, some of the attack-specific topics are active
after the events corresponding to future crime related to or as a result of these events, prominently related to
the hate crime and extremism/radicalization topics.

Figure 7 shows topics related to criminal justice such as court activity (including, sentences,
prosecution, charges, trials and appeals), legislation and government statements or interventions. The
topics are caused by the offences, although the times between the dates of crime occurrence and
sentence often differ. The topics are naturally connected to each other explaining the complex
temporal dependencies and fluctuations. We note that the topic of government statements (5.3)
coincides with the London riots and some of the terror attacks, showing the need for government
intervention and gravity of these events. Also, topic (5.2) captures new legislation as a response to the
rise of violent crime or the terror attacks, for instance. Overall, these topics relate to deterring crime
and keeping order, explaining their relevance for crime news for the public.

Figure 8 captures topics related to police actions and reports including violent incidents (6.1 and 6.4),
investigations (6.2, 6.6 and 6.8) and arrests (6.5). Naturally, these topics are directly associated with
violent crime and may capture first available information of the crime. For example, topic 6.2 shows
police publicly asking for witnesses. Topic 6.3 involves policing and strength of police forces showing
temporal association with the recent rise of violent crime. Topic 6.7 involves complaints against police,
partially showing tensions between police and local communities. Lastly, more specific topics capture
undercover police operations (6.9) and creation of special police units (6.10 and 6.11). More detailed
analysis of the topics may prove useful for assessing policing effects relevant for future decision/policy
making.

Finally, figure 9 captures topics related to reasons or theories explaining violent crime. Three
prominent topics involve police funding cuts (7.1), youth deprivation (7.2) as well as gangs and
youth violence (7.3). Interestingly, these topics clearly co-occur with the London riots and the recent
rise of violent crime, figures 5 and 3, respectively. Naturally, reductions in police forces and budget
may explain increase of crime via the crime routine theory that promotes the absence of a capable
guardian to prevent crime [19] and rational choice theory [20]. In more detail, the latter two topics
include concepts of ethnicity, poverty, unemployment, youth, drugs, gang culture, education,
weapons, social exclusion and lone parent households. Several studies have established connections
between crime and these concepts. See, for instance, Shaw & McKay [21], Sampson et al. [22],
Sampson & Groves [23], Chamberlain & Hipp [24], Andresen [25], Schreck et al. [26] and Hipp &
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Figure 9. Theories and explanations of violent crime.
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Yates [27]. Other topics cover the use of stop and search by police for certain communities (7.4), mental
health (7.5) and sexual abuse (7.6) that could underlie the rise of violent crime. Although the effect of
the stop and search on crime remains questionable [28], it may underpin tensions between
communities and police that may explain crime and disorder. The role of mental health for crime
may appear via substance abuse [29] or as a cause for radicalization or criminalization. Currie &
Tekin [30] and Widom [31] show that early abuse increases the risk of victims to criminalize later.
Of course, abuse, as such, is another type of violent crime. A topic of domestic violence (7.7),
associated with abuse, shows a constant temporal trend and may help in detecting violent offenders
in the presence of crime under-reporting. Topic 6.8 explains exposure to violence via a particular
type of social media content. It is interesting to note that topic 6.16, that captures the aftermath of
Broadwater Farm riots in 1985, emerges before and stays active for a long time after the London
riots. A more general topic of social media (6.17) becomes more active after the riots, where they
played a key role. The remaining topics do not have as clear temporal fluctuations but cover issues
around communities (6.9), council housing (6.10 and 6.15), child maltreatment and parenting (6.11),
immigration (6.12) and racism (6.13 and 6.14). Here, council housing and social care may reflect
regional poverty that is associated with crime to some extent.
5. Discussion
Generalized linear models, in particular Poisson regression, are frequently used in crime analysis using
points-of-interest or socio-demographics-based regional spatial covariates [32–38]. These models build on
environmental criminology addressing geographical profiling or risk surfaces uncovering which spatial
covariates are associated with crime [17,39]. Based on these analyses, main established associations
between violent crime and the covariates often include deprivation, poverty, ethnicity, lone parent
households, unemployment, poor health, low education and high proportion of youth population. We
note that these associations also emerge in our results. However, temporal as opposed to spatial
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covariates have not been previously used, as considered in this work. Our approach complements well-
established spatial crime analysis by incorporating also non-trivial temporal information.

Poisson regression is closely related to matrix factorization. The difference is that for the regression
the set of latent variables is fixed and not inferred based on the observed data. Matrix factorization
models may be interpreted in a similar well-established manner to regression models. We motivate
our model based on this connection. Other non-factorial crime models build on self-exciting point
processes [40,41], kernel density estimation [42], Poisson point and Gaussian processes, [43–47],
respectively. Importantly, non-factorial crime models are more difficult to interpret and may not be
easily extended to provide joint models of crime counts and text. Dynamic matrix factorization
models are suitable for temporal crime counts and can account for the clustering property of crime.

Based on the quantitative model comparison, we show that the proposed joint model outperforms a
two-step approach that uses text-based covariates inferred based on the text data alone for separate
Poisson regression of the crime counts. Unsupervised (dynamic) topic models based on text data
alone are not able to uncover topics that are associated with and predictive of crime counts. We also
show that predictive performance for our model equals that of a dynamic Poisson matrix factorization
model based only on the crime counts. However, the count-based model is less interpretable; the
latent variables are not as such associated with topics or text data and the corresponding dynamics/
timelines do not correspond to any evident trends or events. Importantly, the added value for our
model is improved interpretability.

In the context of crime-related text data, non-dynamic topic models have been used for (moderated)
police reports across several crime categories [48] or a single category [49], with the goal to uncover more
useful thematic topics to complement ambiguous high-level category-information provided by the police,
filtered social media content [50] and short news text snippets, such as breaking news, [51]. Our model
differs from these models by incorporating dynamics explicitly and inferring topics that explain and are
associated with actual crime counts.

The topic quality naturally depends on the quality of the text data; in this study, we show that the
topics are meaningful, easy to interpret and cover an unprecedented range and diversity of themes.
Also, the dynamic topic proportions (topic timelines) evidence high quality of the data showing clear
and meaningful trends and events.

Gerber [50] uses text data based on social media (location-based tweets) to associate regions with
topics. Wang et al. [51] use news tweets (short snippets of breaking news) to infer topics and their
temporal proportions. They use the proportions as fixed covariates for crime regression modelling.
These works rely on user-generated social media content. The tweets may be noisy and short,
presenting some issues for analysis. On the other hand, news articles are provided by professional
news agencies and are usually detailed and extensive. We expect the topic quality to suffer for more
unstructured and less formal text collections based on user-generated content such as opinions,
comments or other social media content.

The developed methodology may be useful for police as such or by complementing or replacing the
news articles with sensitive text data provided and accessed by the police officers. It is evident that not all
police reports or offences get media coverage and many one-to-one correspondences with actual articles
and counts are unobserved. The topics reveal crime trends that may help officers to detect and prevent
crime, understand policing demand and focus resources. Naturally, the topic timelines of our model
provide important additional information indicating when and what type of resources are needed. On
a general level, our model may be used to identify and prevent potential pathways to criminal
behaviour including activity in criminal gangs possibly resulting from abuse or mental health issues.
The topics may aid in planning for the type and need of proactive support for potential offenders and
victims of crime by local councils and relevant institutions. In addition, our model may be used to
assess policing effects key for successful policy/decision making. Some of the inferred topics capture
long-term trends that provide important insights for proactive policing for future violence and crime
overall. More generally, the topics may reveal higher-level content that is of interest to government,
legislation, criminologists and society. We expect our results to motivate the police to collect more
(natural) text data related to offences in a systematic manner and complement the existing counts with
such text data.

The temporal partition of this study is dictated by the available data. To further improve utility of the
model, we expect more fine-grained partition to be more useful for crime prevention, focusing on short-
term prediction. Also, the specified time range of the study is dictated by the available data. Consistent
crime records over a longer time period for crime would provide more up-to-date results but combining
crime records over varying crime category definitions is not trivial.
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The developed methodology may be useful for other applications. The model may be used for
focused analysis of other crime categories such as burglaries and robberies with suitable and available
text data. For these crime categories, data confidentiality may be a less severe problem and textual
reports by police may be more accessible. Alternatively, we expect the model to be useful for analysis
of the global pandemic caused by the COVID-19 by jointly modelling cases/deaths (that are naturally
represented as dynamic counts over regions/countries) and related extensive news content.
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