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Abstract: Paleomagnetic investigations from sediments in Central and Southern Italy found direc-
tional changes of the order of 10◦ per year during the last geomagnetic field reversal (which took
place about 780,000 years ago). These values are orders of magnitudes larger than what is expected
from the estimated millennial timescales for geomagnetic field reversals. It is yet unclear whether
these extreme changes define the timescale of global dipolar change or whether they indicate a rapid,
but spatially localised feature that is not indicative of global variations. Here, we address this issue
by calculating the minimum amount of kinetic energy that flows at the top of the core required to
instantaneously reproduce these two scenarios. We found that optimised flow structures compatible
with the global-scale interpretation of directional change require about one order of magnitude more
energy than those that reproduce local change. In particular, we found that the most recently reported
directional variations from the Sulmona Basin, in Central Italy, can be reproduced by a core-surface
flow with rms values comparable to, or significantly lower than, present-day estimates of about 8 to
22 km/y. Conversely, interpreting the observations as global changes requires rms flow values in
excess of 77 km/y, with pointwise maximal velocities of 127 km/y, which we deem improbable. We
therefore concluded that the extreme variations reported for the Sulmona Basin were likely caused
by a local, transient feature during a longer transition.

Keywords: paleomagnetism; rapid variations; Earth’s outer core

1. Introduction

Direct observations of geomagnetic field intensity have been recorded in permanent
observatories since the 19th Century [1,2], and directional measurements (i.e., inclination
and declination) annotated in maritime logbooks can extend the wealth of direct geomag-
netic observations as far back as the 16th Century [3]. Paleomagnetic evidence suggests that
a planetary magnetic field generated by internal dynamo processes has existed for the past
3.5–4 billion years [4–7]. It is clear that the majority of the geomagnetic history of our planet
is solely accessible via indirect observations, such as paleointensities and paleodirections
from sedimentary or igneous sequences [8,9]. It is therefore far from trivial to establish
whether the observed temporal and geographical characteristics of the present geomagnetic
field are in line with past behaviour or whether they are somewhat anomalous.

Evidence for paleomagnetic variations that far exceed the average rate of change of
currently observed geomagnetic quantities are mounting as new paleomagnetic records
are being discovered and analysed. See Figure 1 for a (not complete) compilation of rapid
directional variations reported in the literature. A well-known example of such extreme
behaviour is the Sheep Creek (California) lava flow records, dated to be 15.58 million years
old, from which directional paleomagnetic variations of the order of up to 1◦ per week [10]
have been reported during geomagnetic polarity reversals. These values are astonishing
when we consider that the rate of change of the geomagnetic pole latitude during the last
10,000 years, as measured by the CALS10k.2 field model [11], has been at most 4× 10−2◦

per year. A number of independent studies [12,12–17] have also reported more recent
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directional paleomagnetic variations of the order of 10 degrees per year, primarily during
geomagnetic reversals and excursions (see Figure 1).
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Figure 1. (a) Summary of rapid paleomagnetic variations from selected, published datasets (red symbols) and geomagnetic,
spherical harmonics (SH) models (blue symbols). Circles and triangles indicate, respectively, maximum variations of dipole
tilt and VGP latitude (see Section 2 for definitions), in degrees per year, over the timespan covered by the corresponding
datasets or field models. Their location on the horizontal axis indicates the epoch at which the maximal variation was
obtained (or reported). The sampling locations for the paleomagnetic datasets are reported in (b) and noted in both panels,
and more information is available in relevant publications: Black Sea [18–20], Sanxing Cave [17], Sulmona Basin [13,14],
Valle di Manche [16] and Sheep Creek [10]. The geomagnetic field models IMMAB4 [21], LSMOD.2 [22] and CALS10k.2 [11]
have been sampled every 100 y for this calculation.

Analysis of lacustrine sedimentary records from the Sulmona Basin (SUL location),
in Central Italy, suggest a subcentennial duration for the Matuyama-Brunhes (M-B) pole
reversal [13,14], which took place at an epoch of about 780 ka. Specifically, Reference [13]
reported inclination and Virtual Geomagnetic Pole (VGP) latitudinal changes of O(1)◦/y
from which the M-B reversal is estimated to occur in a fraction of a century. Strictly speak-
ing, the lack of measurement of a transitional field indicated that the reversal occurred
during an interval equal to or less than the temporal resolution given by the 2 cm thickness
of the analysed samples. These considerations led the authors to refine the sampling to
0.3 cm in a subsequent study [14]. Again, no transitional field was recorded, leading
the authors to conclude that the M-B reversal occurred over a temporal span of about
13 ± 6 y, requiring inclination and VGP latitudinal changes of O(10)◦/y. Whether the
temporal resolution of the SUL stratigraphic record is suitable for paleomagnetic stud-
ies is debated [23,24]. However, independent reports of similarly rapid paleomagnetic
directional variations exist [10,12,15–17], compelling us to seek corroborative evidence
for the existence of such extreme variations in the Earth’s past. In particular, on-land
marine stratigraphic studies in Southern Italy [16] corroborate the observation that the
M-B reversal, as observed in the Mediterranean region, had a duration of the order of less
than a century. Note that these studies are based on the measurement of locally defined
quantities: the geomagnetic inclination and the VGP latitude (which requires knowledge
of both inclination and declination). A geomagnetic polarity reversal can unambiguously
be defined via global quantities, such as the geomagnetic dipole latitude, whose change
in sign defines a global reversal. Although the dipole latitude and the VGP latitude are
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commensurable quantities, the latter is of a local nature and, depending on location, does
not necessarily reflect the global behaviour of the planetary geomagnetic field.

In contrast with the above-mentioned studies, the IMMAB4 geomagnetic field model
encompassing the M-B reversal [21] suggests mean VGP latitudinal changes at SUL of about
0.05◦/y during a 10 millennia-long transitional period and peak values of about 0.6◦/y (see
Table A1 and Figure 1). The comparison of the temporal changes at the Black Sea location
between the LSMOD.2 field model (a state-of-the-art model of the Laschamp excursion [22])
and sediment records [18–20] is similar to the comparison between the IMMAB4 model and
the SUL14 and SUL16 measurements, suggesting a common limitation of the techniques
used in geomagnetic field models. Spherical harmonics-based field models suffer from a
sparsity and paucity of input observations and make use of spatiotemporal smoothing,
which limits their resolution to the largest spatial scales of the geomagnetic field. The
IMMAB4 and LSMOD.2 field models have a maximum spherical harmonic degree of
LB = 4 and LB = 10, respectively, in contrast with state-of-the art models of the modern
field [25], which are able to capture the spatial variability of the field of internal origin up to
LB = 20. Nevertheless, geomagnetic field models contain a fully consistent description of
all geomagnetic quantities (intensity, inclination and declination) globally and continuously
in time. Furthermore, it was reported that [26], when sampled every 10 y (as opposed
to 100 y, as done in Figure 1), directional rates of change exceeding 20◦/y, though rare,
have been found in the LSMOD.2 model, primarily at low latitudes and during epochs of
low dipole field intensity, in agreement with numerical studies. In [26], it was argued that
rapid variations are caused by the migration of reversed flux patches on the CMB. This
justifies the observation of rapid events preferentially at times of low dipole intensity and
at low latitudes, where the dipolar field is weaker, since these are the configurations for
which more reverse flux patches are observed. This explanation was also corroborated
by the present study, since we show that as the nondipolar content of the CMB field is
increased, higher rates of change of magnetic inclination, VGP latitude and dipole tilt are
instantaneously possible (see Sections 4.2 and 5 below).

From the calculations reported in Figure 1 and from the results of [26] discussed above,
it appears that paleomagnetic field models are capable of reproducing faster variations
as the sampling rate is reduced. We investigated the issue and found results similar
to [26]. With a sampling rate of 50 y (equal to the temporal spline knot-point spacing of the
LSMOD.2 model), we found maximal VGP latitudinal changes at the Black Sea location
of the order of 1◦/y, which is about double the value reported in Figure 1. This suggests
that faster directional changes can be obtained from the LSMOD.2 model (at least in this
case) by increasing the sampling rate of its coefficients. Given the temporal regularisation
employed in the creation of the model, it is unclear whether subcentennial variability can
be meaningfully captured by the LSMOD.2 model, and we therefore decided to adopt a
sampling rate of 100 y in the present study.

Another avenue for investigating rapid variations and, in particular, the dynamics
within the core that drive them are numerical simulations of the equations governing the
evolution of the geodynamo. This approach offers insights into the link between observed
paleomagnetic variations and, for example, the thermal history of the core [27] and the
effect of small-scale geomagnetic features, not captured by paleomagnetic observations or
field models. Geodynamo simulations are limited by their inability to simulate the Earth’s
outer core at planetary parameter values [28,29]. This limitation, which calls for caution
when interpreting the result of numerical studies, is even more severe in studies targeting
the long-term dynamics involving polarity reversals and geomagnetic excursions, for which
multiple geomagnetic diffusion times (of the order of no less than 104 years for the Earth)
need to be simulated in order to obtain satisfactory statistical convergence. Nevertheless,
upon the careful choice of the input parameters, geodynamo simulations are found to
be able to reproduce at least some features of the paleomagnetic observations [30,31]. In
particular, most numerical findings [32–34] suggest a duration of millennia of polarity
reversals, in agreement with paleomagnetic observations and paleomagnetic field models
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(see for example [21,35–39] and the references therein). Furthermore, recent geodynamo
simulations [26] have been able to reproduce VGP latitudinal changes of up to ∼1◦/y,
compatible with the results from [13], and total directional changes of the order of ∼10◦/y.
These extreme changes appear to be preferentially recorded at low latitudes and are caused
by the movement of reversed flux patches at the core surface. Geodynamo simulations
are also capable of core-surface resolution that cannot be captured by observations and
geomagnetic field models. Therefore, numerical results can be used to test for the effect of
geomagnetic field structures that are not resolved by field models, for both the geological
past and the present. For example, the results presented in [26] suggested that geomag-
netic features on spatial scales of the order of a few degrees in longitude and latitude,
not captured by paleomagnetic observations, are crucial for triggering localised, rapid
directional variations. However, as mentioned above, temporal variation calculated using
first differences from the LSMOD.2 model sampled every 10 y have similar magnitudes,
suggesting that state-of-the-art field models can capture the geomagnetic field features
relevant to the generation of rapid directional changes.

A consequence of the lack of high-resolution models of the geomagnetic field during
the M-B reversal is that the core-surface velocity field is also largely unknown, barring us
from a dynamical and global description of the geomagnetic temporal variations at the
surface of the Earth. A derivation of the velocity field is challenging even with today’s high-
quality observations, due to the intrinsic nonuniqueness of obtaining core-surface flows
from geomagnetic field observations [40]. Satellite-era estimates of the root-mean-squared
(rms) velocity at the surface of the core range from 8 to 22 km/y [41–43], depending
on the epoch, dataset, and methodology, and it has been estimated that undetectable,
small-scale flows could contribute to an increase up to a value of 50 km/y [43]. On top of
observational limitations, estimating the core-surface flows during the M-B transition is
further complicated by a lack of knowledge concerning energy balances in the geodynamo
during polarity reversals. For example, some studies suggest that the kinetic energy
increases [44,45], while others [46,47] do not show such systematic variations.

An alternative approach to the study of extreme paleomagnetic events was presented
in [48], where the authors aimed at reproducing extreme intensity spikes reported for
epochs around 1000 BCE in the Middle East [49–53]. The approach of [48] consisted of
calculating optimised fluid flows at the top of the core that maximise the rate of change of
magnetic intensity at selected archaeological sites. In the context of rapid paleomagnetic
variations, for which the global geomagnetic field and the core-surface flows are poorly
constrained, the methodology permits a derivation of the maximum rate of change of
intensity for a given surface energy budget and for a given configuration of the radial
geomagnetic field (which we term the “background field”); equivalently, the method also
provides a lower bound to the kinetic energy that is required for flows at the surface of
the core to drive a given, observed variation. It was found that optimised flows of rms
magnitudes consistent with present-day core flow inversions [43,54] were able to reproduce
variations of up to 1.2 µT/y, inconsistent with the earlier estimates of 4–5 µT/y [49,50], but
in agreement with the revised values of 0.75–1.5 µT/y [52].

In the present paper, we expand the methodology presented in [48] and apply it to the
study of rapid paleomagnetic directional changes. Our aim was to estimate the configu-
ration and kinetic energy of the core-surface flows that are required by the geomagnetic
directional variations reported in [13,14] (SUL14 and SUL16) with focus on both local
(inclination and VGP latitude) and global (dipole latitude) geomagnetic quantities. We
derived optimised solutions for core-surface flows that can be used to estimate the minimal
kinetic energy required to reproduce the SUL observations, both via localised and global
flow configurations. In considering local quantities, we favoured the use of inclination,
rather than the VGP latitude. The VGP latitude is a function of not only the inclination,
but also of the declination and of the site location, and a nontrivial assumption of the
geomagnetic field being a geocentric dipole is required in order to efficiently interpret the
VGP latitude. Although this assumption has proven useful and robust over long temporal
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scales (see for example [55], Chapters 2, 14 and 16, and the references therein), its use for the
study of rapid variations on short timescales is not, strictly speaking, justified. On the other
hand, the interpretation of inclination variations do not require additional assumptions
for our purposes. The temporal evolution of the VGP location is commonly calculated
and reported in paleomagnetic studies focussing on reversals. We therefore considered
the temporal changes of VGP latitude together with the changes in inclination and dipole
latitude, for the sake of completeness and comparison with previous work.

The paper is structured as follows: In Section 2, we briefly summarise the optimisation
algorithm used to derive core-surface flows that drive the maximal instantaneous changes
in dipole tilt, geomagnetic inclination and VGP latitude for a given flow kinetic energy.
To build the physical understanding of the algorithm and to highlight the difference in
flows that optimise the rate of change of global and local quantities, pedagogical examples
are presented in Section 3. Section 4 is devoted to the application of the optimisation
algorithm to background magnetic fields provided by the output of a numerical geodynamo
simulation in which directional variations of magnitude comparable to SUL16 have been
observed [26]. We furthermore examine the sensitivity of the optimal solution to the
resolution of the background magnetic field. In Section 5, we apply the optimisation
algorithm to rapid directional variations during the M-B reversal, with particular focus on
the SUL location: optimal variations are compared with the results from SUL14 and SUL16
in order to estimate the kinetic energy of core-surface flows required to drive the measured
variations. A discussion of the results and conclusions are presented in Sections 6 and 7,
respectively.

2. Methodology

The optimisation algorithm described here is analogous to that presented in [48] and
has the objective of finding the minimal rms core-surface flow speed required to reproduce
the rate of change Q̇ of a generic geomagnetic quantity Q. In [48], the quantity of interest
was solely the magnetic field intensity at the Earth’s surface F = |B|, where B is the
geomagnetic field. Here, we generalise that approach to consider arbitrary functions of B
and, in general, of the Gauss coefficients (see below). We then specialise the algorithm for
the calculation of optimal rates of changes of dipole tilt, inclination and VGP latitude.

Temporal changes in geomagnetic quantities (often referred to as secular variation
(SV)) are driven by horizontal fluid flows uH at the top of the core, which we refer to as the
core-mantle boundary (CMB) and that we approximate as a spherical surface with radius
c = 3485 km [56]. Note that here, the flow is evaluated not exactly at the CMB, where all
components of the velocity field u vanish, but at the top of the free-stream, where only
the radial component of the flow vanishes and above which the horizontal components
drops to zero across the boundary layer. The thickness of this layer is proportional to
(Ek1/2)c, where Ek is the Ekman number, the ratio of viscous dissipation over rotational
forces (see [57] and the references therein). Given that Ek = O(10−15) in the core, where
the notation O() signifies “order of magnitude”, the distinction between the top of the
free-stream and the CMB is negligible for our purposes. All variables, unless otherwise
stated, are represented in a spherical coordinate system with the origin at the centre of the
Earth and with coordinates (r, θ, φ) where r is the distance from the centre of the Earth, θ
is the colatitude, measured from the direction determined by the Earth’s axis of rotation,
and φ is the longitude, measured in the equatorial plane as the angular distance (positive
Eastward) from the Greenwich meridian.

The radial induction equation evaluated at the CMB [58], in its diffusionless form, can
be written as:

Ḃr = −∇H · (uH Br), (1)
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where Br is the radial component of B and ∇H = ∇− r̂∂r is the horizontal part of the
spatial gradient operator. At a location (r, θ, φ) outside the core, the geomagnetic field is
commonly described as an expansion in its Gauss coefficients (gm

l , hm
l ):

B = −a∇
[

LB

∑
l=1

l

∑
m=0

( a
r

)l+1
[gm

l cos(mφ) + hm
l sin(mφ)]Pm

l (cos(θ))

]
, (2)

where a = 6371 km is the radius of the Earth, Pm
l (cos(θ)) are Schmidt semi-normalised

associated Legendre polynomials of degree l and order m and LB is the highest degree of
the expansion. In a more compact notation, useful to simplify the following discussion, the
expansion (2) can be written as:

B = −a∇
[
∑
l,m

( a
r

)l+1
βm

l Ym
l (θ, φ)

]
, (3)

where βm
l = (gm

l , hm
l ) are the Gauss coefficients and Ym

l (θ, φ) = (cYm
l (θ, φ), sYm

l (θ, φ)),
with cYm

l (θ, φ) = cos(mφ)Pm
l (cos(θ)) and sYm

l (θ, φ) = sin(mφ)Pm
l (cos(θ)) real-valued

Schmidt semi-normalised spherical harmonics. Similarly, we express the CMB flow uH as
an expansion over a set of modes uk:

uH = ∑
k

qkuk, (4)

where k is a shorthand notation for the indexes (l, m), with 1 < l ≤ LU , 0 ≤ m ≤ l, qk the
coefficients, measured in km/y of the expansion and uk the k-th element of a divergence-
free basis set consisting of both toroidal and poloidal modes, respectively:

ut
k = ∇× [Ym

l (θ, φ)r], (5)

us
k = ∇H [Ym

l (θ, φ)r]. (6)

Expansion (4) can then be more explicitly written as:

uH =∑
l,m

{
ctm

l ∇× [cYm
l (θ, φ)r] + stm

l ∇× [sYm
l (θ, φ)r]

}
+∑

l,m

{
csm

l ∇H [cYm
l (θ, φ)r] + ssm

l ∇H [sYm
l (θ, φ)r]

}
,

(7)

where ctm
l and stm

l are the real-valued toroidal flow coefficients and csm
l and ssm

l are the
real-valued poloidal flow coefficients.

Given a geomagnetic quantity Q, which is a function of the Gauss components βm
l ,

we seek the minimum rms speed T0 of the CMB flows required to reproduce a given
rate of change value of Q, given a CMB background magnetic field Br. An easier way of
formulating this is to calculate the flows uopt at the CMB, with a given value of T0, that
optimise Q̇, which can then be rescaled by the linearity of Equation (1) to achieve the
observed value of Q̇. Following the same notation as in [48], the rate of change of Q can be
generally expressed (by manipulating Equation (1)) as:

Q̇ = GTq, (8)

with the vector G being a function of the CMB background geomagnetic field Br, through
the coefficients βm

l and of the basis set uk. The exact shape of G depends on the functional
dependence of Q̇ on βm

l and β̇m
l . Each component Gk represents the contribution to Q̇ from

the flow mode uk, given the CMB background field Br. We note that this is a well-defined
optimisation problem. For a fixed structure of the flow, Equations (1) and (8) relate Q̇ and
Q defining an rms flow energy.
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In the analysis outlined above, the rms flow speed T0 is:

T0 ≡
√

1
4π

∫
r=c
|uH |2dΩ =

√
qTE q (9)

where dΩ = sin θ dθ dφ is the surface element in spherical coordinates and the integral
is evaluated on the surface of the CMB and E is a diagonal matrix with elements Ek =
l(l + 1)(2l + 1)−1. The procedure to calculate the coefficients q that optimise Q̇ is formally
equivalent to the one reported in [48] and rests on finding a solution to the following
maximisation problem:

Q̇
∣∣
max = maxq

[
GTq− λ(qTE q− T2

0 )
]
, (10)

which allows us to maximise (8) subject to the constraint (expressed via the Lagrange
multiplier λ) that the rms velocity of the optimal flow be equal to T0. The solution to (10)
gives us the coefficients qopt to the optimal flow uopt:

qopt =
1

2λ
E−1G, (11)

where:
λ = ± 1

2T0

√
GTE−1 G, (12)

is found by scaling the coefficients qopt, so that:

qT
optE qopt = T2

0 . (13)

Notice that this implies that qopt, and by Equation (8), Q̇ are both directly proportional
to T0. However, the form of the optimal flows and of the SV they drive are not affected
by T0.

In summary, via the optimisation algorithm described above, we found the coefficients
qopt of the CMB horizontal flows that drive the fastest possible instantaneous variations of
a given geomagnetic quantity Q. The algorithm requires one input (the Gauss coefficients
βm

l of the background magnetic field Br) and one parameter (the required rms speed of the
horizontal CMB flows T0).

The optimisation algorithm permits us to enforce specific flow geometries by, for
example, setting some of the elements of q to zero or by imposing specific relations between
them. In the remainder of this study, we considered the following flow geometries:

• Unrestricted: no restriction is imposed on the coefficients qk, and both toroidal and
poloidal components are present;

• Poloidal: obtained by setting the toroidal flows to zero, i.e., ctm
l = stm

l = 0. A
distinguishing feature of purely poloidal flows is the presence of regions of flow
downwelling and upwelling, which have been considered as a proxy for enhanced
magnetic diffusion [59] and have been connected to the formation of reverse flux
patches at the CMB [60], both potentially important features in the interpretation of
rapid geomagnetic field variations;

• Toroidal: obtained by setting the poloidal flow to zero, i.e., csm
l = ssm

l = 0. A purely
toroidal flow allows no upwelling/downwelling since ∇H · ut

k = 0. The physical
motivation for a purely toroidal flow derives from the widespread agreement among
core flow inversion studies that the toroidal kinetic energy dominates the poloidal
kinetic energy at the CMB (see for example [61]). This observation has been considered
to confirm the presence of a stratified layer at the top of the outer core [62]. Note
however that various studies (e.g., [63–65]) suggested that a small poloidal component
is necessary to explain the observed SV;
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• Columnar: obtained by constraining the flows at the CMB to be the surface expression
of columnar flows in the interior of the core and obtained by setting to zero the poloidal
coefficients (csm

l , ssm
l ) for which l − m is odd and the toroidal coefficients (ctm

l , stm
l )

for which l −m is even [66,67]. This representation, encoding equatorial symmetry,
is motivated by the evidence for a quasigeostrophic force balance within the outer
core [68,69]. The significance of the columnar flows’ approximation to the present
study lies in its expected validity over interannual to decadal timescales [68,70].
The columnar flows’ approximation can therefore be considered appropriate for
subcentennial field variations, such us the ones presented in SUL14, SUL16, and [16].

The optimisation procedure was implemented numerically by a code written in
Fortran 90 that makes use of fftw3 libraries and the Gauss–Legendre quadrature needed
by the, respectively, Fourier and Legendre transforms needed to calculate the elements of
the vector G. The code is freely available through a GitHub repository (https://github.
com/smaffei/OptimalFlow.git).

We note that the elements of the vector G, in Equation (8), can be interpreted as a
discrete representation of a Green’s function relating the coefficients qk of each core flow
component uk to temporal changes of Q at the Earth’s surface. This differs from the Green
functions theory conventionally applied to geomagnetism [71,72], in which changes of
Q are related to the radial magnetic field at the CMB, Br(c), and its temporal variations,
Ḃr(c). The methodology presented here introduces an additional dynamical aspect to the
traditional Green function theory, since we relate the radial SV, Ḃr(c), to the coefficients of
the flows producing it (see Appendix A).

Geomagnetic Directional Quantities

We focussed on the rate of change of geomagnetic dipole tilt θd, magnetic inclination
I and VGP latitude λp. While θd is a global quantity, I and λp are local quantities. A
crucial point of the present study is to investigate how rapidly local, as opposed to global,
quantities can change in time.

The geomagnetic dipole tilt is defined as:

θd = cos−1

 g0
1√

(g0
1)

2 + (g1
1)

2 + (h1
1)

2

, (14)

and represents the colatitude of the geomagnetic pole (the geographical location where the
axis of the geomagnetic dipole intercepts the surface of the Earth). Its rate of change is:

θ̇d = − 1√
1− (g0

1)
2

(g0
1)

2+(g1
1)

2+(h1
1)

2

 ġ0
1√

(g0
1)

2 + (g1
1)

2 + (h1
1)

2
−

g0
1(g0

1 ġ0
1 + g1

1 ġ1
1 + h1

1ḣ1
1)

((g0
1)

2 + (g1
1)

2 + (h1
1)

2)3/2



= −

√
(g0

1)
2 + (g1

1)
2 + (h1

1)
2

(g1
1)

2 + (h1
1)

2

[
ġ0

1((g0
1)

2 + (g1
1)

2 + (h1
1)

2)− g0
1(g0

1 ġ0
1 + g1

1 ġ1
1 + h1

1ḣ1
1)

((g0
1)

2 + (g1
1)

2 + (h1
1)

2)3/2

]
.

(15)

The rate of change of the dipole tilt can be used to investigate a global geomagnetic
reversal, independent of the observer’s location at the surface of the Earth: a global
polarity transition can be defined through the position of the dipole axis with respect to the
geographic equator.

The magnetic inclination, or dip angle, is the angle between the Earth’s magnetic field
lines and the local horizontal direction at a specific location on the surface of the Earth and
is defined as:

I = tan−1 Z
H

, (16)

where Z = −Br is the local vertical magnetic field component (downward positive) and
H =

√
X2 + Y2 is the local horizontal magnetic intensity, with X = −Bθ and Y = Bφ,

https://github.com/smaffei/OptimalFlow.git
https://github.com/smaffei/OptimalFlow.git
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respectively, the local northward and eastward magnetic field components. The temporal
rate of change of the magnetic inclination is then:

İ =
−XZẊ−YZẎ + H2Ż

HF2 =
Bθ Br Ḃθ + BφBr Ḃφ − H2Ḃr

HF2 , (17)

where F = X2 + Y2 + Z2 is the magnetic field intensity. The magnetic inclination is a
quantity measured in paleomagnetic studies and is influenced by the local details of the
background magnetic field.

For completeness, we also considered instantaneous variations of the VGP latitude λp,
calculated from inclination, declination, D, and the coordinates (λs, φs) of the observation
site [73]:

λp = sin−1(sin λs cos p + cos λs sin p cos D), (18)

where:

p = tan−1
(

2
tan I

)
(19)

is the great circle distance between the observation site and the VGP. The rate of change of
λp is:

λ̇p =
1√

1− y2
p

[
− (sin λs sin p) ṗ + (cos λs cos p cos D) ṗ− (cos λs sin p sin D)Ḋ

]
, (20)

where:

yp = sin λs cos p + cos λs sin p cos D, (21)

ṗ = − 4
5 + 3 cos(2I)

İ, (22)

Ḋ =
Bφ Ḃθ − Bθ Ḃφ

H2 . (23)

The quantity λp is, in a limited way, comparable to θd in the sense that λp = 90◦ − θd
for a geocentric axial dipole (GAD) field. In reality, since the geomagnetic field contains
nondipolar components, the GAD approximation does not hold exactly, and departures
between the VGP latitude and the dipole latitude are to be expected. Here, we neglect the
VGP longitudinal variations, since a primary purpose of the study was to link the core-
surface kinetic energy with the short reversal times found in SUL14 and SUL16. However,
the exclusion of the VGP longitude might prevent us from finding the fastest possible
directional changes. Similarly, flows that optimise the temporal changes in inclination do
not necessarily result in the optimal directional variations, since the declination is not being
concurrently optimised.

Rates of change of dipole tilt, inclination and VGP latitude are expressed in terms of
spherical harmonic expansions and can be optimised by substituting Q with, respectively,
θd, I and λp in Equations (8) and (10) and computing the relevant mathematical form of
the elements of G in Equations (11) and (12). Given a background magnetic field, Br, at
the CMB and the rms flow speed value, T0, this allows us to find the numerical values
of the optimal flow coefficients qopt. The optimal variation Q̇ can then be obtained from
Equation (8). Note that, by the relationships (11) and (12), all optimal rates of change are
linear functions of the rms velocity T0. Furthermore, note that the geomagnetic inclination,
I, and the VGP latitude, λp, are inherently local quantities that are observed at the surface of
the Earth, while the dipole tilt, θd, is purely a function of the Gauss coefficients themselves.

3. Pedagogical Examples

In order to validate the numerical code and gain some fundamental understanding
of the process presented in Section 2, here we report on the results from the calculation
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of flows that optimise the rate of change of the dipole tilt θd and the magnetic inclination
I for background magnetic fields (the Br that, together with the choice of Q, defines the
elements of G in Equation (8)) restricted to dipolar geometries.

3.1. Global vs. Local Quantities

In Figure 2, we show the results of the optimisation algorithm, whereQ in Equation (8)
is θd, and I(Leeds) for the unrestricted flow configuration, where I(Leeds) is the inclination
evaluated at Leeds (U.K.), chosen arbitrarily as the home affiliation of the authors. See
Equations (14)–(17) for the definitions of θd, I and of their temporal variations. For the
solution optimising İ(Leeds), the background field is solely described by the axial dipole
coefficient g0

1 = −29410.65 nT (the value in 2019 from the CHAOS-6-x9 geomagnetic
model [25]); for the θ̇d case, the background is given by a dominant g0

1 = −29410.65 nT
component and g1

1 = h1
1 = 10−5 nT, to numerically remove an ambiguity issue that is

illustrated in Appendix B.3. The flow that optimises θ̇d is clearly global in nature, with
no preferred geographical region where flows horizontally converge or diverge. To better
quantify the global nature of these flows, we calculated their energy spectra K(l) as the
total energy contained in each degree l:

K(l) = ∑
m

4π
l(l + 1)
2l + 1

q2
(l,m). (24)

With this definition: √
∑l K(l)

4π
= T0. (25)

Flow energy spectra are illustrated in the right column of Figure 2. The flow that
optimises θ̇d (Panel a) has only the l = 2 poloidal and the l = 1 toroidal modes (as
confirmed by the analytical solution (A32)). Conversely, the flow that optimises İ(Leeds)
(Panel b) is distinctively of a local nature, focussed on the geographical vicinity of the
optimisation location’s projection on the CMB and characterised by a more continuous
spectra that only for l > 10 converges towards zero.

3.2. Influence of Flow Geometry

In Figures 3 and 4, we show the effect of different flow geometries on the solution
that optimises İ at Leeds. The background field is an axial dipole with g0

1 = −29,410.65
nT. Inspection of Figure 3 reveals that, since it is the most general, the unrestricted flow
is capable of the fastest rate of change for the same value of T0. Since the poloidal flow
components dominate the toroidal contribution (see Figure 2b), the purely poloidal flow
drives a rate of change that is not significantly lower than the unrestricted flow solution.
As the allowed geometry becomes more restrictive, the flows cannot organise in the most
efficient way, and the optimal İ decreases. The toroidal flows are incapable of upwelling/
downwelling, which are efficient structures for driving localised changes, and they produce
a pattern of İ that is significantly (with respect to the value at the optimisation location)
distributed across the globe. In the vicinity of the optimisation location, the optimal
columnar flows are morphologically similar to the unrestricted solution, but they are
forced to distribute energy in the Southern Hemisphere as well, producing a second region
of rapid İ, which is equal in magnitude, but opposite in sign to İ(Leeds) (equatorially
antisymmetric). Note that this is a consequence of the background field being equatorially
antisymmetric: in general, an equatorially symmetric flow does not produce an equatorially
antisymmetric inclination rate of change.
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Optimal solutions for a dipolar background field

Figure 2. Flows that optimise the rate of change of θd (a) and I at Leeds (b) with a background magnetic field given by a
dipole. All solutions were calculated for T0 = 13 km/y and a background dipole intensity given by g0

1 = −29,410.65 nT. A
small (g1

1 = h1
1 = 10−5 nT) horizontal component was added for the calculation of θ̇d. The global plots on the left show the

optimal flow and resulting global maps of İ. The plots on the right show energy spectra for the toroidal and poloidal flow
contributions for the same choices of g0

1 and T0. In all cases, LU = 25.
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Figure 3. Rate of change of inclination at Leeds, İ(Leeds), for optimal flow calculations with different
geometries. The coloured, thick lines were obtained from optimal flow calculations with background
fields given by an axial dipole described by g0

1 = −29,410.65 nT, for flows with the indicated geometry
and for LU = 25. The thin, vertical grey line marks the value T0 = 13 km/y.

a) Unrestricted flow solution b) Poloidal flow solution
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Figure 4. Optimal flows and global İ for the solutions optimising İ at Leeds for T0 = 13 km/y and the same axial dipole
background magnetic field as for the results reported in Figure 3. Shown are the solutions for unrestricted (a), poloidal (b),
toroidal (c) and columnar (d) flow restrictions.
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4. Comparison with Geodynamo Results
4.1. Extreme Directional Changes

As previously mentioned, the IMMAB4 model (which is be used as the background for
the optimal solutions presented in Section 5) has a resolution of LB = 4. On the other hand,
the time-dependent component of the magnetic field of core origin can be detected up to
degree LB = 13 at the Earth’s surface [74]. Smaller scales likely play an important role at the
CMB, but their effect on observable scales can presently only be inferred through statistical
algorithms [75–78]. Previous applications of the optimisation algorithm [48] showed that
optimal intensity variations do not converge to a stable value even for background magnetic
fields with small scales extrapolated up to LB = 135, independent of the flow geometry.

In this section and the next (Section 4.2), we explore the effect of under-resolved
magnetic field scales by applying the optimisation algorithm to a background magnetic field
provided by a numerical geodynamo simulation. State-of-the-art numerical simulations
are capable of resolving up to LB = O(102 − 103) [26,69,79,80], well beyond the resolution
of both IMMAB4 and modern-day field models, and offer the possibility of studying
the effect of small-scale physically generated geomagnetic features, without the need for
extrapolation. This exercise also has the purpose of comparing the optimal flows obtained
from our calculation with fluid flows that cause extreme events at the modelled Earth’s
surface, a task that is not possible for the true Earth’s core. We selected the Rm = 450
(where Rm is the magnetic Reynolds number, the ratio of magnetic field diffusion and
advection timescales) simulation from [26] as a test case, since it reproduced localised,
instantaneous directional changes of O(10◦ y−1), consistent with the SUL16 values.

For computational convenience, the optimal calculation was restricted to LB = 32
and LU = 50, still well beyond the resolution used in Section 5 below, with a value of
T0 = 1.45 km/y that reproduces the simulation’s İ value at the optimisation location. The
results of the optimal calculation, for unrestricted flow geometry, are shown in Figure 5b.
The rate of change of inclination at Earth’s surface (top of Figure 5b) is concentrated around
the optimisation location, with much smaller changes at other locations, in analogy with
the simulation output. Note that, as shown in Figures 2b and 4 and in agreement with [48],
the maximal value of İ is not reached at the optimisation location: in this case, the maximal
value of 21.5◦/y is found to the East of the yellow star.

We optimised the rate of change of inclination for the same instantaneous magnetic
field configuration and location for which maximal directional variations were observed
in [26] (see their Figure 1b,e). By calculating the rate of change of inclination at the Earth’s
surface via first differences, a maximal dimensional value of İ = 7.43◦/y was obtained
from the simulation’s results at a single point (in the location indicated by the yellow star
in Figure 5) and instant, with a region of strongly positive variations surrounding it (see
the top row of Figure 5a). Note that for the Rm = 450 model, we chose here the thermal
boundary conditions at the CMB to be geographically homogeneous, and the longitudinal
location of the İ maximal value is not physically significant. The location of velocity and
magnetic field features in Figure 5a with respect to the continents is purely for reference.
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Geodynamo rapid variation vs. optimal solution

Figure 5. Numerical (a) and optimal (b) İ calculations from the Rm = 450 geodynamo model
from [26]. In all panels, the yellow star marks the location for which İ is optimised, which is the
same location in which extreme directional changes were observed in [26]. Top row: inclination rate
of change from the Rm = 450 model output and optimal inclination rate of change, both evaluated
at the surface of the Earth. Second row: map of the CMB radial magnetic field, Z = −Br (a choice
made for ease of comparison with the figures in [26]), at the chosen epoch superimposed with (a) the
horizontal flows at the horizontal flow boundary layer (see the main text, Section 4.1) and (b) the
optimal flow. Third row: the same as the second row, but zoomed-in on the geographical location
around the yellow star. Bottom row: secular variation (SV) from the numerical integration (a) and for
the optimal solution (b), in the vicinity of the optimisation location.
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The second and third rows of Figure 5 illustrate the flows from the simulation (a) and
from the optimal calculations (b). Note that the mechanical boundary conditions used in
the original simulations are of the no-slip kind: all components of the velocity field u vanish
at the CMB. The relevant quantity to compare the optimal surface flows is the horizontal
flows at the bottom of the velocity boundary layer (see [81] and the references therein). In
particular, the horizontal flows illustrated in Figure 5a refer to a depth of 32.9 km below
the CMB, where the rms horizontal velocity (calculated over spherical surfaces of different
radii) reaches a maximum value before decaying monotonically to zero as the boundary
is approached. Note that this depth is consistent with the estimate of the boundary
layer thickness based on the Ekman number used in this simulation. At this depth, the
dimensional rms value of the horizontal flow is 14.1 km/y, and the radial flows are an order
of magnitude weaker. Inspection of the velocity field closer to the CMB confirmed that the
morphological features change only marginally with radius, so that we can confidently
consider the chosen horizontal flows to be responsible for the SV observed at the boundary
of the simulation. The flows from the simulation do not show any localisation in the region
around the yellow star, but, locally, they are in agreement with the westward motion of
the strong outward field to the east of the yellow star, in agreement with the behaviour
observed in [26]. On the other hand, the optimal flows are highly localised around the
optimisation location, though the presence of strong, small-scale patches of radial field
generates strong flows even at large distances from the optimisation location (see for
example the blue patch and strong flows localised below South America). The kinetic
energy in the two cases is also different, with the simulated flow rms intensity exceeding by
one order of magnitude the T0 required by the optimal flows to reproduce the same İ value
at the optimisation location. The differences in flow morphology and speed magnitude can
be explained by noting that the directional variations identified in the Rm = 450 run might
not be the fastest allowed by the numerical simulation. In this case, a longer simulation
run might reveal free-stream flow configurations that are closer to optimal and that might
drive considerably faster local directional changes. Alternatively, it is possible that the
optimal flow configuration is not realisable due to dynamical constraints that are taken
into account in the geodynamo model (for example, via the choice of boundary conditions),
but not in the optimisation algorithm. Regardless, there is no guarantee that the directional
variations reported in [26] are the fastest attainable by the numerical model.

Locally, the differences in CMB flow morphology and intensity between the simulation
output and the optimal calculation are reduced, in particular in correspondence with the
patch of positive Z to the northeast of the projection of the optimisation location (see the
third row of Figure 5). As a consequence of these similarities, the locally produced SV in
the simulation and by optimal flows presents significant analogies. The bottom row of
Figure 5 shows the radial SV as obtained via first differences from the simulation results
(a) and from the optimal flows (b) via Equation (1). In both cases, the radial SV has a
banded structure in the region below the yellow star, although the quantitative details
differ. Furthermore, in agreement with the simulation results, the optimal flows produce
the directional variations observed at the optimisation location by advecting a patch of
strong outward field (the red patch below central Australia) westward.

The results of this section suggest that, when reproducing local extreme directional
changes, the optimal flows and resulting SV can be in agreement with the local geomagnetic
structure. However, nonlocal features generally will not be reproduced by the optimisation
algorithm. We found the T0 required by the optimal solution to be a lower limit for the
true rms velocity below the CMB. Optimal calculations performed with different flow
geometries (not shown) produce, for the same value of T0, similar results for İ (top row
of Figure 5b) and the radial SV (bottom row of Figure 5b), with differences in the flow
configuration and magnitude of İ at the Earth’s surface, which are akin to those shown in
Figure 4, which suggests that the reproduction of extreme directional variations does not
provide enough information to deduce the geometry of the flow causing it.
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4.2. Influence of Truncation

We now quantify the effect of the velocity and background magnetic field resolution
on the optimal solution. We performed two sets of calculations: in the first, we kept the
geomagnetic field resolution fixed at LB = 32 (the maximum resolution adopted in the
previous section) and varied the allowed optimal flow resolution, up to LU = 100; in the
second, we kept LU = 50 fixed and varied the resolution of the background magnetic
field from LB = 1 to LB = 32. We remind the reader that LB = 32 far exceeds the
resolution of state-of-the-art paleomagnetic field models. As illustrated in Figure 6, this
calculation was performed for both unrestricted and columnar flow geometries, giving,
respectively, the upper and lower bound for the optimal İ calculations for the same value
of T0 (as in Figure 3). Figure 6a shows that the choice of LU = 50 guarantees converged
results for the chosen background magnetic field, in line with the observation from [48]
that LU ' LB + 10 is enough to achieve convergence, for a fixed value of LB. Figure 6b
suggests that convergence in LB is harder to achieve: though the optimal İ appears to
be converging to a stationary value for LB > 30, values calculated at LB = 4 or at the
resolution of other paleo- and archeo-magnetic models (for example, LB = 10 for the
LSMOD field models [22,82]) are significantly smaller than the LB = 32 value. Furthermore,
the sensitivity to the background field resolution is generally nonmonotonic, as indicated by
the local maxima at LB = 4 and LB = 8. The same calculation, performed with background
fields given by various geomagnetic field models with different resolutions (not shown),
suggests that the location of these local maxima is sensitive to the instantaneous magnetic
field configuration and that their location in Figure 6b should be regarded as coincidental.
The same exercise, replicated for optimal θ̇d calculations and with background fields from
different models and simulations, results in behaviours qualitatively similar to Figure 6.

100 101 102

Flow resolution, LU

10 2

10 1

100

101

I[
/yr

]

a) Fixed background field resolution, LB = 32

unrestricted flow
columnar flow

100 101

Background field resolution, LB

10 2

10 1

100

101
b) Fixed optimal flow resolution, LU = 50

unrestricted flow
columnar flow

Optimal inclination rate-of-change, I, from simulated background field

Figure 6. Convergence study for the optimal calculation of the inclination rate of change with the Rm = 450 geodynamo
simulation from [26]. The panels show the optimal inclination variation at the location marked by the yellow star in Figure 5,
varying the spatial resolution of the fluid flows (a) and the spatial resolution of the background magnetic field (b). In all
cases, the rms flow speed is fixed at T0 = 1.45 km/y, the same value used for the results presented in Figure 5, for LB = 32
and LU = 50.

We can conclude that the optimal calculations based on the IMMAB4 model and
presented in the following Section 5 likely underestimate the “true” optimal solution.
In turn, this means that the T0 required by the optimal solution to reproduce a given
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observation is an overestimate of the value required by a fully converged optimal solution.
However, our numerical experiments also suggest that for LB ≥ 4, the optimal solutions
are all within the same order of magnitude, so that, considering all other uncertainties
regarding the background magnetic field configuration, dating and CMB kinetic energy
involved in the optimal calculations, the solutions presented in Section 5 below still provide
a valid order of magnitude estimate of the fully converged optima.

5. Paleomagnetic Calculations

We now calculate optimal, instantaneous solutions across the M-B transition, with the
IMMAB4 model as the background. We first calculated optimal flows that instantaneously
optimise the rate of change of the dipole tilt, θd, the geomagnetic inclination, I(SUL), and
the VPG latitude, λp(SUL), at the SUL location (42.1512 N, 13.8229 E) during the whole
temporal interval covered by the IMMAB4 model (from 794.0 ka to 764.1 ka), sampled
every 100 years. For this calculation, we set T0 = 13 km/y (for illustrative purposes and in
line with [48]), LB = 4 (the full resolution of the IMMAB4 model) and LU = 25 (which guar-
antees converged results; see Section 4.2). The results, for unrestricted flow configurations,
are shown in Figures 7 and 8. The solutions for different flow configurations are shown in
Appendix C. Figure 7 shows that the optimal solutions produce the fastest changes during
epochs of weak dipole intensity, when the global field is in a multipolar configuration.
Specifically, the fastest dipole tilt change is obtained at 774.1 ka for unrestricted, toroidal
and columnar flow configurations, while for the poloidal flow, the maximum is obtained
at 774.5 ka; the maximum rate of change of inclination at SUL is obtained at 774.4 ka
independently of the flow geometry; the optimal VGP latitude rate of change is maximised
at 777 ka, for all flow geometries (see Figure A2 and Table A1). To clarify, the optimal
solutions represented by the coloured curves in Figure 7 are not estimates of the indicated
quantities from the IMMAB4 model. Notice that the maximal value of İ(SUL) is higher
than the maximal value of θ̇d (8.57◦/y and 1.87◦/y, respectively, and indicated by the
arrows in Figure 7). This illustrates how local flows are capable of driving faster changes
than global ones, for the same value of T0.
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Figure 7. Time series of instantaneous optimal İ(SUL), λ̇p(SUL) and θ̇d as calculated with the
IMMAB4 field model as the background and for T0 = 13 km/y. For the ease of inspection, the
coloured curves were offset by the indicated amount, and the epochs of maximum optimal variations
are indicated by arrows. The grey curve indicates the intensity of the dipole field as predicted by the
IMMAB4 model. The vertical dashed lines represent the boundaries of the reversal period according
to [21], and the vertical continuous line indicates the epoch to which the plots on the left column of
Figure 8 refer.
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Instantaneous optimal solutions with IMMAB4 as background

Figure 8. Optimal flows and background magnetic field that maximise the instantaneous θ̇d (a),
İ(SUL) (b) and λ̇p(SUL) (c) at the indicated epochs for T0 = 13 km/y. These flows produce instanta-
neous realisations of the optimal solutions shown in Figure 7. The yellow star in the right column
indicates the SUL location. The left panels refers to the epoch indicated by a continuous vertical line
in Figure 7, for which the background field is dominantly dipolar. The right panels show the solutions
calculated at the epochs for which the optimised quantities reach their respective maximal values;
the indicated epoch is colour coded in the same way as the arrows in Figure 7 to aid the comparison.

Figure 8 shows the flows that optimise (a) θ̇d, (b) İ(SUL) and (c) λ̇p(SUL) at 793 ka
(indicated by the vertical continuous line in Figure 7 and referring to an arbitrary dipole-
dominated epoch) and at epochs of maximum optimal variation for each case (marked by
the arrows in Figure 7). As expected, the flows displayed on the left panels of Figure 8 show
the same qualitative characteristics as those in Section 3.2, namely the global circulation
visible in the flows optimising θ̇d and the localised nature of the flows optimising İ(SUL).
Note that Figure 2b shows that the flow optimising İ is dominated by a downwelling,
whereas the corresponding flow in Figure 8b is dominated by an upwelling, caused by
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the opposite polarity of the axial dipole field (the epoch 793 ka is still in the Matuyama
polarity). The flows in the right panels of Figure 8, calculated for a multipolar background
field, display more spatial complexity than the pedagogical examples of Section 3.2.

In line with what was discussed in Sections 2 and 3, the optimal values shown in
Figure 7 are linear in T0. This is illustrated in Figure 9, where we show the optimal rates of
change for I(SUL), λd(SUL) and θd as a function of the rms velocity T0, as well as İ(SUL)
produced by the flow optimising θ̇d, calculated at the epochs for which the optimal solution
is maximal (see Figures 7 and A2). The optimal solutions are compared to the values
from SUL14 and SUL16 and to the highest, instantaneous rates of change predicted by the
IMMAB4 model, also indicated in Figure 9 (see Table A1 for numerical values). Note that
in Panel (d) of Figure 9, the optimal θ̇d are compared to the SUL14 and SUL16 values of λ̇p.
The intersection of the coloured, continuous lines with the horizontal dashed lines provides
the T0 value required by optimal flows to reproduce the paleomagnetic observations SUL14
and SUL16. Figure 9 compares the locally observed SUL14 and SUL16 rapid changes with
the variations produced by local and global optimal flows.

Since the flows represented in Figure 9 are optimal, we can interpret the T0 values
required to reproduce SUL14 and SUL16 as a lower bound for the rms flow intensity on
the CMB during the M-B reversal (not accounting for the resolution-dependent corrections
indicated in Section 4.2). Panel (a) suggests, for example, that if the SUL16 observation
of İ is generated by localised flows, then T0 values at least as large as the present day
are required. For this scenario, pointwise maximal velocities of 54 km/y are observed
in the unrestricted flow configuration that reproduces the SUL16 observations. Panel (c)
shows similar results, with T0 values required to reproduce SUL16 values of λ̇p that are
about double the values required by İ. In this case, the unrestricted flow configuration that
reproduces SUL16 observations requires pointwise maximal velocities of 125 km/y. Panels
(b) and (d) suggest that if the SUL16 observation is associated with flows that optimise
θ̇d, considerably higher (possibly by an order of magnitude) values of T0 are needed: the
SUL16 observed λ̇p value requires an rms intensity of at least 77 km/y, with pointwise
maximal velocities of 127 km/y for the unrestricted configuration. The SUL16 İ value
requires, for flows driving a global directional change, rms values of no less than 120 km/y,
with pointwise maxima of 241 km/y achieved in the unrestricted configuration; the SUL14
İ observations, however, could be produced by flows with kinetic energies in line with
present-day values.

Figure 9 suggests that flows driving a global polarity reversal are unlikely to be solely
responsible for rapid changes of the kind reported in SUL16. However, flows that optimise
local variations can reproduce SUL16 observations with values of T0 that are in line with
present-day estimates. On the other hand, the (locally observed) SUL14 values can be
reproduced by flows driving global directional changes with values of T0 analogous to
present-day estimates. Though these flows are optimised, they suggest that SUL14-like
local variations can be driven concurrently with a polarity reversal, with CMB flows
having kinetic energy that are in line with the energy budget considerations derived from
geodynamo simulations of polarity reversals [44,45].

We now focus on the global inclination changes driven by flows that optimise İ(SUL).
Figure 10 shows maps of the inclination rate of change driven by flows of different ge-
ometries that optimise İ(SUL) with the values of T0 required to reproduce the SUL16
values (see Figure 9a). Figure 10 shows that the SV driven by optimal flows with different
geometries is morphologically similar. Most prominently, in all cases, the highest values of
inclination variation are produced to the northwest of the SUL location (the yellow star).
A wider area of high İ is furthermore located in the European region, which appears to
corroborate the findings of anomalously high directional paleomagnetic changes in the
Italian peninsula during the M-B reversal [13,14,16]. Other qualitative features that can
be reproduced by one or more flow configurations are a sharp dipolar feature located to
the south of the Gulf of California (in particular, in the unrestricted and poloidal flows
solutions), an extensive region of negative İ values over Antarctica, mostly positive values
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of İ over the entire Eurasian continent, an elongated region of positive İ values over South
America and the South Atlantic ocean (see the unrestricted and poloidal flows solutions)
and a patch of positive İ values over southern African (see the toroidal and columnar
flow solutions).
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Figure 9. Maximum optimal values of İ(SUL) (a), İ(SUL) calculated from the flow producing the maximum optimal θ̇d (b),
and maximum optimal values of λ̇P(SUL) (c) and θ̇d (d), for flow restrictions indicated in the legend. In (b), the red and
blue lines are partially superimposed, and in (c), the red and green lines are visually superimposed. The dashed, black lines
labelled “SUL14” and “SUL16” report values from, respectively, [13,14] during the M-B transition. The black horizontal
lines indicated by “SUL14(λ̇p)” and “SUL16(λ̇p)” in (d) are the same as in (c). The light blue, dashed line labelled “IMMAB4”
indicates the maximum rates of change from the IMMAB4 model. The shaded area indicates estimates of CMB flow speed
rms values between 1840 and the present day (see [43] and the references therein). Note that the horizontal scale is not the
same for all panels.
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a) Unrestricted flow b) Poloidal flow

c) Toroidal flow d) Columnar flow

28 21 14 7 0 7 14 21 28
Inclination rate-of-change, I [ /yr]

Optimal I(SUL) solutions at 774.4 ka

Figure 10. Rate of change of inclination, driven by flows (the geometry of which is indicated in the figure) that optimise
İ(SUL) at 774.4 ka for a value of T0 that is required to reproduce the SUL16 value of İ(SUL) = 8.6◦/y at the SUL location
(marked by the yellow star).

Figure 11 shows the inclination rate of change calculated via first differences between
the epochs 774.4 ka and 774.5 ka from the IMMAB4 model. The most prominent feature of
the İ field predicted by the IMMAB4 model is the positive maxima localised in the North
Atlantic Ocean, to the west of the Iberian peninsula, accompanied by positive values of İ on
the majority of the Eurasian continent. Apart from the magnitude of these variations, the
IMMAB4 prediction is morphologically similar to the result from optimal flow calculations
(see Figure 10). Other qualitative features predicted by the IMMAB4 model are present
in the optimal solution, depending on the flow geometry, namely a sharp dipolar feature
located to the south of the Gulf of California (particularly visible in the unrestricted and
poloidal flows solutions), an extensive region of negative İ values over Antarctica, an
elongated region of positive İ values over South America and the South Atlantic ocean
(see the unrestricted and poloidal flows solutions) and a patch of positive İ values over the
southern African region (see the toroidal and columnar flow solutions). These similarities
suggest that the CMB flows during the M-B reversals (and in particular at the 774.5 ka
epoch, according to the IMMAB4 model) could have been morphologically close to an
optimal configuration. It is however difficult to assess which flow restriction produced
inclination changes that are closest to the IMMAB4 model, since all configurations give
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rise to a strong patch of positive İ over northwestern Europe, the main feature of both the
optimal solution and the IMMAB4 model at this epoch.

Inclination rate-of-change from IMMAB4 at 774.45 ka

0.8 0.6 0.4 0.2 0.0 0.2 0.4 0.6 0.8
Inclination rate-of-change, I [ /yr]

Figure 11. Inclination rate of change calculated via first differences from the realisations of the IM-
MAB4 at 774.4 and 774.5 ka. The black dots indicate the location of the paleomagnetic measurements
used to constrain the IMMAB4 model (see Leonhardt and Fabian [21] for more details). The yellow
star marks the SUL location, to facilitate the comparison with Figure 10.

The presence, in the IMMAB4 model, of an extended area of positive inclination
change in Europe appears to corroborate the findings of anomalously high directional
paleomagnetic changes in the Italian peninsula during the M-B reversal [13,14,16]. The
origin of this anomaly in the model is attributable to a localised flip in inclination (i.e., a
local reversal) between 774.5 ka and 774.3 ka. The timing of this sharp inclination transition
is very close to that of the most rapid, optimal variation of inclination at SUL (see Figure 7).
Note, however, that the magnitude of the inclination change at SUL from the IMMAB4
model (see Figure 11) is about an order of magnitude lower than the SUL observations
(see Table A1). This is due to the fact that the IMMAB4 model is not required to reproduce
the levels of variation reported by SUL14 and SUL16. It is also important to note that the
North Atlantic İ maxima in the IMMAB4 model shown in Figure 11 is not well constrained
by the observations employed to construct the field model (shown by the black dots in
Figure 11). Geographically, the paleomagnetic records closest to the European region that
are present in the dataset used to create the IMMAB4 model are located in the North
Atlantic region [83–85]. The duration of the M-B reversal as recorded from these samples
was analysed in [21,86], and all predict a duration time greater than ∼4000 years, in line
with the observations of [86,87]. Further analysis is therefore required to ascertain which
particular records contain the information of the European rapid inclination event shown
in Figure 11 and the effect of the inclusion of the Italian data in the modelling process.

6. Discussion

We estimated the magnitude of the core-surface flows during the last polarity reversal.
Well established methods of core flow inversion [54] are not applicable in this context due
to the lack of spatiotemporal data coverage and resolution in the pre-observatory era. The
optimal flow calculations presented in this paper allow a lower bound to be placed on the
rms flow speeds required by the SUL14 and SUL16 observations. How the kinetic energy
at the CMB during the M-B reversal compares to today’s estimates is an open question;
however, geodynamo simulations suggest that during times of low magnetic energy (such
as during reversals), the kinetic energy in the core either increases (see for example Figure 5
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from [44]) or does not statistically change [46,47]. On the other hand, multiple studies
(see [9] and the references therein) suggest that present-day magnetic field intensity is
higher than or approximately equal to its maximum value over the past two billion years.
Taken together, the evidence suggests that the current rms flow speed value at the CMB
represents a low to average value over the same timespan. Therefore, present-day T0 values
(which range from 8 to 22 km/y [43]) can be taken as a representative to low estimate for
the actual values during the M-B reversal.

The optimal calculations performed in an attempt to reproduce extreme variations
found in geodynamo simulations (performed in Section 4.2) warrant some caution in the
interpretation of the results presented in Section 5 and in the conclusions we can draw
from them. We showed that the inclusion of the CMB magnetic structure up to order
LB = 32 results in lower values of T0, possibly by an order of magnitude, required to
reproduce the same rapid directional changes. If we combine this consideration with the
results reported in Figure 9, high values of T0 and optimal flow configurations may not
be required to locally reproduce neither SUL14 nor SUL16 observations. On the other
hand, to reproduce SUL16 values with flows that cause a global directional change, even
considering an order of magnitude correction due to resolution, optimised flows require
T0 values that are at least similar to present-day estimates. Although there is not enough
evidence to rule out a scenario in which the observed SUL16 variations are caused by flows
that drive an optimised global change, we deem it improbable, since the CMB flows are
unlikely to be in a configuration that optimises θ̇d. Only the enhanced resolution of the
large-scale field during the M-B transition will resolve this issue.

Inspection of Figure 10 shows that, were the flows required to reproduce SUL16 obser-
vations close to optimal, they would drive global inclination changes that are morphologi-
cally similar, regardless of the flow geometry. Further analysis and future paleomagnetic
data collection should focus on the global distribution of İ during the M-B reversal, with
particular attention to the identification of possible high regional values in the European
region. Potential sites include the Za Hájovnou cave, in the Czech Republic [88,89], and
the Gran Dolina archeological site, in Spain [90–92]. However additional work is required
to consider the dating uncertainties of the available paleomagnetic measurements for these
locations in relation to SUL14 and SUL16, for example within the context of an updated
version of the IMMAB4 field model. Confirming the existence of this and other features
displayed in Figure 10 via paleomagnetic observations would suggest that the CMB flows
were close to an optimal configuration during the M-B reversal, and at least instantaneously,
the lower bounds on T0 that can be derived from Figure 9 would be closer to actual values
in the past.

In the present study, we made use of the IMMAB4 model as a spatiotemporal rep-
resentation of the M-B geomagnetic field reversal. Although, to our knowledge, this is
currently the most recent field model that predicts the evolution of nondipolar geomagnetic
coefficients up to LB = 4 during the reversal, it has been pointed out [93] that the model
might not be a reliable representation of the M-B reversal due to the paucity and uneven
distribution of the paleomagnetic records used in its generation. In particular, the paleo-
magnetic records are distributed unevenly in longitude, and the large majority of them
were collected in the Northern Hemisphere. It will be desirable, in the future, to produce
an updated version of this model, including the latest paleomagnetic record for the M-B
reversal (including those from the Italian peninsula discussed in the present paper [14,16])
and that uses different modelling techniques and temporal uncertainty treatments [22,94].
Though it is unlikely that the resolution beyond degree LB = 4 will improve, this would
lead to a better representation of the background magnetic field considered here and better
estimates of the optimal flows and corresponding temporal variations at the surface of
the Earth.
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7. Conclusions

In summary, we derived estimates for the minimal rms flow speed at the surface of
the core that are in agreement with extremely rapid directional changes recorded in the
Italian peninsula during the last geomagnetic field reversal.

In particular, we showed that instantaneous directional variations reported in paleo-
magnetic measurement studies from depositional sequences in the Sulmona Basin [13,14]
can be reproduced by localised fluid flows with rms magnitudes that are either consistent
with present-day estimates (between 8 and 22 km/y [43]) or significantly lower. These
results suggest that it is at least physically possible that the values reported in both [13]
and [14] could be indicative of secular variation produced by localised fluid flows on top
of the Earth’s outer core, similar to the flows in Figure 8b,c. We also showed that flows
driving global directional change (similar to the ones depicted in Figure 8a) with an rms
magnitude consistent with present-day estimates can account for the SUL14 observations
reported in [13], but not for the revised SUL16 values [14], for which optimised flows with
rms values in excess of 77 km/y are required, which is much higher than present-day
estimates. Finally, we could not exclude that the observations of [13] can be reproduced by
flows capable of global directional change with kinetic energy values available during the
M-B reversal. However, given that the subcentennial reversal times that can be derived
from these observations are not corroborated by the majority of independent studies (see
for example [21,37–39] and the references therein), this scenario seems at odds with our cur-
rent understanding of geomagnetic field reversals’ phenomenology. Taken together, these
considerations suggest that it is unlikely that global directional changes are responsible for
the rapid directional changes observed in the Sulmona Basin. Rapid variations reported in
both [13,14] are therefore likely to be a purely local phenomenon, driven by localised CMB
flows that possibly produced rapid variations over the whole European continent.
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Appendix A. Comparison with the Green Functions Formalism

It is worth remarking that the optimisation procedure described in Section 2 is in-
timately related to a Green’s function analysis of the geomagnetic field, in which the
sensitivity of the components of the geomagnetic field on Earth’s surface can be written
in terms of the integral of the radial field on the CMB weighted by an averaging kernel
KB [71,72]:

B(a) =
∫

r=c
KB(ra|rc)Br(c)dΩ, (A1)

where B(a) is the magnetic field at the Earth’s surface, Br(c) is the radial magnetic field
at the CMB, ra and rc are the position vectors, respectively, at the Earth’s surface and on
the CMB and KB(ra|rc) indicates that the kernels relate each component of B(a) with Br(c).
Since the kernels KB are not a function of time, a relation formally equivalent to (A1) relates
the temporal changes at the Earth’s surface with Ḃ(a) with Ḃr(c), so that it is possible to
express temporal changes of any geomagnetic quantity at the Earth’s surface as follows:

Q̇ =
∫

r=c
KQ̇(ra|rc)Ḃr(c)dΩ. (A2)

Specialisation of Equation (A2) to the cases of İ can, for example, be obtained by the
application of the definition (17), following a procedure similar to that outlined in [72],
which shows that KQ̇ is in general a function of the magnetic field at the CMB.

Optimal changes ofQ at the Earth’s surface are driven by changes to the CMB defined
by the geometry of the kernel KQ̇. In analogy with the methodology outlined in Section 2,
this can be formalised by seeking maximal values of Q̇ subject to a given value S0 for the
squared integral of Ḃr(c) on the CMB; we then seek to maximise the following cost function:

J =
∫

r=c
KQ̇(ra|rc)Ḃr(c)dΩ + µ

[∫
r=c

Ḃ2
r (c)dΩ− S2

0

]
, (A3)

where µ is a Lagrange multiplier. Note that the cost function J is analogous to the cost
function maximised in Equation (10). Taking the functional derivative of J with respect to
Ḃr(c) shows that the maximum value occurs when:

KQ̇(ra|rc) + 2µḂr(c) = 0 (A4)

which defines the optimal radial SV
{

Ḃr(c)
}

opt, proportional to the kernel KQ̇:

{
Ḃr(c)

}
opt = −

1
2µ

KQ̇(ra|rc), (A5)

which is analogous to Equation (11) and where the value of µ is set by the constraint that
the integrated squared value of Ḃr(c) be equal to S2

0.
As the kernels KQ̇ are the Green’s functions relating the radial SV, Ḃr(c), to temporal

variations of Q, the components of G in Equation (8) relate the coefficient qk of the flow
component uk to Q̇. Comparing Equations (A2) with (8) and making use of Equations (1)
and (4) allows relating the components of G with KQ̇:

Gk =
∫

r=c
KQ̇(ra|rc)

{
Ḃr(c)

}
kdΩ, (A6)

where: {
Ḃr(c)

}
k = −∇ · (ukBr(c)) (A7)

is the radial SV produced by the flow component uk acting on the magnetic field. The
analysis we described in this paper is therefore a generalisation of the Green’s function
approach because of an additional dynamical step, obtained by relating changes of the
field on the Earth’s surface not only to the SV on the CMB, but to the flow that drives it.
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This is made explicit by the relation (A6). The SV driven by our optimal flows will differ
however from the geomagnetic Green’s function kernels not only because we adopted a
constraint in terms of flow energy rather than integrated SV, but also because flow-created
SV is only a subset of all possible SV structures on the CMB.

Appendix B. Analytical Calculation of Simple Optimal Solutions

Here, we present analytical solutions for optimal ġ0
1, ġ1

1 and θ̇d with an axial dipolar
background field. These solutions have been used to analytically validate some of the
results presented in Section 3.

Appendix B.1. Optimisation of ġ0
1

For an initial geomagnetic field described by an axial dipole, where the only Gauss
coefficients different from zero is g0

1, then:

Br = 2
( a

r

)3
g0

1 cos θ, (A8)

where a is the radius of the Earth. We now optimise the rate of change (growth or decay
rate) of g0

1 itself. Diffusion-free evolution equations for the coefficients β̇m′
l′ can be obtained

by multiplying Equation (1) by Ym
l , integrating over the CMB area and making use of the

orthogonality of Ym
l :

∫ 2π

0

∫ π

0
Ym

l Ym′
l′ sin θ dθ dφ = δl,l′δm,m′ ||Ym

l ||
2 (A9)

where δl,l′ and δm,m′ are Kronecker delta functions and ||Ym
l ||

2 =
∫ 2π

0

∫ π
0 Ym

l Ym
l sin θ dθ dφ =

4π(2l + 1)−1 is the L2-norm of Ym
l . By setting Q = g0

1, Equation (8) then becomes:

ġ0
1 =

1
2

( c
a

)3 1
||cY0

1 ||2
∫

r=c
∇H · (−uH Br)cY0

1 dΩ, (A10)

where dΩ = sin θ dθ dφ and c is the radius of the outer core, not to be confused with
the lower score symbol in cYm

l , which signifies cosine. Following the selection rules
of [95], the only flow for which ∇H · (−uH Br) has a nonzero contribution to the integral in
Equation (A10) is the poloidal flow:

cus
(2,0) = −3 cos(θ) sin(θ)θ̂. (A11)

Thus, the optimal flow is composed of only this one mode:

uopt = cs0
2 cus

(2,0). (A12)

The requirement (13) sets the value of the coefficient to be:

cs0
2 = ±T0

√
6
5

, (A13)

a result confirmed by numerical calculations. The optimal rate of change of g0
1 for this

solution is:

ġ0
1 = ±

g0
1T0

c

√
6
5

. (A14)

With g0
1 = −29410.65 nT, the value in 2019 from the CHAOS-6-x9 geomagnetic

model [25] and T0 = 13 km y−1, this flow drives an optimal rate of change of ġ0
1 =

∓120.18 nT y−1 (note that sgn(g0
1) = −1). For the positive choice of sign, the flow and

resulting change in inclination rate of change is shown in Figure A1a.
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a) Optimal g0
1

20 km/yr 20 km/yr

b) Optimal g1
1
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Inclination rate-of-change, I [ /yr]

0.68 0.51 0.34 0.17 0.00 0.17 0.34 0.51 0.68
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Optimal solutions for a dipolar background field

Figure A1. Flows that optimise the rate of change of (a) g0
1 and (b) g1

1 with a background magnetic field given by an axial
dipole with g0

1 = −29410.65 nT and T0 = 13 km/y. The arrows indicate the direction and intensity of the flow, and the
colour scale indicates the resulting rate of change in inclination.

Appendix B.2. Optimisation of ġ1
1

It is useful to repeat the calculation of Appendix B.1 with the goal of optimising ġ1
1

instead of ġ0
1. Together with a similar derivation for the optimal ḣ1

1, the following results
were used to derive the flow (A32) that optimises the rate of change of θ̇d (see below). The
procedure to optimise ġ1

1 is similar to that illustrated in Appendix B.1, with instead, the
definition that now Q = g1

1 and Equation (8) becomes:

ġ1
1 =

1
2

( c
a

)3 1
||cY1

1 ||2
∫

r=c
∇H · (−uH Br)cY1

1 dΩ. (A15)

In this case, two flow modes have a nonzero contribution to ġ1
1:

sut
(1,1) = cos(θ)θ̂+ [− cos(θ) sin(φ)]φ̂, (A16)

cus
(2,1) =

√
3 cos(φ)[2 cos(θ)2 − 1]θ̂−

√
3 cos(θ) sin(φ)φ̂, (A17)

and the optimal flow is:
uopt = st1

1 sut
(1,1) + cs1

2 cus
(2,1), (A18)

where the coefficients st1
1 and cs1

2 are determined by the optimisation process. The only
nonzero elements of G are therefore the ones related to these coefficients:

Gt
(1,1) =

1
2

( a
c

)3 1
||cY1

1 ||2
∫

r=c
∇H · (−sut

(1,1)Br)cY1
1 dΩ = −g0

1
1
c

, (A19)

Gs
(2,1) =

1
2

( a
c

)3 1
||cY1

1 ||2
∫

r=c
∇H · (−cus

(2,1)Br)cY1
1 dΩ = g0

1
3
√

3
5c

, (A20)

The Lagrangian multiplier λ, according to Equation (12), is:

λ = ±
|g0

1|
T0

√
15

5c
. (A21)
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Finally, with the use of Equation (11):

st1
1 = ±sgn(g0

1)T0

√
15
4

, (A22)

cs1
2 = ±sgn(g0

1)T0

√
5

4
, (A23)

where sgn(·) is the sign function of its argument. This result is confirmed by numerical
calculations. The optimal flow is:

uopt = ±sgn(g0
1)T0

√
15
2

{
[cos2(θ) cos(φ)]θ̂− [cos(θ) sin(φ)φ̂]

}
, (A24)

and is depicted in Figure A1b. The optimal rate of change is:

ġ1
1 = ±2

|g0
1|T0

c

√
3
5

. (A25)

or ġ1
1 = ±169.96 nT y−1 for a background field described by g0

1 = −29,410.65 nT.

Appendix B.3. Optimisation of θ̇d

The derivation of an analytical solution for optimal θ̇d is complicated by the fact
that the right-hand side of Equation (15) is singular for g1

1 = h1
1 = 0. We can see this by

rewriting Equation (15) as:

θ̇d = 1
(g0

1)
2+(g1

1)
2+(h1

1)
2

[
ġ1

1g1
1

g0
1√

(g1
1)

2+(h1
1)

2
+ ḣ1

1h1
1

g0
1√

(g1
1)

2+(h1
1)

2
− ġ0

1

√
(g1

1)
2 + (h1

1)
2
]

. (A26)

The axial dipole case can be obtained in the limit of g1
1, h1

1 → 0. The solution is however
undetermined unless the direction of the limit (i.e., assuming positive or negative g1

1 and h1
1)

is specified. If we consider the present field, for example, sgn(g1
1) = −1 and sgn(h1

1) = +1,
where sgn() is the sign function, and the problem is well posed. To obtain well-defined
solutions, we then set g1

1 = h1
1 = ε, with 0 < ε� |g0

1|, so that the background field is still
close to an axial dipole, but the singularity in Equation (15) is now removed. We then seek a
solution that optimises θ̇d in the same fashion as Equation (A14). Formula (A26) becomes:

θ̇d =
1

(g0
1)

2 + 2ε2

[(
ġ1

1 + ḣ1
1

)
g0

1
1√
2
− ġ0

1

√
2ε2
]
' 1

(g0
1)

2

[(
ġ1

1 + ḣ1
1

)
g0

1
1√
2
+ O(ε)

]
. (A27)

Neglecting terms of order O(ε), we follow the procedure outlined above and use the
selection rules to identify the flow modes that can drive a temporal change of ġ1

1 and ḣ1
1,

which are:

cut
(1,1) = [− sin(θ)]θ̂+ [− cos(θ) cos(φ)]φ̂, (A28)

sut
(1,1) = [cos(θ)]θ̂+ [− cos(θ) sin(φ)]φ̂, (A29)

cus
(2,1) = [cos(θ) cos(φ)]θ̂+ [− sin(φ)]φ̂, (A30)

sus
(2,1) =

√
3[sin(φ)(2 cos2(θ)− 1)]θ̂+

√
3[cos(θ) cos(φ)]φ̂. (A31)

The optimal flow is then:

uopt =c t1
1 cut

(1,1) +s t1
1 sut

(1,1) +c s1
2 cus

(2,1) +s s1
2 sus

(2,1). (A32)
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The determination of the coefficients follows a similar procedure as the one highlighted
in Appendix B.2 and gives:

ct1
1 = ∓T0

√
30
8

, (A33)

st1
1 = ±T0

√
30
8

, (A34)

cs1
2 = ±T0

√
10
8

, (A35)

ss1
2 = ±T0

√
10
8

, (A36)

as confirmed by numerical calculations. The optimal rate of change of dipole tilt is:

θ̇d = ±T0

c

√
12
5

. (A37)

Notice that θd being defined by the relative magnitude of the dipole components, the
final result does not depend on the value of g0

1. With T0 = 13 km y−1, θ̇ = ±0.33◦ y−1. The
numerical calculation performed with g1

1 = h1
1 = ε = 10−5 nT reveals excellent agreement

with the analytical calculations.

Appendix C. Maximal Variations for Different Flow Geometries

Figure A2a shows time series of the instantaneous optimal rate of change of dipole
tilt, θd, inclination at SUL and VGP latitude at SUL, and these are analogous to the results
shown in Figure 7, though illustrating solutions for all the flow geometries considered in
this study (unrestricted, poloidal, toroidal and columnar). These solutions were calculated
with T0 = 13 km/y and using the IMMAB4 model [21] as the background. Illustrated in
Figure A2 also are the optimal flows and background magnetic field at the epochs marked
by the continuous, vertical line in the top row plots. These epochs indicate the maxima of
the unrestricted flow solutions. Different flow geometries can drive a maximal change at
different temporal epochs. In the present study, this only happens for the poloidal flow
solution for θ̇d, and the flows and the background field are only marginally different than
those reported in Figure A2.

Numerical values for the maximal rates of change from the time series illustrated
in Figure A2a are reported in Table A1, together with the SUL14 and SUL16 results and
IMMAB4 estimates, for comparison. The SUL14 and SUL16 values have been calculated via
first differences across the polarity reversal identified in [13,14], which takes place between
two contiguous data points. For the IMMAB4-related values, we calculated both averaged
values across the M-B transition (“IMMAB4, M-B avg”) and instantaneous maximum
values, using first difference between 100 y-spaced values (“IMMAB4, M-B max”), over
the whole model timespan. The “IMMAB4, M-B avg” values were calculated via first
differences across the M-B reversal, the beginning and end of which was visually identified
in the time series of θd, I(SUL) and λP(SUL), with the last point of stable polarity in the
Matuyama chron and the first point of stable polarity in the Brunhes chron. The optimal
values reported in Table A1, appropriately scaled for different T0 values, were used to
calculate the results reported in Figure 9.
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Figure A2. Instantaneous optimal solutions calculated with the IMMAB4 field model as the background and for T0 = 13 km/y.
(a) Time series of the instantaneous optimal rate of change of dipole tilt, inclination at Sulmona and VGP latitude. The
coloured curves (indicating solutions for different flow geometries) are offset by the value indicated in the figure for the ease
of inspection. The grey curves indicate the intensity of the dipole field as predicted by the IMMAB4 model, for comparison,
and the vertical dashed lines represent the boundaries of the reversal period. The vertical continuous lines indicate the
instant for which the maximal variation is produced by the unrestricted flow solution (as reported in Figure 7). These epochs
are, respectively, 774.1 ka (left panels), 774.4 ka (middle panels) and 777.0 ka (right panels). Maps of the radial background
field and optimal flows are shown for these epochs and for unrestricted (b), poloidal (c), toroidal (d) and columnar (e) flows.
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Table A1. Numerical values of θ̇d, İ(SUL) and λ̇P(SUL) for optimal flow calculations (indicated
by the different flow geometries) with T0 = 13 km/y, from the measurements at Sulmona (SUL14
and SUL16) and from the IMMAB4 geomagnetic field model. The optimal values reported here are
the maxima from the time series illustrated in Figure A2a. Values indicated with “IMMAB4, M-B
avg” values were obtained by calculating differences between points at the beginning and at the end
the M-B transition. Values indicated with “IMMAB4, max” refer to the maximum rates of change
calculated via first differences. See the main text (Sections 1 and 5) for details.

Flow Geometry/Model θ̇d
∣∣
max/(◦/y) İ(SUL)

∣∣
max/(◦/y) λ̇P(SUL)

∣∣∣
max

/(◦/y)

Unrestricted 1.87 8.57 6.21
Poloidal 1.53 6.23 4.51
Toroidal 1.40 5.88 4.27

Columnar 1.27 5.54 4.50

SUL14 - 1.30 1.65
SUL16 - 8.44 11.16

IMMAB4, M-B avg 0.074 0.039 0.054
IMMAB4, max 0.41 0.43 0.57
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