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Abstract 

In many scientific fields, there is an interest in understanding the way in which complex chemical networks 

evolve. The chemical networks which researchers focus upon, have become increasingly complex and this 

has motivated the development of automated methods for exploring chemical reactivity or 

conformational change in a “black-box” manner, harnessing modern computing resources to automate 

mechanism discovery. In this work we present a new approach to automated mechanism generation 

implemented which couples molecular dynamics and statistical rate theory to automatically find 

kinetically important reactions and then solve the time evolution of the species in the evolving network. 

Key to this ChemDyME approach is the novel concept of “kinetic convergence” whereby the search for 

new reactions is constrained to those species which are kinetically favorable at the conditions of interest. 

We demonstrate the capability of the new approach for two systems, a well-studied combustion system, 

and a multiple oxygen addition system relevant to atmospheric aerosol formation. 

 

1. Introduction 
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Predicting how a reactive system of molecules evolves over time is important in several scientific fields. 

In the gas phase, there is a need to unravel the chemical mechanisms at play in a combustion engine 1–5 

or in the earth's atmosphere;6 in biological systems there is a need to model complex conformational 

landscapes; 7 and in catalysis 4,8–10 there is a need to screen potential catalytic mechanisms. In all cases an 

understanding of the important chemical reactions/conformational changes and the rate at which they 

occur is vital. Given the prevalence of this type of problem, there are a growing number of automated 

approaches designed to map the network of possible reactive or conformational changes for a given 

system. 9,11–21 

What we describe here as automatic network generation of chemical networks, usually in practice 

involves a number of separate steps. First it is necessary to identify the possible reactions a system can 

undergo and then it is desirable to identify the transition state or the rate coefficient for these reactions 

to ascertain the kinetic relevance of each channel. Much work has gone into so called double ended 

methods 22–24 for automatically finding transition state structures, but such methods assume one already 

knows the reactant and product of a reaction, which is not always the case when exploring a novel 

reaction mechanism.  Several automated mechanism generation approaches then go on to automatically 

solve the coupled kinetics of the whole system as a final step by employing master equation or related 

Markov state model calculations. 4,5,7,14,21,25–27 

In this work we introduce a new automated mechanism generation framework ChemDyME, (Chemical 

Network Mapping though combined Dynamics and Master Equation simulations) designed to 

automatically map reaction networks and then determine the evolution of the species in the system over 

time. The key aspect to the current approach is novel concept of “kinetic convergence” whereby the 

search for possible reactions is guided by of the kinetics network. In ChemDyME, molecular dynamics and 

master equation calculations are interleaved to ensure that only the kinetically relevant part of the 

reaction network is sampled.  Our approach tracks the timescale associated with each new step we make 
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in the growing reaction network and the exploration is considered complete once we exceed some 

specified timescale (we describe this as reaching kinetic convergence). Thus, we aim to confine our search 

of the full possible reaction network for a system to only include those reactions deemed kinetically 

important under the conditions of interest. This kinetic convergence approach can be utilized to add new 

species to the system at the point when a new bimolecular reaction might be kinetically favorable and to 

our knowledge ChemDyME is the only automated reaction network approach able to add new species 

and bimolecular reactions to a growing network.  

The aim of the paper is to present the details of the ChemDyME approach and to highlight potential 

applications. To this end sections 2 and 3 are devoted to introducing the reader to our methodology, firstly 

in the form of a high level, general, summary of the mechanism generation pipeline (Section 2) and then 

focusing upon more specific implementation and technical details in Section 3. Having laid out the 

conceptual and technical core of ChemDyME, Section 4 presents some benchmark calculations, where we 

utilize ChemDyME to study a well understood combustion system (the chemistry of OH + propyne) which 

has previously been studied by automated methods.28 With these pieces in place, Section 5 demonstrate 

the solution of atmospheric oxidation system with a reactive bath gas by harnessing the newly developed 

“kinetic convergence” approach, key to the ChemDyME workflow. Specifically, we turn to the atmospheric 

reaction of the 1-methyl-hexene with ozone which is an archetypal, peroxy radical forming28 reaction, for 

investigating the formation of highly oxygenated molecules (HOM),29 key to the chemistry of atmospheric 

aerosol. Using ChemDyME we explore the network of the 1-methyl-hexene + nO2 system where the n 

signifies that additional O2 molecules are added to the system whenever ChemDyME detects addition of 

another O2 is kinetically favorable. 
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2. High level summary of the three main parts of the ChemDyME pipeline 

2.1  Framework overview 

Given a starting molecular geometry, ChemDyME is designed to explore the network of reactions that the 

atomic system may undergo in an automated, “black-box” way.  As the network is traversed (via master 

equation calculations determining transition times between species or nodes), ChemDyME tracks the 

cumulative time associated with all the transitions which have occurred, and the network exploration 

continues until some maximum time of interest, specified by the user for a given application, is reached. 

In this paper we term this “kinetic-convergence”, and the converged network should be representative of 

the important reactions under some conditions (temperature and pressure) and timescale of interest. 

            There are two main principles which have guided the development of the ChemDyME and which 

are emphasized in our chosen methodologies. The first of these principles is simplification: In ChemDyME 

we wish to focus only upon the subset of possible chemical reactions which are important under the 

conditions of interest and we have chosen techniques which prioritize exploring reactions in order of 

kinetic importance rather than exploring reactions quickly. The second principle is generality: ChemDyME 

is designed to be applicable to a wide range of systems and we have chosen to minimize the use of 

“chemical-intuition” in the ChemDyME workflow in order to aid flexibility and avoid human bias arising 

from “perceived-knowledge.” These two principles will be discussed further in sections 2.2 and 2.4.  

The overall workflow involved in a ChemDyME calculation may be broadly split into 3 main categories: 

1)    Molecular Dynamics (MD): Within ChemDyME, reactive MD simulations are used to determine the 

possible reactions that the system may undergo from a given starting reactive state where the 

reactive state could be either a stable chemical species or some pair of bimolecular reactive moieties. 



 5 

From the MD simulations ChemDyME is interested only in the possible product species which may be 

formed from the reactive state. 

2)    Optimisation and Refinement (OR): Once a set of reactions has been observed through MD, the 

reactants and products automatically undergo further refinement through geometry optimization 

calculations and subsequent vibrational frequency and energy calculations. The reaction path is then 

automatically characterized (see section 2.3) to determine whether there is a defined transition state 

or saddle point. If present, then the transition state is also subject to automatic refinement. 

3)    Master Equation (ME): Once the reactants, products and transition state (if present) have been 

refined, the structures, energies and vibrational frequencies of these species are then input into a 

master equation simulation. From the specified starting state these calculations determine which of 

the possible products is formed and track the transition time associated with the reaction. The 

kinetically favorable product is then used as a reactive state to seed new MD simulations. Master 

equation calculations are also used to automatically lump or equilibrate species based upon the 

relative kinetics of the different reactions in the network (see section 2.4). Once the ChemDyME run 

is complete, the resulting master equation input may be used to obtain phenomenological rate 

coefficients for the entire network. 

  

These three different types of calculations create a feedback loop (Figure 1) with MD simulations providing 

input for OR calculations which then provide the input to the ME calculations, which in turn determine 

the starting point for the next set of MD calculations.   
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Figure 1: Outline of the steps involved in a ChemDyME calculation. First molecular dynamics (MD) is 

used to map the potential products which can be formed from a starting reactant or node. Then 

optimization and refinement (OR) is used to characterize each reaction path. Master equation 

calculations (ME)can be used to then identify the kinetically favorable product. New MD calculations 

are performed from this product and the cycle continues. 

 A flow chart showing the overall ChemDyME process in more detail is shown in Figure 2. To summarize, 

a ChemDyME calculation starts with a set of cartesian co-ordinates for some reactant state and 

determines whether the reactant state is a single molecule or a pair of bimolecular fragments. ChemDyME 

then optimizes the geometry of the reactant state and proceeds to run nMD reactive MD simulations from 

the optimized reactive state to determine the possible reactions this reactant may undergo. Each MD 

simulation is tracked until a reactive event and product is identified (see 2.2). These products and reaction 

paths go through the OR process and each of these reactions is then added to a ME calculation. The ME 

calculation then returns a product species and the time associated with this transition trans. This transition 
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time is then added to the cumulative system time tot and the whole process starts again with new MD 

simulations initialized from the geometry corresponding to the ME reaction product. If at any point the 

ME product is a state which has already been used to initialize MD, the ME calculation is repeated until 

an unvisited (a state which has not been used to initialize MD) product is formed. This continues until tot 

exceeds the specified maximum time of interest max, at which point kinetic convergence is considered 

reached. All reactions in the network are saved in a single ME input file and the ChemDyME process may 

be repeated multiple times, building upon this input file, to ensure that no channels have been missed. 

When repeating a previously completed ChemDyME run, tot is reset to zero and the ChemDyME process 

starts with an ME calculation from the initial reactant state. MD simulations are only run if an unvisited 

product is encountered in the ME simulations. 

 

 

Figure 2: Flow chart showing the parts of a ChemDyME run in more detail. Cyan represents the MD part, 

grey represents the OR part and orange represents the ME part of the process. 
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2.2  Molecular dynamics simulations for discovering reactions 

The choice of MD simulations to determine the reactions a given state may undergo is central to the 

principles of simplification and generality which guide the ChemDyME workflow. Apart from limitations 

associated with the method used to obtain the forces for the MD simulation and the inherent 

approximations involved in using a classical equation of motion, an MD simulation replicates the “real” 

(classical) behaviour of a chemical system. As such MD simulations do not explicitly rely upon any 

assumptions regarding the types of reaction which may occur and are an ideal tool for investigating novel 

reactions. With an appropriate forcefield and thermostat/barrostat, unbiased MD samples reactions 

which are representative of the real reactions the system may undergo under the same conditions and 

thus the use of MD helps focus upon the subset of reactions which are important under the conditions of 

interest. 

The disadvantage to using MD simulations is that they can be computationally expensive compared to 

other methods of searching for chemical reactions. In particular, MD suffers from the commonly 

encountered “rare- event” problem 30–32 whereby the particular process or “event” of interest, in this case 

chemical reaction, is extremely slow, relative to the fundamental timescale of the MD simulations. While 

rare event acceleration methods are an active area of research, the majority of these methods require 

some knowledge of the reaction or process one wishes to accelerate 33–41 and are not suitable for 

accelerating chemical reactions in general. Zheng et al 2 have successfully used well-tempered 

metadynamics in conjunction with SPRINT coordinates in order to explore chemical reaction in MD, and 

recent work from Grimme demonstrated another metadynamics based method for general reaction 

finding.42 In other cases, high temperatures or pressures17,25 have been successfully used to alleviate the 

rare event problem. However, the product channels observed from such simulations may be different 
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from the products formed at some lower temperature of interest and we recently demonstrated that high 

temperature MD simulations tend to favor entropically favorable dissociation reactions and may miss the 

enthalpically favorable but entropically unfavorable reactions which are important at lower temperatures. 

6,43 

In this automated mechanism generation framework, we utilize the recently developed “boxed 

molecular dynamics in energy” (BXDE) 43 method to accelerate the observation of reaction in MD. This 

BXDE method was shown to accelerate chemical reaction in MD simulations by several orders of 

magnitude whilst giving product yields in agreement with unbiased simulations at the same temperature. 

The BXDE approach is part of the boxed molecular dynamics (BXD), 44–47 family of methods which steer 

molecular dynamics simulations into desired regions of configuration space through the use of reflective 

boundaries. In the BXDE case, the reflective boundaries are potential energy contours, and this causes the 

MD simulation to be steered towards configurations of high internal energy which are more likely to 

promote some reactive event.  

For the majority of the MD simulations run in the current framework, BXDE is sufficient to promote the 

chemical reactions we wish to observe. The exception to this, is when we wish to start a ChemDyME run 

from two sperate molecular fragments or moieties which undergo a bimolecular reaction. In this case a 

standard BXD constraint is automatically implemented along the separation of centers of mass (COM) of 

the two fragments, rcom. This standard BXD procedure has been documented extensively. In this case, the 

BXD constraint forces the two reacting fragments towards one another until they reach some specified 

rcom value rcutoff. Once rcom is less than rcutoff, BXDE is used to help surpass any reaction barriers and the BXD 

constraint is imposed whenever rcutoff is exceeded, thus keeping the two reacting fragments in close 

proximity. In this cased rcom  is decreased particularly efficiently by employing a BXD inversion on any MD 

step at which rcom increases. The approach used to accelerate bimolecular reaction is shown schematically 

in Figure 3. 
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Figure 3: BXD approach for associating two separate fragments. The two circles represent the centers 

of mass of two fictitious fragments and rCOM is the distance between them. As the trajectory progresses, 

a new reflective boundary is placed whenever rCOM would increase until some value rcutoff is reached. 

For the proposed black-box framework for mechanism generation to be effective, it is necessary to define 

a criterion which automatically determines when an MD simulation has caused a chemical reaction to 

occur. In the current work a chemical reaction is defined as a change in the bonding structure of the 

molecule, i.e at least one chemical bond is formed or broken, however in the future we hope to add a 

criterion to optionally track conformational changes also. The reaction criterion used here is taken from 

the TSSCDS algorithm of 48 This criterion works as follows: two matrices are defined, 𝑑 and 𝑑𝑅𝐸𝐹  . The first 

matrix has elements equal to the distance between atoms i and j in the system; the second matrix has 

elements, consisting of pre-defined ideal bond distances between atoms i and j. The ideal bond distances 

used here are shown in Table 1. 
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ij 𝑑𝑖𝑗𝑅𝐸𝐹/ Angstrom 

CC 1.6 

CH 1.2 

CO 1.6 

OO 1.6 

OH 1.2 

HH 0.8 
 

 

Table 1: Ideal bond distances which make up the elements of the matrix  

  

Using these two matrices, we form a connectivity matrix with elements C, where: 

  

𝐶𝑖𝑗 =  {1 𝑖𝑓 𝑑𝑖𝑗 < 𝑑𝑖𝑗𝑅𝐸𝐹0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       Eq. 1 

  

For the starting structure, this matrix identifies whether two atoms are bonded (𝐶𝑖𝑗 = 1)  or non-bonded 

(𝐶𝑖𝑗 = 0) . At each time step, the bonding structure (given by d and dREF) of the system is compared with 

the reactant bonding structure (given by C) to monitor for reaction. Specifically, a reaction is then 

considered to occur if for an atom i: 

  

max(𝛿𝑖𝑛) >  min (𝛿𝑖𝑘) ; 𝛿𝑖𝑗 = 𝑑𝑖𝑗𝑑𝑖𝑗𝑅𝐸𝐹 Eq. 2 

  

Here index n runs over atoms bonded to i (Cij matrix elements equal to one) and index k runs over atoms 

which do not have a bond to i (Cij matrix elements equal to zero). In ChemDyME the criteria must be met 

consistently for a specified number of MD steps to ensure that a reactive event has occurred and that 
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there is no recrossing back to reactants. Assuming the reaction criteria is met consistently, the final 

molecular configuration is used as a product guess for the OR phase of the ChemDyME workflow. 

            All BXDE simulations in ChemDyME place the reflective boundaries adaptively as described in our 

previous work. 43Typically, the MD simulations are thermostated using a Langevin thermostat and the MD 

simulations are performed at a specified temperature TMD. It should be noted that this temperature is a 

compromise between the efficiency of reaction sampling (reactions are observed in fewer MD steps at 

high TMD) versus the number of product channels to be considered (higher TMD simulations will produce 

more product channels which might not be relevant to low T chemistry). This temperature TMD need not 

be identical to the temperature of interest TME which is used to define the conditions for the master 

equation calculation (see section 2.4) . 

  

2.3  Optimization and refinement of the stationary points of discovered reaction paths 

Once a reaction has been found in MD, it is necessary to find and fully characterize the stationary 

points involved, to provide input for the master equation part of the framework. This section of the 

workflow has two distinct parts. First it is necessary to optimize the molecular structures of the correct 

stationary points. This is trivial in the case of the product(s) of the reaction, but it is much harder to identify 

(if present) a first order saddle point corresponding to a transition state between reactant and product. 

Once the stationary points have been optimized, the second part involves a series of refinement steps, to 

supply all the information necessary to include the reaction in a master equation simulation.  

We will consider the optimization step first and Figure 4 presents a flow chart summarizing the key 

steps. As stated above, finding a stable minimum for the product is usually trivial. The geometry 

corresponding to the final frame of the reactive trajectory is taken and a geometry optimization is 

performed. A canonical SMILES 25 string is then obtained for the product and if this string indicates there 



 13 

is more than one molecular fragment then the refinement steps are performed for each product. In the 

case of a saddle point, getting a good initial guess geometry for the transition state optimization is vital. 

An initial guess geometry is taken from the geometry at which the TSSCDS reaction criterion is met. To 

refine this geometry further we partially minimize the structure by freezing all the bonds which change 

over the course of the reaction and performing a constrained minimization. This partial relaxation is 

designed to remove excess energy in modes which are unrelated to the reactive event. Finally, a transition 

state optimization is performed on this partially relaxed structure. This is equivalent to the approach 

employed by Martínez-Núñez. 22 An intrinsic reaction coordinate (IRC) calculation is then performed to 

check whether the optimized saddle point (if the TS search was successful)§ connects the expected 

reactants and products. If the correct transition is not found, this procedure is optionally repeated for 

several other geometries from snapshots along the reactive MD trajectory. 

 

Figure 4: Flowchart outline the steps in the optimization and refinement (OR) part of the ChemDyME 

process.  
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If none of these transition state searches are successful, we attempt a different approach. Using the 

spline-based reaction path method 49 in the Scine ReaDuct 50,51 software we optimize the minimum energy 

path between reactant and product and then attempt another TS search at the geometry corresponding 

to the maximum in the reaction path. There are of course cases where there is no defined barrier to the 

reaction and in the particular case where the reaction is either an association (two reactants one product) 

or a dissociation (one reactant two products), the reaction can be input in the master equation as a 

barrierless process using the inverse Laplace transform (ILT) method employed in MESMER.51 If however 

the reaction is an isomerization (one reactant, one product) and no TS can be identified, then this reaction 

is flagged for further (manual) investigation by ChemDyME and not included in the automated workflow. 

 Once an optimized structure (either minimum or saddle point) has been found, the refinement 

procedure begins. A hierarchy of levels of theory are used for this. A defined “initial optimization level” of 

theory is initially used for the optimizations already described and then an optional “refinement level” of 

theory is used to optimize the structure at a higher level of theory. Vibrational frequencies are then 

obtained using this “refinement level.” Finally, a single point energy calculation is performed at a “Single 

Point Level” of theory at the optimized ““Refinement Level”” geometry. The total energy of the species is 

then stored as the sum of zero-point vibrational energy and the Single Point Level electronic energy. 

  

2.4 Master equation calculations for tracking the kinetic evolution of the network and guiding the 

search  

  

The MD and OR parts of the workflow provide all the necessary information for performing statistical rate 

theory calculations, and chemical master equation simulations have become a standard tool for 

determining the kinetic behavior and rate coefficients of a complex chemical network. The 
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methodological details of the chemical master equation have been described in detail in numerous 

publications52–56 and there exist multiple open-source codes 51,57,58 designed to solve the chemical master 

equation for a given network of interconnected intermediates, (wells in potential energy space). 

In practice the energy space for each species in the ME network is discretized into energy grains. 

Microcanonical transition state theory and an appropriate energy transfer model are then used to 

calculate grain to grain rate coefficients. In ChemDyME we make extensive use of the recently developed 

Boxed Molecular Kinetics (BXK) algorithm.59 This BXK methodology has significant conceptual overlap with 

the BXDE methodology employed for the MD simulations and was recently shown to accelerate Kinetic 

Monte Carlo, (KMC) ME simulations by several orders of magnitude. Briefly, the KMC approach tracks a 

stochastic trajectory of the population of the system from one grain to another. All transition probabilities 

are based upon the microcanonical grain to grain rate coefficients for energy transfer and chemical 

reaction. The BXK method simply places a boundary in energy space preventing lower energy grains being 

accessed and helping to alleviate the same rare event problem as encountered in the MD simulations.  

A schematic of the BXK KMC approach used here is shown in Figure 5. Usually in a KMC simulation, one 

would need to run many stochastic trajectories, potentially starting from a range of initial grains, in order 

to converge the time evolution of the different species. In this work we take a different approach and 

each ChemDyME run can be viewed as a single KMC trajectory which is paused after each reactive step 

and for which new reactions are added to the system mid trajectory via the MD and OR procedures.  Figure 

5 shows such a KMC reactive step. This figure displays a simple two well system and depicts a stochastic 

trajectory involving a single energy transfer transition followed by reaction from well R to well P. The 

orange shaded areas signify the inaccessible grains due to the BXK procedure. The total time associated 

with this particular reactive step trans is equal to the sum of the times for each step leading up to and 

including the reaction, and ChemDyME stores trans , and the product energy grain.  Before continuing the 
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stochastic trajectory, ChemDyME examines whether product P has been encountered before and if not, 

an MD/OR cycle is performed to add additional reaction to the master equation system. This ensures that 

the MD and OR procedures are only performed for the most kinetically favorable species under the 

conditions of interest. The KMC simulation finally terminates when tot exceeds max , constituting one full 

KMC trajectory. Additional KMC trajectories may be run to ensure no reaction channels are missed and, 

in each case, MD/OR calculations are only performed if a previously unencountered product is formed in 

a particular KMC step. 

 

Figure 5: Stochastic master equation example. Here we have a system of two isomers with two active 

grains each and an excluded volume of rovibrational energies as per the BXK methodology. In this case 

the stochastic trajectory involves a single energy transfer step with associated time 1 and a reactive 

step with time 2. ChemDyME then terminates the master equation and stores the product grain Gp3 

and the transition time  trans=1+ 
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3. Technical details of the ChemDyME framework 

The framework described in Section 2 has been implemented in the object-orientated Python 

package ChemDyME and utilises the Atomic Simulation Environment (ASE) package.59 

The ChemDyME framework may be obtained from: https://github.com/RobinShannon/ChemDyME and 

is distributed under the LGPL licence. ASE contains an “atom” class which stores the cartesian coordinates 

and various chemical properties for a particular chemical configuration. The “atom” class can be readily 

interfaced with a variety of existing electronic structure theory codes via the ASE “calculator” classes and 

allows access to the built in ASE optimisation methods when required.  

 

3.1 External Code interfaces 

 

The ChemDyME source code primarily takes form of a wrapper. The various chemical species in the 

chemical network are stored as ASE “atom” types and “calculators” are used to run external electronics 

structure theory calculations which are then gathered and analyzed automatically 

by ChemDyME. ChemDyME also interfaces with the MESMER51 code for all master equation 

calculations. The interaction between ChemDyME and external codes may be broken down into the 

three parts of the mechanism generation framework as follows:  

   

1)    MD: All MD calculations are carried out using a bespoke MD integrator class within ChemDyME. The 

starting structure for the MD is turned into an ASE “atoms” object and at each MD timestep forces are 

obtained by an external code and read back into ChemDyME. BXD classes in ChemDyME check whether a 

velocity inversion is required at each timestep and reset positions / update velocities accordingly.  
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2)    By preference optimizations (both minimizations and saddle point searches) and frequency 

calculations are carried out by external codes, but minimizations and frequency calculations can be 

performed using built in ASE routines as a backup. If the open source, scine readuct49 package is found 

then the spline-based reaction path 22methods are utilized as part of the transition state optimization 

strategy although built in nudged elastic band methods in ASE are an alternate option for minimization 

the reaction path. Table 2 below lists the currently available codes which may be interfaced with 

ChemDyME and the capabilities of the interface.  

 

Code Capabilities Appropriate ChemDyME  level 

SCINE (Sparrow and 

ReaDuct)49,60 

Energies,Forces, 

Optimizations,Spline, 

IRC 

Trajectory Level 

Initial Optimization Level 

Refinement Level 

Single Point Level 

DFTB+61 Energies, Forces Trajectory Level 

Single Point Level 

XTB62 Energies, Forces Trajectory Level 

Single Point Level 

Gaussian 63 Energies,Forces, 

Optimizations 

Refinement Level 

Single Point Level 

Molpro 64,65 Energies, Forces Single Point Level 

NWChem 66 Energies, Forces Single Point Level 

 

Table 2: External codes which may be used to generate forces or energies in a ChemDyME run 

 

3)     ME: At the start of every ChemDyME run a template xml input file is created for MESMER. As each 

reaction is found and characterized, ChemDyME writes the properties for reactant, transition state and 

product to the input xml and defines the reaction between them. When required ChemDyME updates the 
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starting species in the xml file and runs the MESMER executable. MESMER runs until a reactive transition 

occurs and ChemDyME then reads in the time associated with the transition along with the identity and 

energy grain of the product.  

   

In addition to MESMER and electronic structure theory codes, ChemDyME also utilizes the PyBel interface 

to the Open Babel 67 software to conveniently convert from one chemical format to another. This 

simplifies bookkeeping. As the Chemical network grows, ChemDyME needs to track each unique species 

which has been formed, in a convenient way. This is done through converting each new optimized product 

geometry into a canonical SMILES string using Open Babel. These SMILES strings are used to label each 

species in the reaction network and are invariant to the exchange of like atoms. These SMILES labels 

allow ChemDyME to keep track of which reactions have already been discovered and avoid wasted 

computational effort re-characterizing reactions which have already been identified. Pybel SMILES strings 

also indicate whether a given set of cartesian coordinates corresponds to multiple molecular fragments 

and these strings are used by ChemDyME to determine whether a particular reaction is dissociative. 

PyBel is additionally used to convert optimized cartesian coordinates into Chemical Mark-up Language 

(.cml) format to aid the creation of the MESMER xml input.  

 

3.2 Dynamically changing the number of the atoms in the system 

 

A ChemDyME run does not need to maintain a static number of atoms. When a dissociation occurs 

ChemDyME is able to continue exploring the reactive chemistry of one of the fragments formed (by 

default the fragment with the largest number of atoms). As will be discussed in Section 5, ChemDyME is 

also capable of adding additional bimolecular channels where it is deemed kinetically appropriate.  
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To add additional species the ChemDyME input defines a number of SMILES strings corresponding to 

molecules which might be considered part of the reactive bath for the system of interest and for each 

molecule the user also specifies a characteristic timescale bi associated with estimated rate constant for 

reaction between the system and the bath molecule. After the MD and OR cycles have been completed 

for a particular node or species in the reaction network, ChemDyME runs n (default = 10) ME simulations 

and stores the slowest  transition time slowest from these. If slowest > bi  for a given bath molecule then it 

is considered that bimolecular reaction with this species may be competitvie and an additional MD OR 

cycle is performed looking for reactions between the two species. 

For each run in the bimolecular MD cycle, initial cartesian coordinates are created such that the COM’s of 

the two moieties (reactive intermediate and bath) are separated by 𝑥 Angstrom (default value is 8). To 

generate these coordinates randomly the coordinates of the first fragment are translated to the origin of 

the coordinate system. We then generate a random unit vector 𝑟̇ and  𝑥𝑟̇ thus defines a random point 

upon a sphere of radius 𝑥 about the origin. Finally, we translate the COM of fragment 2 to 𝑥𝑟̇  to give the 

starting geometry for the bimolecular MD run. This is shown in Figure 6. The MD run then uses standard 

BXD on the separation of COM’s (as described in 2.3) to gradually bring the two moieties into proximity 

with one another. 
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Figure 6: Procedure for generate coordinates for two separate moieties with centers of mass COM1 and 

COM2 such that they are randomly seperated by x Angstrom. 

 

4. Benchmarking ChemDyME against the well-studied C3H5O atomic system 

starting from OH + propyne 

Propyne and allene are key intermediates in combustion chemistry, originating in both propane flames 

and through the decomposition of larger alkanes. 68 The reaction of both species with the OH radical can 

lead to the resonantly stabilized propargyl radical which is of great interest with regards to soot formation 

mechanisms.1,69–76 As a result, the C3H5O atomic system, particularly initialized from the OH and propyne 

reaction has been the subject of a great deal of research, both experimentally and theoretically.1,76  

Theoretically there have been two particularly comprehensive studies studying the OH + propyne 

mechanism.1,76 Fitzpatrick76 performed a manual search for transition states, intermediates and 

decomposition products formed from the OH + propyne reaction and subsequently Zador and Miller used 

an automated approach (Kinbot)1 to thoroughly investigate the C3H5O system starting from both OH + 
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propyne and OH + allene. This automated study focused upon the lowest energy channels and highlighted 

a small number of channels that were missed by the Fitzpatrick study.  

For the purpose of this paper, the OH + propyne system provides an unusually well studied system and 

thus represents an ideal benchmark for evaluating ChemDyME’s use as an automated mechanism 

generation framework. To this end we have performed ChemDyME runs, starting with separate OH and 

propyne moieties. Input and output files for these simulations may be found in the examples folder of the 

ChemDyME github repository https://github.com/RobinShannon/ChemDyME. For the kinetic 

convergence we have chosen to run ChemDyME with a TME of 1000K and pressure of 5 bar representative 

of combustion conditions and a maximum time for kinetic convergence tot of 1s.  With regards to the MD 

portion of the ChemDyME workflow, we chose a TMD of 1000K also to promote the discovery of lower 

energy pathways in the MD reaction finding step. A comparison of the various products formed from 

different TMD can be found in the supporting information section S1.  

The levels of theory used in the ChemDyME run are tabulated in Table 3. PM6 calculations are performed 

using the SCINE Sparrow code,60 dftb2 calculations are performed using the DFTB+ code,61  all DFT 

calculations are performed using the Gaussian 09 suite of programs 63 and the CCSD(T) calculations are 

performed using Molpro64,65 The key requirements of the trajectory level of theory are that is fast 

(normally necessitates a semi-empirical method) and that it qualitatively orders the possible reaction 

channels correctly in terms of their kinetic importance. In section S1 of the supporting information we 

show results from some initial tests where we compared MD runs from two different levels of theory. 

From these tests we find that with low TMD, the dftb2 method as implemented in DFTB+  is more likely to 

find the lowest energy pathways when compared to PM6 in Scine. For the “low-level“ optimizations in the 

OR part of the work flow the PM6 method in is used, followed by ”high-level” optimizations at the 

B3LYP/3-21G level of theory. Finally, single point energies are calculated at the CCSD(T)-f12/cc-PVDZ  level. 

This heirarchy of levels chosen prioritizes rapid exploration of the reaction network and is of significantly 
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lower accuracy than the calculations employed to generate the Kinbot surface. However, as we shall show, 

these levels of theory are perfectly sufficient for ChemDyME to find the important chemistry in the OH + 

propyne system. 

Trajectory Level DFTB2 

Initial Optimization Level PM6  

Refinement  Level  B3LYP/3-21G  

Single Point Level  CCSD(T)-f12/cc-PVDZ  

Table 3: Levels of theory used for the propyne + OH, ChemDyME calculations  

The network resulting from the ChemDyME run is shown in Figure 7 and those reactions which were also 

identified as important by Kinbot are colored in orange (the bold reactions from Figure 1 of the Kinbot 

work1) or red (other reactions discovered by Kinbot but not considered kinetically important) and 

reactions discovered by ChemDyME but not present in the Kinbot network are shown in cyan. This 

ChemDyME run, tracks the bold reactions found by Kinbot, rapidly forming the wells W4 and W10 before 

eventually (after many redissociation events back to OH + propyne) forming CH3 via well skipping reactions 

across the two intermediates W11 and W1. The x axis marks the logarithmic kinetic time at which each 

species is visited by the stochastic master equation and species or nodes marked at the inf mark were not 

visited within the ChemDyME run. This nicely illustrates the principal of kinetic convergence: by tracking 

the kinetic evolution of the growing network, it is possible to cease the exploration once all the kinetically 

viable species have been visited, simplifying the overall reaction network.    
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Figure 7: ChemDyME network for the OH + propyne system. The x axis representing the reaction 

coordinate additionally reflects the time at which each species is first visited in the stochastic master 

equation and is spaced logarithmically to better view the full range of timescales. The lines delineate 

and background shading delineate important timescales and the inf label denotes that this species was 

not visited observed in the stochastic master equation trajectory. Text labels on the different species 

give the nomenclature for that species from the Kinbot study1 where available.

 

Figure 7 shows that ChemDyME prioritizes the bold reactions discovered by Kinbot and inspection of the 

network reveals that only two of these bold reactions originating from OH + propyne are missed by the 

above ChemDyME network. Thus far we have used the bold reactions from the Kinbot study as a metric 

for those which are kinetically important under combustion combustions but upon closer inspection these 
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bold reactions may be pruned further and the bold two channels “missed” in the ChemDyME network 

appear to be uncompetitive.  

The bold reactions missing from the ChemDyME network are  alternative isomerization product channels 

from intermediate W10. The MD simulations using DFTB2 do not find these product channels, even when 

running separate calculation with TMD set to 4000K, however both these channels are higher in energy 

than the dissociation reaction to form P1 are and entropically “tighter” rendering them uncompetitive 

with the dissociation channel. Indeed, the Kinbot paper, identifies that “The acetonyl radical (W10) 

decomposes exclusively to ketene + CH3” 1. Ignoring the initial initial van der Waals complex found by 

kinbot, which is discussed below, we argue that ChemDyME does identify all the kinetically important 

channels from the Kinbot network. 

As mentioned above, the other feature missing from the ChemDyME network is the initial van der Waals 

complex formed between the OH and propyne moieties and the subsequt transition states from this Van 

der Waals complex. The difficulty of treating van der Waals complexes is a known limitation of ChemDyME 

currently and this will be addressed in the future. The full master equation xml file resulting from these 

ChemDyME simulations is in section S3 of the supporting information.  

Table 4 compares the energies of the key stationary points in the ChemDyME and Kinbot networks. Here 

we can see, that despite the much lower level of theory used in the current work, the agreement in 

energies for the stable species is very good. There are larger discrepancies between the energies of the 

saddle point structure with the ChemDyME value underestimating the more accurate Kinbot values, 

although it is noted that the order of the barrier heights is correct in the ChemDyME case. The ChemDyME 

results could be easily refined through re-optimizing the stationary points with a larger basis, but for the 

purpose of this work (testing whether ChemDyME finds the important chemistry) the current level of 

theory is sufficient. 
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 Current work energy / kJ 

mol-1 

Kinbot energy / kJ mol-1 

TS PVDW->W4 - 3.51 

TS PVDW->W11 - 5.59 

TS P->P7 -9.95 8.36 

P7 -114.32 -114.20 

W4 -124.77 -121.39 

W11 -129.94 -130.29 

TS W11->W10 -9.37 6.02 

W10 -253.32 -250.42 

TS W10 ->P1 -70.26 -82.18 

P1 -128.31 -127.70 

TS W10->W9* -45.05 -29.09 

W9* -231.13 -227.52 

TS W10->W8* -32.94 -20.69 

W8* -256.46 -251.76 

Table 4: Comparison of zero point corrected stationary point energies between the current work 

(CCSD(T)-f12/cc-PVDZ//B3LYP/3-21G) and the Kinbot study (CCSD(T)-F12b/cc-PVQZ-F12//M06-2X/6-

311++G(d,p) . The species marked with asterisks were not found in the initial ChemDyME run, but were 

found from running separate BXDE trajectories using PM6 rather than dftb2 for forces. 

 

There are a few channels ChemDyME discovers, which are not present in the Kinbot network. Mostly 

these appear (Figure 7) to have barriers in excess of the Kinbot energy cutoff and thus would have been 

discounted in the Kinbot study. There are other channels observed for which saddle points couldn’t be 

found and hence they are not shown in Figure 6. The initial adduct W4 is found dynamically to dissociate 

to P7 with the OH moiety pulling off another hydrogen as it dissociates and W4 and W11 are observed to 

isomerize directly to one another with the OH moiety dissociating and then rapidly transferring carbons. 

Further studies are needed to ascertain whether these channels really are operable, and it is unlikely they 

will significantly affect the wider kinetics of this system; however, this does highlight the potential of a 

dynamical method to observe roaming type channels. 77 Recent work has shown that these dynamical 
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types of reaction, play a larger role in combustion chemistry then previously assumed78 and the use of MD 

in ChemDyME means that such channels may be observed, even when there is no defined transition state 

for the reaction. Videos showing MD trajectories for these dynamical processes are given in the 

supplementary information. 

 

5. Exploring the isobutyl + nO2 surface to for a highly oxygenated molecule 

(HOM) 

The second system we have studied with ChemDyME in the current work, is that of 1-methyl-hexene 

(1MHE) + ozone (+nO2) 79–81 a prototypical oxidation system for the formation of highly oxygenated organic 

molecules (HOM) 82–86 in the earth's atmosphere. Such oxidation systems are a key source of atmospheric 

aerosol.  

At the lower temperatures of the earth's atmosphere, bimolecular association reactions are extremely 

prevalent, and these, typically barrierless, processes are challenging to include in automated approaches. 

Accurate rate coefficients for a barrierless reaction, usually require variational transition state theory 

calculations to be performed87 and such calculations are complicated by the multireference character of 

the potential energy surface for associations involving radicals or bimolecular oxygen.  

The BXD based sampling of associations used in ChemDyME can in principle, be used to generate rate 

coefficients. This is something we intend to add to future versions of ChemDyME, however, we recognize 

that the semiempirical methods used here for the dynamics cannot be relied upon for accurate rate 

estimations. Instead, we take the pragmatic approach of utilizing the inverse Laplace transform method.50 

This relies upon the fact that rate coefficients for barrierless associations are usually relatively 

independent of temperature and have high pressure limiting values in a relatively small window, when 
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compared to processes which have a defined saddle point.88 For the purposes of exploring kinetically 

feasible reaction channels, we simply wish to know for a given species, whether bimolecular association 

with some bath gas molecule in the system, is competitive with the fastest of its unimolecular loss process. 

Since the oxygen concentration in the earth's atmosphere is around 1×1018 and the rate coefficients for 

bimolecular association with oxygen are typically on the order of 1 × 10-12 cm3 s-1 molecule-1,88,89 a typical 

reaction rate with the bath was set to 1 ×106 s-1. This means that any species in the network which 

exhibited a ME transition time trans >  was considered a candidate for O2 addition and BXD association 

trajectories were performed. 

In what follows we discuss results of a ChemDyME run initialized with separated 1-methyl-hexene and 

ozone moieties. For this run, the “Trajectory Level” and the “Initial Optimization Level” are identical to 

those used OH + propyne simulations (dftb2 in DFTB+ and PM6 in SCINE Sparrow). The “Refinement Level” 

is also PM6  however given the open shell singlet structure of the initial part of the network, Gaussian is 

used for these calculations to ensure the unrestricted, broken symmetry solution to the wavefuntion.90 

CCSD(T) calculations would be extremely time consuming for a system of this potential size so for this run 

the “Refinement Level” is chosen to be UB3LYP/6-31+G** in Gaussian and again the broken symmetry 

solution was enforced with the guess=mix keyword for all closed shell species. The master equation 

temperature and pressure TME, PME are set to 298K and 1 atm respectively, representative of the earth's 

lower atmosphere and tmax is set to 1000s to represent the longer timescales at play in the earth's 

atmosphere. Tmd is set to 1000 K as a compromise between promoting low energy pathways and speed of 

reaction finding. The system is then considered to be in a bath of O2 as described above and whenever a 

particular species or node exhibits a lifetime of > 1 ×106 s-1 from a KMC ME run, another oxygen molecule 

is introduced to the system and potential association pathways are sampled. The input and output files 

may be found in the examples folder of the ChemDyME repository at 

https://github.com/RobinShannon/ChemDyME  
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Figure 8: ChemDyME network for the ozone + 1MHE system. The x axis representing the reaction 

coordinate additionally reflects the time at which each species is first visited in the stochastic master 

equation however these have been modified slightly to better separate the different nodes. The 

background shading shows the approximate timescale for different clusters of nodes and the inf label 

denotes that this species was not visited/observed in the stochastic master equation trajectory.  The 

different colored edges denote the number of O2 moieties added to the system, with orange = 0, red = 

1 and cyan = 2. Labels and the red box highlights the ultimate product species. Key intermediates are 

labelled. A full figure including all skeletal structures in found in section S2 of the supporting 

information. 

 

Figure 8 shows the full network from this ChemDyME simulation with each additional O2 addition colored 

differently. The ChemDyME run follows much of the expected chemistry. Ozone readily associates with 

1MHE forming a 5 membered ring containing the three oxygen atoms. One of the two O-O bonds then 
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cleaves to form a Criegee intermediate species and subsequent hydrogen transfer leads to OH formation. 

O2 can then bind to the lone pair of the resulting radical co-product to form a peroxy radical. Then we 

observe the standard peroxy radical cycle of hydrogen transfer to a hydroperoxy followed by either 

dissociation or O2 addition to the radical center forming a new peroxy radical species. 

Figure 9: Evolution of key species populations from stochastic master equation simulations. These 

master equation simulations consist of 100 stochastic trials and a full input file is given in the supporting 

information 

 

In this single ChemDyME run, after an OH elimination and two O2 additions the run terminates with a 

second OH elimination forming the species outlined in red In Figure 8 (P1). Interestingly at the PM6 level 

the transition state for this reaction appears to be concerted with both H transfer and OH loss occurring 

simultaneously. A video showing the IRC corresponding to this saddle point is given in the online 

supporting information.  
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 From the MESMER input file resulting from this single ChemDyME run, it is possible to run a full master 

equation simulation to track the time evolution of the species in the system. Master equations simulations 

involving multiple bimolecular additions have rarely been performed89,91–95 although there is now an 

established method for adding bimolecular reaction to activated species in a master equation in such a 

way as to satisfy detailed balance.92,96 Usually, a matrix-based approach would be the preferred method 

for solving the master equation in MESMER, but given size of the system in terms of species and energy 

span, we instead use the stochastic BXK algorithm. Figure 9 shows the time evolution of key species in the 

system from MESMER calculations consisting of 100 stochastic trials. These trials cover a short timescale 

of up to 10-5 s, however considering the channels currently found from the ChemDyME run, this timescale 

covers the important chemistry of the mechanism in Figure 8. The full MESMER xml file for these master 

equation simulations in given in section S4 of the supporting information.  

Figure 9 demonstrates that two intermediates (I1 and I2) form substantial populations before the majority 

of the population funnels to the final product P1. A minor channel corresponding to 11% of the total 

population forms product P2 (Highlighted in green in Figure 7) from an alternate cleavage path of the 

ozone + 1MHE adduct. Additional ChemDyME runs explore this channel further and in particular find the 

dominant pathways in Figure 10, however this part of the surface has not been explored in any more 

detail in the current work as quick gaussian calculations by hand identify that the ground electronic state 

crosses to triplet upon O2 addition and the current ChemDyME simulation is set to treat species as either 

singlet or doublet depending upon the electron number. 
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Figure 10: Schematic of key species in an alternate Criegee intermediate pathway found from additional 

ChemDyME runs. 

 

While the current network captures much of the expected chemistry, more MD trials (nMD), and higher 

levels of theory would be required for a comprehensive investigation of the 1MHE network, especially 

given the complexity of the electronic structure. However, within the scope of the current work, these 

results demonstrate the novel ability of our ChemDyME approach to map the kinetic evolution of a 

complex system through both dissociation and association processes. Despite the low level of theory used, 

the ChemDyME simulation captures the chemistry typical of HOM formation and atmospheric oxidation 

and despite a combinatorial explosion of possible reactions (given the size of the system and the prospect 

of multiple O2 additions) the kinetic convergence criterion helps to identify the important chemistry at 

the level of theory used.  

6. Conclusions 
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In this work we demonstrate the capabilities of the ChemDyME approach for exploring the kinetics of 

reactive mechanism in an automated manner. Through the combined use of molecular dynamics and 

master equation simulations, ChemDyME narrows the search for chemical reactions, prioritizing those 

which are kinetically the most important under the conditions of interest. Through benchmark 

calculations against an OH + propyne combustion network which has already been pruned to neglect high 

energy pathways, we demonstrate that ChemDyME prunes this network further to find the key reactions.  

By utilizing the concept of “kinetic convergence” ChemDyME is able to add additional molecular moieties 

to the system, when it is deemed kinetically favorable. We demonstrate this with a prototypical ozonolysis 

/ oxidation system and show that ChemDyME is capable of tracking the network though both the loss of 

an OH radical and through multiple subsequent O2 additions to form an example highly oxygenated 

molecule (HOM). The ChemDyME output produces all the input required to run a master equation on the 

system, and we present the time evolution of an activated oxidation system of unprecedented size giving 

the timescale of HOM formation. 

This work demonstrates the strengths of the ChemDyME approach and of BXDE in general. Previous work 

using BXDE has shown its utility in accelerating reactive MD whilst preserving some sense of the important 

low energy chemistry. By harnessing both BXDE MD and the energy grained master equation, this work 

shows that ChemDyME can be used to heavily simplify the reaction of network of interest, prioritizing the 

discovery of the small subset of reactions which are kinetically important at the conditions of interest. 

ChemDyME also has the benefit of being a dynamical approach which can give a wider picture of the 

chemical reactivity of a system than gained from knowing the key transition states alone. Finally, the 

dynamical nature of ChemDyME also makes the approach highly generalizable compared to heuristic 

based approaches. 
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Naturally there are also weaknesses to the ChemDyME approach. Currently ChemDyME cannot treat Van 

der Waals complexes and the reaction finding algorithm does not always identify when multiple reactions 

have occurred. Advances in both areas have been in the AutoMeKin software and these improvements 

are planned for future releases of ChemDyME.    
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Supporting information 

S1. Comparison of BXDE trajectory products at different temperatures and with 

different methods.  

Figures S1 and S2 show the product species from reactive BXDE trajectories initialized from intermediate 

W4 in the propyne + OH mechanism. Figure S1 compares products from DFTB2(red writing) and PM6(black 

writing) trajectories (from SCINE Sparrow and DFTB+ respectively) with a Langevin thermostat set to 

1000K  whilst Figure S2 compare the same methods but with the thermostat set to 4000K. The species 

circled in red (intermediate W10) is the reaction channel with the lowest barrier and it can be seen that 

whilst DFTB2 finds this product channel at both temperatures, PM6 trajectories fail to observe it at all. 

PM6 trajectories at low temperatures also miss another hydrogen transfer channel, instead favoring 

dissociative product channels. When comparing different temperatures, it is found that 4000 K MD 

simulations find a much larger array of exotic dissociation channels, but are less likely to observe the low 
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barriered but entropically tight, hydrogen transfer reactions which dominate the kinetics of the system 

under combustion conditions.  

 

 

 

 

Figure S1: Products from 50 reactive BXDE trajectories starting from species W4 with a Langevin 

thermostat set to 1000K. Red writing indicates DFTB2 simulations and black writing indicates PM6. The 

red circled product corresponds to the lowest energy barrier.    

 

 

 



 47 

 

 

 

Figure S2: Products from 50 reactive BXDE trajectories starting from species W4 with a Langevin 

thermostat set to 4000K. Red writing indicates DFTB2 simulations and black writing indicates PM6. The 

red circled product corresponds to the lowest energy barrier.   

S2. More detailed mechanism the 1MHE + ozone network  
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Figure S2: ChemDyME network for the ozone + 1MHE system. The invisible y axis represents the 

aproximate time at which each species is first visited in the stochastic master equation however these 

have been modified slightly to better seperate the different nodes. The background shading shows the 

approximate timescale for different clusters of nodes and the inf label denotes that this species was not 

visited/observed in the stochastic master equation trajectory.  The different colored edges denote the 

number of O2 moieties added to the system, with orange = 0, red = 1 and cyan = 2. Labels and the red 

box highlights the ultimate product species. Key intermediates are labelled. 

 

S3. OH + propyne MESMER input 

S4 1MHE + Ozone MESMER input 



 49 

 


