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Harmonic Cancellation by Adaptive Notch Filter

based on Discrete Wavelet Packet Transform for an

MMCC-STATCOM
Xuejiao Pan, Li Zhang, Senior Member, IEEE, Han Huang

Abstract—This paper presents an adaptive harmonic current
extraction scheme using notch filters combined with a modified
discrete wavelet-packet transform (DWPT). The scheme is ap-
plied to an MMCC-STATCOM for mitigating current harmonics
distortion in a power line. The modified DWPT incorporates
a data expansion technique to overcome the limitations of
boundary effect. It identifies the rms values of the dominant
harmonic elements of the non-stationary current in real-time,
these being used to update the order and stop-frequency of a
notch filter chain. This adaptive notch filter is embedded in the
current control system for the MMCC-STATCOM to generate
reference current. The results have shown that the modified
DWPT tracks harmonic changes faster and more accurately than
the conventional method. The technique enables the STATCOM
to adapt quickly to load current changes, hence giving accurate
elimination of current harmonics in real-time.

Index Terms—Discrete Wavelet-Packet Transform (DWPT),
Adaptive Notch Filter (ANF), multilevel modular cascaded
converter-based STATCOM (MMCC-STATCOM).

I. INTRODUCTION

THE growing use of power electronic controlled-

equipment, such as uncontrolled rectifiers, grid-tied con-

verters for renewable sourced generators [1], and large traction

drives [2], results in significant levels of harmonic current

components drawn at the Point of Common Coupling (PCC).

Consequently they cause PCC voltage distortion owing to the

flow of harmonic current through the finite line impedance.

Voltage and current harmonics degrade the quality of power

supplied to customers, the power system operating stability,

and the efficiency.

Research in harmonic current cancellation has resulted in

various techniques aiming to separate the harmonic compo-

nents from the fundamental current. One important device

is the Static Compensator (STATCOM) [3]–[5] which is a

flexible and effective tool for harmonic mitigation and for

compensating reactive power. It uses a Voltage Source Inverter

connected in parallel with the power line via a coupling

impedance or a transformer to inject appropriate compensating

current to the system. The development of modular multilevel

cascaded converters (MMCC) [6] in the last two decades

facilitates the applications of the STATCOM to medium and

high voltage networks [7], [8]. The modular structure of a

MMCC-STATCOM, having either full H-bridge or flying-

capacitor converters as sub-modules, offers advantages of

The authors are with the School of Electrical Engineering,
University of Leeds, Leeds, UK (e-mail: ml16xp@leeds.ac.uk;
L.Zhang@leeds.ac.uk;han.huang@ge.com).

flexibility in generating the compensating current with the

required waveform at a low switching frequency. The device

is efficient and fault tolerant, with a small footprint [9]–[12].

Key to enabling any STATCOM to eliminate harmonics

is its ability to identify and extract the harmonic elements,

often time varying, in the load current. Advanced signal

processing techniques in both time and frequency domains

have been employed. Most well-known, in the time domain, is

the Instantaneous Reactive Power Theory proposed by Akagi

in 1983 [13]. This relies on separating the instantaneous

active, reactive and harmonic powers from the apparent power

measured in real-time. Subsequently it is possible to derive all

harmonic current elements from the harmonic power at every

sample instant. However, this method relies on distortion-free

grid reference voltages for extraction of harmonic currents and

hence would not work well in the presence of supply voltage

harmonics or imbalance. An alternative approach is based

on Synchronous Reference Frame (SRF) theory [14]. This

operates by transforming load currents into a d-q reference

frame rotating at the fundamental frequency, so that harmonic

components become AC terms that can be extracted. The

method needs a phase-locking loop for three-phase current

transformation. It also requires a low-pass filter which must

be tuned properly with a sufficiently low cut-off frequency yet

adequate speed of response to follow load current changes.

Among techniques for harmonic analysis, the very familiar

fast Fourier Transform (FFT) [15], [16] provides magnitude-

frequency information with advantages of high accuracy and

lower computational burden than the Discrete Fourier Trans-

form (DFT). It suffers from poor detection of the time locality

when the signal varies abruptly, and hence is most suited

to stationary power signal analysis. To better describe non-

stationary signals, the Short-Time Fourier Transform (STFT)

has been a useful tool, though it relies on properly selecting

the size of a time window and the window function must be

well-localized.

The Wavelet Transform (WT) provides a different approach

which can process non-stationary signals in both time and

frequency domains [17]–[20]. Unlike the FFT which expands

the signal in terms of sine waves, the WT uses wavelets

which are generated in the form of translations and dilation

of mother wavelets. These are irregular in shape with special

scaling properties and localized in time, making them ideal

for representing transient distorted electrical signals with no

stationary features. Various WT implementations have been

derived, such as the continuous wavelet transform (CWT)
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Fig. 1. Configuration of SSHB STATCOM.

[21] which has been shown to be computationally complex

and hence not suitable for real-time use. The multi-resolution

analysis [22], [23] and discrete wavelet transform (DWT)

[24] reduce computation complexity and have been used in

various power quality analysis work [25]–[27]. However these

possess clear limitations since the signal is decomposed into

approximations (low-frequency components) and details (high-

frequency components), but only the former is processed.

This leads to the loss of a certain information about the

signal. The discrete wavelet packet transform (DWPT) can

overcome this limitation. In this technique, a sampled signal

series is decomposed into scaling and wavelet coefficients by

convolution with both a high-pass and a low-pass filter at

uniform frequency bands, and thus it can extract both high

and low frequency elements of the signal.

In using DWPT and other WT techniques for processing

sampled signals in real-time, certain issues require careful

consideration particularly with time varying power signals.

Proper selection of the mother wavelet, which must be based

on the features of the signal analyzed, results in reduction of

the computational burden and improved accuracy in the result.

The boundary effects due to limited data samples will cause

distortion of the reconstructed harmonic waveforms and hence

inaccuracy of the detected harmonic components.

This paper proposes an adaptive harmonic current extraction

scheme using notch filters combined with a modified discrete

wavelet-packet transform (DWPT). The scheme is applied to

control an MMCC-STATCOM which cancels the harmonic

current on the power line. As is well known, the odd harmonics

are generally dominant in power line current while even

and inter-harmonics are negligibly small and this has been

validated in [28], [29], hence the proposed scheme uses DWPT

to identify only a selection of lower order odd harmonics.

They are eliminated using a chain of notch filters [30],

[31] with their rejection frequencies tuned to the identified

values. To attenuate the residual even harmonics, arising from

asymmetric load current, and small inter-harmonic elements

on the power line current, the method adjusts the damping

ratios of the notch filters to widen their stop frequency bands

and this yields useful suppression of extra frequencies.

The modified DWPT employs the discrete Meyer as the

mother wavelet, which is selected according to the criterion

of minimum oscillation error. It also incorporates a data expan-

sion technique to overcome the limitations of boundary effects

due to insufficient data samples. The technique identifies the

rms values of the dominant harmonic elements in the non-

stationary current in accordance with the IEEE Standard 519-

2014 [32] in real-time.

Section II of the paper outlines the configuration of the

star-connected MMC-STATCOM. In Section III, the basic

principle of the DWPT is reviewed and mother wavelet se-

lection is discussed. The data expansion technique for DWPT

is described in detail In Section IV. The complete adaptive

harmonic current cancellation control scheme is discussed in

Section V and validated in Section VI.

II. CONFIGURATION OF THE MMCC-STATCOM

The configuration of the star-connected MMCC-STATCOM

is shown in Fig.1. There is no link between the neutral points

at the converter side and supply side. Each of the three

phases consists of N serially connected H-bridge converter

sub-modules, each having a floating capacitor maintaining

its voltage at VCk/N , and hence generating (2N+1) voltage

levels: 0, ±(1/N)VCk, ±(2/N)VCk ...... ±VCk(k = a, b, c).
The terminals of the three phase clusters are connected to the

grid at the point of common coupling (PCC) through three

single-phase filter reactors L. These reduce high frequency

harmonics due to switching but naturally create time-delays

for current flow. At the load side, a phase controlled rectifier

with an R−L load is applied. Not only can this emulate steady

non-sinusoidal current flow, it can also imitate, by varying the

phase angles, transient interruptions caused by sudden surge

of load current or faults of switching operations.

The function of the STATCOM is to inject current to the

grid at PCC point, which eliminates as much as possible the

reactive/harmonic elements in the load current, and hence

improve the quality of the grid supplied power. The PCC

current is given as ISk = ICk + IRk.

III. PRINCIPLES OF DWPT TECHNIQUE

According to the principle of Wavelet Transform, any time

series signal can be decomposed into a collection of small

‘wavelets’. In the case of the DWPT, a sampled signal series

is decomposed into the scaling and wavelet coefficients by

convolution with both a high-pass and a low-pass filter.

A. DWPT Principle Review

Assume a signal P , having M samples, convolutes with a

low-pass filter, hl, and a high-pass filter, gl . These filters are

quadrature mirror filters (QMFs) [33] and their relationship

meets the following expression:

g(l) = (−1)lh(L− l − 1) (1)

where l and L are the order and length of the filter (l =
0, 1, .....L− 1) respectively. Since at every level of decompo-

sition the signal is down sampled by a factor of 2, wavelet

coefficients at any level j for the kth point in 2n and 2n+ 1
nodes are obtained by convolution with the filters h and g as

follows
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P 2n
j [k] =

L−1∑

l=0

hlP
n
j−1[2k − l] (2)

P 2n+1

j [k] =
L−1∑

l=0

glP
n
j−1[2k − l] (3)

For M samples of the original signal, the number k of the

wavelet coefficients in each node for the jth layer satisfies the

following equation:

k = M/2j (4)

So the wavelet coefficients in the nth node at the jth layer

are indicated by: Pn
j [k] = 0, 1, 2....M/2j

Fig.2 shows the decomposition tree of the measured signal

with a constant bandwidth up to level j = 3 , leading to

the derivation of 8 nodes of the detail and approximation

coefficients.
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Fig. 2. DWPT data decomposition tree up to 3-levels.

Similar to the FFT technique, the original signal can be

reconstructed or recovered through the characteristic coeffi-

cients obtained by the DWPT decomposition process, where

the equation for reconstruction is given as:

Pn
j−1[2k − l] =

L∑

l=1

h∗

l P
2n
j [k] +

L∑

l=1

g∗l P
2n+1

j [k] (5)

Here h∗

l and g∗l are the antithetic operators of the low-pass

and high-pass filters hl and gl [34].

If a single odd harmonic is to be observed, the coefficients

in other nodes in the same layer can be set to 0, and then

through reconstructing process, the signal waveform of a

specific frequency in the original signals can be obtained.

B. Selection of Mother Wavelet

The choice of mother wavelet is crucial for accuracy and

computational efficiency. High accuracy from a power signal

depends on using the high order wavelet filters which can cope

well with faster waveform response. Thus high-order mother

wavelets are often chosen for harmonic element rms value

calculations [35], [36]. However the computational complexity

and the number of coefficients are correlated, hence these

wavelet functions cause longer delays in signal analysis, mak-

ing them more suitable for off-line stationary signal analysis,
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Fig. 3. (a) Original signal waveform. (a) RMS values of the 5th order element
in the reconstructed signal by db8, (c) db30, (d) discrete meyer.

but not ideal for on-line tracking of non-stationary or transient

variation signals.

In this paper, three different wavelet functions are compared

according to their performances in harmonic extraction accu-

racy and speed. These are Daubechies wavelet functions; db8

with 16 coefficients, db30 with 60 coefficients, and the discrete

meyer with 98 coefficients. A synthetic waveform as shown in

Fig. 3(a) is used for this study. It is composed of a fundamental

and a 5th order harmonic with magnitude being 100 for both

elements and is expressed as:

x(t) = 100sin(2π × 50t) + 100sin(2π × 250t) (6)

Fig. 3(b) to (d) shows the rms value variations of the

reconstructed 5th order harmonic using respectively the above

said three wavelet functions. As can be seen, the reconstructed

5th order rms from the db8 wavelet presents the highest

level fluctuations(30%), while waveform from using the db30

is more stable which is 4%. However it is the waveform

from the discrete meyer which shows the minimum level

of variations(1.5%). In quantifying this feature, a percentage

oscillation error is defined as the maximum peak-peak rms

value over the desired 100/
√
2.

IV. DWPT WITH DATA EXPANSION

A. Sample Frequency

Another important consideration for the DWPT application

is the number of sampled data required for the maximum

decomposition layer. This depends on the highest harmonic

element in the original signal to be extracted. In the dis-

torted load current, the odd harmonics such as the 3rd, 5th
up to 17th orders are the dominant elements. For effective

extraction, the frequencies of these elements should be in

the centers of their respective node, namely the frequency

band. Also the signal should be decomposed continuously until

the fundamental component is separated from all the other

harmonic elements. Assuming the highest harmonic frequency

in the signal is 3200 Hz, according to Nyquist criterion, the

chosen sampling frequency should be twice of this value,

i.e. 6400Hz. The decomposition layer j is determined by the
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maximum harmonic order to be extracted and the sampling

frequency. In this case 5 decomposition levels are required in

order to extract the fundamental and odd harmonics from 3rd
to 63th order through coefficients P 5

0 to P 5
31 with a uniform

frequency band of 100Hz. All odd harmonics are in the central

position within each band. The relationship is shown in table I

[37], where it can be seen that the observable frequency range

is evenly distributed among these nodes.

TABLE I
DECOMPOSED LAYERS ASSOCIATED WITH THE MAXIMUM HARMONIC

ORDER AND SAMPLING FREQUENCY

Maximum
harmonic order

Sampling frequency
fs(Hz)

Decomposed layers
j

3rd 400 1
7th 800 2
15th 1600 3
31st 3200 4
63rd4 6400 5

B. Data Expansion for Real-time application

For on-line real-time tracking of harmonic components in

the non-stationary signal, the signal decomposition is per-

formed using the data collected continuously over a short time

window. This is necessary especially for tracking transient

surge currents due to faults or sudden load changes, hence

to register the time of occurrences, and magnitudes and

frequencies of any abnormalities. However for fast tracking,

the time window per data processing may be narrow hence the

number of data collected may be small, leading, consequently

to insufficient data for performing multiple levels of data

decomposition. For example, if a data window is set to 0.01

second, i.e. one half of a 50Hz period with sampling frequency

of 6400 Hz, it yields 64 data samples. This data set is far too

small to allow 5 level data decomposition, but further increas-

ing the sampling rate adds more real-time computational cost

and data noise. A simple approach to overcome this dilemma

is to replicate the sampled data within each data window to

the number required. Thus with data logged at each sample

interval being x(m), it can be replicated as many times as

needed. The resultant data number per sample interval can be

stored into a two dimensional array as

y(m, i) = (−1)ix(m) (7)

where m represents number of samples per fixed time window

which is 64 in this example, i represents the number of

replication per data window. In this way, the data in a sampling

window, originally 64 samples, would be expanded to 64i
in total. To ensure the number of data be sufficient for 5

level data decomposition and also the results are sufficiently

accurate, results are compared for i = 10, 50 and 100. Fig.

4 (a)-(d) shows, respectively, the variations of rms values of

the reconstructed 5th order element obtained for using these

three replication numbers and that without data expansion.

Fig.4 (a) shows the highest level of rms variation without data

expansion, the oscillation error (%), with the discrete meyer,

is about 20%. With i changing from 100 to 10, data samples

from 6400, 3200 to 640 in Fig.4 (b) to (d), the corresponding

error percentages are 1.5%, 5% and 8%, respectively. Thus,

replicating to 6400 samples is chosen since it is the most

accurate and the processing times for all cases are the same.
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Fig. 4. Reconstructed 5th order element by discrete meyer (a) without
data expansion, (b) with data expansion expanding to 6400 samples (c)3200
samples and (d)640 samples.

Note for the analysis without data expansion, the data

window is extended to 2 fundamental periods, hence 256

samples in total are available, and consequently the data

tracking speed is naturally slower.

C. Boundary Distortion Reduction

The problem of edge effects in filtering would affect the

accuracy of the DWPT results, due to that the convolution is

performed on a signal with finite-length. Several conventional

methods for correcting this effect have been developed [38].

In this work, the application of data expansion technique is

shown effective in suppressing the edge distortion effect.

Implementation of the DWPT is performed from the begin-

ning at every sample interval with the full set of data. Due to

the data duplication, the edge distortion effect is significantly

reduced. Fig. 5(b) shows the reconstructed 5th order harmonic

waveform derived at two selected data points, one, 2874(black

line), is at the middle of the data window and the other,

5998(red line), near the end. As can be seen both waveform

conform well with the original one(blue line). There are little

errors shown in amplitude, the small phase delay is due to

data processing.

V. DWPT-BASED ADAPTIVE HARMONIC CONTROL

In this study, the above DWPT algorithm is used for

harmonic cancellation by the MMCC-STATCOM of Section

II. The key element in the STATCOM filtering scheme is

an adaptive multiple frequency band notch filter-chain, which

consists of a number of single band-stop notch filters. The

numbers of these filters and their parameters are updated

according to the harmonics extracted by the DWPT operating

online in real-time. Fig.6 illustrates the overall control strategy

for the MMCC-STATCOM and comprises three main parts:

the DWPT-based ANF, the cluster sub-module voltage balance
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control, and overall current control block. The latter two parts

are well-known and need not be described here.
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Fig. 6. Overall control strategy for the MMCC-STATCOM.

A. DWPT-based ANF

A notch filter can effectively attenuate a harmonic element

in the applied signal. The transfer function of a single notch

filter is expressed as [39]:

T (s)NF =
s2 + ω2

0

s2 + 2σω0s+ ω2
0

(8)

where ω0 is the required stop frequency and σ is the damping

ratio which determines the width of the notch. To attenuate

a range of even and inter-harmonic elements surrounding the

dominant odd harmonics, the damping factor can be adjusted

in order to widen the frequency stop-band. Fig.7 shows the

Bode plot of a notch filter when the stop-frequency is set at the

5th order harmonic (1570 rad/s) with different damping ratios

from 0.1 to 0.5. It is clear that dB values of harmonic elements

close to the 5th order are substantially attenuated. However,

larger damping ratio comes with a price of increased phase

shift. A study using a system shown in Fig. 1 with load firing

angle changing has been performed. The results are shown in

Table II with σ changing from 0.1 to 0.5 for periods 2, 3, 4

denoting firing angles 0°, 30°and 45° respectively. It is clear

that the higher σ yields lower THD of the resultant current

waveform but a longer time delay in the current response.

Especially when the damping ratio is around 0.5, the delay

Fig. 7. Bode diagram for adaptive notch filters.

TABLE II
THD VALUES OF PCC CURRENT AND SETTLING TIME FOR DIFFERENT

DAMPING RATIOS OF NOTCH FILTERS

Damping ratio Period 2 Period 3 Period 4 Settling time(ms)

σ=0.1 2.04% 2.77% 4.77% 11.445
σ=0.2 1.91% 2.74% 4.44% 14.634
σ=0.3 1.85% 2.56% 4.1% 17.236
σ=0.5 1.75% 2.34% 3.7% 21.103

time is about 21ms, twice as long as that when σ is 0.1, so a

compromise needs to be made. In this case, σ = 0.2 is chosen.

The current harmonics in a power system may be time

varying, correspondingly the frequencies of the chained notch

filters need to be adjusted, hence being adaptive. The config-

uration of the adaptive notch filter with DWPT as harmonic

element tracker is shown in Fig.8. As can be seen in this

figure, Re1 up to Re17 are the reconstructed signals ranging

from the fundamental to 17th harmonic, j represents the

number of notch filters required in the chain and ω(j) stores

the selected harmonics to be eliminated. The selection is

based on IEEE-519-2014 [32] standard, in which the allowed

maximum harmonic current distortion is 4% from the 3rd to

11th harmonic and 2% between the 11th and 17th. Thus

when the ratio between the 13th or 17th harmonic and the

fundamental is higher than 2%, this order is included in the

notch frequencies ω(j) to be eliminated. However, in this

work, the maximum number of chained filters is five, since

more filters in the chain increase the transient response time to

more than about 12ms. A comparison of the maximum notch

filter numbers performed is presented in the Section VI(B).

Implementation of the DWPT algorithm in real-time relies

on having enough data samples to produce accurate results.

A moving data window based on the FIFO scheme is used

and the data is held in a buffer. Once the harmonic elements

in the power line current are identified by the DWPT-based

ANF, their elimination by the MMCC-STATCOM relies on

setting the reference current of its current controller. This can
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be achieved by turning the band-stop ANF into a band-pass

filter. Fig. 9 shows the implementation of the adaptive band-

pass filter for three-phase current. The measured power line

three-phase current is processed by the ANF, and the output

is then subtracted from the original current. The resultant

output becomes the one part of the reference current for the

STATCOM controller. The fundamental part is the reactive

current.
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Fig. 9. Implementation of a three-phase band pass filter.

When simultaneous reactive power compensation is re-

quired. This can be obtained by either using a PCC voltage

control scheme or direct measurement of the reactive load

current element. Here the latter method is chosen.

VI. SIMULATION RESULTS

To verify the above control scheme for harmonic current

cancellation. The power system with the MMCC-STATCOM

has been simulated as shown in Fig.1. The system component

parameters are listed in table III.

The whole simulation process is designed with four different

operation periods as follows:

Period 1: From 0s to 0.05s, the system supplies distorted

current to the three-phase thyristor-controlled non-linear load

with firing angle 0°. MMCC-STATCOM is disabled, so the

converter compensation current IC is zero.

Period 2: From 0.05s to 0.1s, STATCOM is switched on and

working to compensate reactive power and harmonic current.

The firing angle remains 0°.

Period 3: From 0.1s to 0.2s, STATCOM continuous operat-

ing with the load firing angle changes to 30°.

Period 4: From 0.2s to 0.3s, the load firing angle is changed

to 45°.

The corresponding current waveforms measured at the PCC

are shown in Fig.10. The THD values and ratios of the

dominant harmonic elements to fundamental current drawn by

the load are listed in Table IV. The fifth harmonic is the most

significant, followed by the 7th and 11th. However, when the

firing angle is 30°, the 13th harmonic increases to above 2%

which can not be ignored. Likewise at the firing angle is 45°,

the 17th harmonic is 4.0% which is higher than 2% and should

be eliminated.

TABLE III
PARAMETERS FOR SIMULATION

Sending end voltage Vs 110V
Inductor L 2mH

Load resistance RL 0.1Ω
Load inductance LL 10mH

Capacitor C 1.12mF
Non-linear load resistor 30Ω

Non-linear load capacitor 1mF
Capacitor voltage for each sub-module 50V

Switching frequency 1KHz
Memory Buffer 64

Sampling frequency 6400Hz
DWPT decomposition layers 5
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Fig. 10. Load current IR from non-linear load when firing angle changes
from 0° to 30° at 0.1s and from 30° to 45° at 0.2s.

A. Harmonic detection using DWPT with/without data expan-

sion

Using the data expansion method discussed in Section IV,

the identified ratios (%) of the 5th, 7th, 11th, 13th and 17th
harmonic magnitudes to the fundamental current are shown

in Fig.11, and that without data expansion are displayed in

Fig.12.

Clearly, by applying data expansion method, the transient

oscillations of harmonic ratios are lower and they settle down

faster than when expansion is not used. Observing the ratios

of the 11th, 13th and 17th harmonics, shown in Figs.11A(e),

(g), (i), identified by the DWPT with data expansion at firing

angle 0°, these all have low peak-to-peak values of respectively

0.2%, 0.3% and 0.02%. On the other hand, the harmonic

ratios identified by the DWPT without data expansion, for

load current with the same the firing angle, are shown in Figs.

12(e), (g), (i), their peak-to-peak values are significantly higher

being 1.8%, 1.1% and 0.4% respectively. It is worth noting

that, when identified without data expansion, 11th and 13th
harmonics in this period fluctuate and sometimes fall below

the required level (2%). This is undesirable since the chained
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TABLE IV
THD VALUE AND EACH ODD HARMONIC RATIOS OF IR

Firing angle 0° 30° 45°

THDs 20.8% 27.91% 32.95%
250Hz(5th) 18.1% 25.65% 30.49%
350Hz(7th) 5.92% 6.29% 6.23%

550Hz(11th) 2.92% 6.27% 8.77%
650Hz(13th) 1.41% 3.34% 2.86%
850Hz(17th) 1.36% 1.59% 3.98%

notch filters in the ANF are set in real-time according to the

identify harmonic orders. Frequent variations of the ANF will

lead to inaccuracy in harmonic compensation.

When the firing angle is 30°, the peak-to-peak harmonic

ratio for the same 11th, 13th and 17th harmonics are shown

also in Fig.11A (f), (h), (j); with data expansion they are

0.7%, 0.7% and 0.05%.. The results with no data expansion,

as shown in Fig.12(f), (h), (j), are significantly higher at 4.0%,

1.0% and 0.6%. Clearly the data expansion method, improves

the accuracy and stability of the identified harmonic values.

According to the UK National Grid Code, the nominal

frequency is 50Hz, with an allowed interval of 49.5Hz to

50.5Hz under normal operation [40], thus it is necessary to

evaluate the performance of the DWPT at the extremes of the

grid frequency compared the results with those obtained at

50Hz. Fig.11 shows the DWPT identified harmonic compo-

nents for these system frequency cases. Note the displayed

results for these two frequencies correspond to the period

with a load firing angle of 30°and 45°, where the harmonic

response performance is considered the worst. It can be seen

clearly that the estimated harmonic magnitudes present slightly

higher fluctuations than when the frequency is 50Hz, while

settling down to their respective steady-states. The patterns

of fluctuations repeat every 20ms. This is because the DWPT

data window width is set as a half cycle of 50Hz. However,

since the ratios of the harmonic amplitudes to the fundamental

amplitude frequency are, in general, only about 0.6% higher

than at 50Hz, they lead to activating the same group of notch

filters as those selected at 50 Hz. For example, as shown

in Fig.11B.(a), (b), (c), (d) and (e) when frequency is at

49.5Hz, all oscillation levels are higher than the set criterion

for triggering the corresponding notch filter, consequently the

same group of notch filters is set and the filtered current THD

values measured at the PCC are the same as those when the

system frequency is 50Hz. There is only one case which may

affect the setting of a notch filter, namely when the frequency

is 50.5Hz, the ratio of the 13th harmonic (Fig. 11 C.(d)) to the

fundamental drops to slightly lower than the 2% limit. This

may leads to the corresponding notch filter being cancelled.

This, however, has not resulted in a significant negative effect

on the performance of the filtered current since the other

harmonic elements identified do not fall below the limit (2% or

4%). The current performance is in fact better than that without

the data expansion , when the system frequency is 50Hz. Thus

it is clear the proposed DWPT+Notch filter scheme will work

well with the allowed grid frequency deviations.

In addition to the steady-state fluctuation range of the

detected harmonics, the transient performance is also worth

noting. In Fig.11, when the firing angle varies at 0.1s and

0.2s using the data expansion method, it takes about 0.01s for

the harmonic elements to settle to their steady-state values.

However, the transient time intervals are much longer without

using data expansion as can be seen in Fig.12. In general, it

takes about 0.02s for the harmonic magnitudes to settle to their

stable levels.

B. Current control results

Fig.13 shows the waveforms of current IS measured at the

PCC, its d component ISd , and the STATCOM compensating

current IC , using the ADF combined with DWPT using data

expansion. The same current waveforms obtained without data

expansion are displayed in Fig.14.

During periods 1 and 2, the load firing angle is 0°, and

the identified harmonic orders with ratio above 2% lead to

three notch filters being used in the STATCOM control system,

namely at the 5th, 7th and 11th harmonics. As can be seen

in Fig.13(a) the STATCOM is not turned on initially until

at 0.05s, so the PCC current waveform is distorted first then

becoming sinusoidal when STATCOM is effective. Likewise

the d-component of IS , shown in Fig.14(d), is oscillatory first

and then becomes a stable DC current with small ripples after

0.05s. These are all due to the output of the STATCOM, whose

current IC , as displayed in Fig, 13(g), is zero initially and then

active. In contrast, Figs. 14(a), (d) and (g) show the waveform

of the current measured at the same points under the same load

condition but without data expansion. Clearly in this case, the

PCC current contains more ripples than are seen in Fig.13 (a),

and the ripple magnitude in ISd is significantly higher. This is

also reflected by comparing the THD values of IS as shown

in table V, the former is 1.91% for the current in Fig.13(a) and

the latter is 6.21% for the current shown in Fig.14(a). Clearly

the THD value obtained by using the method without data

expansion cannot meet the standard set in IEEE-519-2014.

The current waveforms measured during Period 3 when

using data expansion are shown in Fig.13 (b), (e) and (h). At

0.1s, the load firing angle is changed from 0° to 30°, corre-

spondingly both the harmonic components and their respective

magnitudes in the measured current change. In response, the

DWPT in the current control scheme identifies the harmonic

elements and subsequently reset the frequencies of the ANF.

In this case, the 13th order is about 4%, hence the ANF now

has 4 notch filters in cascade at of the 5th, 7th, 11th and

13th harmonic frequencies. This process takes about 0.015s,

hence the current performance during this transient interval

may be affected adversely. As shown in Fig. 13(b), the levels

of harmonic contamination in IS are higher than those during

the transient interval from Periods 1 to 2. Even after the

transient period, the current waveform performance is slight

worsened, since the THD value for PCC current IS is raised to

2.74% . For the same Period 3, the current waveform obtained

when using the DWPT method without data expansion are

shown in Fig.14(b), (e) and (h). The IS fluctuation, during

the transient interval after the firing angle changing at 0.1s, is

higher and last longer than those shown in Fig.13(b) with use
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Fig. 11. Variations of the 5th, 7th , 11th, 13th and 17th harmonic to fundamental ratio identified by DWPT with data expansion when power system frequency
is 50Hz, 49.5Hz and 50.5Hz. (A)When power system frequency is 50Hz: (a)5th order when firing angle changing from 0° to 30° and (b)from 30° to 45°(c)7th
order when firing angle changing from 0° to 30° and (d)from 30° to 45° (e) 11th order when firing angle changing from 0° to 30° and (f)from 30° to 45°
(g)13th order when firing angle changing from 0° to 30° and (h) 30° to 45° (i) 17th harmonic when firing angle changing from 0° to 30° and (j)from 30°
to 45°.(B)When power system frequency is 49.5Hz and firing angle is from 30° to 45°: (a)5th order when firing angle (b)7th order(c) 11th order(d)13th
order (e) 17th harmonic. (C)When power system frequency is 49.5Hz and firing angle is from 30° to 45°: (a)5th order when firing angle (b)7th order(c) 11th
order(d)13th order (e) 17th harmonic

of data expansion. According to the THD values of IS after

the transient period dies down, the results from both methods

are similar (2.73%), showing that the notch filter frequencies

identified by both methods are the same.

The current waveform at periods 3 to 4 when the load firing

angle is changed from 30° to 45° are shown in Fig.13(c),

(f) and (i) using data expansion, and in Fig.14(c), (f) and

(i) without data expansion. In this load condition, the 17th
order becomes exceeds 2%, hence the number of chained

notch filters is increased from 4 to 5 having frequencies at

the 5th, 7th, 11th , 13th , and 17th orders. Clearly using

both methods, the PCC current shows severe distortion during

transient interval, though the current waveform in Fig.13 (c)

settles more quickly than that shown in Fig.14(c). At steady-

state, the current performance obtained with data expansion is

better than that without data expansion, since the THD value

of IS for the former is 4.44% (table V), whereas the latter has

a THD value as high as 4.87% .

TABLE V
THD VALUES OF PCC CURRENT IS

Firing angle 0° 30° 45°

With data expansion 1.91% 2.74% 4.44%
Without data expansion 6.21% 2.73% 4.87%

Fig.15 compares waveforms of the PCC current and its d

component obtained using four and five notch filters. The

response waveform are taken from period 3 to period 4 (in

Fig.13), with the firing angle changed from 30° to 45° at 0.2s.

In Fig.15 (a) and (c), four notch filters are set for 5th, 7th,

11th and 13th harmonics, and in (b) and (d) an additional

notch is added at the 17th. The settling time is initially 8.7ms

and is increased by about 2ms in (b) and (d). However, the

THD value for the PCC current is reduced from about 5.4%

(4 filters) to 4.8% (5 filters). Since the standard THD limit in

the input current is set to 5%, the maximum of 5 notch filters

is chosen even though its corresponding current response time

is slightly longer.

It is notable that the computational burden for the data

expansion method is high compared to that of implementing

the current control algorithm. To mitigate this burden in

the real-time implementation, the DWPT algorithm has been

implemented at every other sample instead of every time.

As a result, the harmonic estimation result is updated at the

frequency of 3200Hz rather than 6400Hz. This gives sufficient

time for DWPT algorithm implementation without sacrificing

the accuracy. The time delay increase incurred for the notch

filter update corresponding to a load change is about 1/3200s

and is negligible compared to that for the whole algorithm.
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Fig. 12. Variations of the 5th, 7th , 11th, 13th and 17th harmonic to fundamental ratio identified by DWPT without data expansion (a) 5th order when
firing angle changing from 0° to 30° and (b)from 30° to 45°(c) 7th order when firing angle changing from 0° to 30° and (d)from 30° to 45°(e) 11th order
when firing angle changing from 0° to 30° and (f)from 30° to 45° (g)13th order when firing angle changing from 0° to 30° and (h) 30° to 45° (i) 17th
harmonic when firing angle changing from 0° to 30° and (j)from 30° to 45°.

0.03 0.04 0.05 0.06 0.07 0.08
-10

-5

0

5

10

0.08 0.09 0.10 0.11 0.12 0.13 0.14 0.15
-10

-5

0

5

10

0.03 0.04 0.05 0.06 0.07 0.08
0

2

4

6

0.08 0.09 0.10 0.11 0.12 0.13 0.14 0.15
0

2

4

6

0.03 0.04 0.05 0.06 0.07 0.08
-6

-4

-2

0

2

4

6

0.08 0.09 0.10 0.11 0.12 0.13 0.14 0.15
-6

-4

-2

0

2

4

6

0.18 0.19 0.20 0.21 0.22 0.23 0.24 0.25
-10

-5

0

5

10

0.18 0.19 0.20 0.21 0.22 0.23 0.24 0.25
0

2

4

6

0.18 0.19 0.20 0.21 0.22 0.23 0.24 0.25
-6

-4

-2

0

2

4

6

PCC currentPCC currentPCC current

C
u

rr
e
n

t(
A

)

(a)

C
u

rr
e
n

t(
A

)

(b)
d component of PCC currentd component of PCC currentd component of PCC current

C
u

rr
e
n

t(
A

)

(d)

C
u

rr
e
n

t(
A

)

(e)

time(s)

Converter output current

time(s)time(s)

Converter output currentConverter output current

C
u

rr
e
n

t(
A

)

(g)

C
u

rr
e
n

t(
A

)

(h)

C
u

rr
e
n

t(
A

)

(c)

C
u

rr
e
n

t(
A

)

(f)

C
u

rr
e
n

t(
A

)

(i)

Period 1 Period 2 Period 2 Period 3 Period 3 Period 4

Fig. 13. Variations of current waveforms using method with data expansion: IS (a)from period 1 to period 2(b)from period 2 to period 3(c)from period 3
to period 4. ISd (d)from period 1 to period 2(e)from period 2 to period 3(f)from period 3 to period 4. Compensation current IC (g)from period 1 to period
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Fig. 14. Variations of current waveforms using method without data expansion: IS (a)from period 1 to period 2(b)from period 2 to period 3(c)from period 3
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Fig. 15. Variations of current waveforms using method with data expansion:
IS (a)from period 3 to period 4 when maximum number of notch filters is
four (b) when the maximum number is 5. ISd (c)from period 3 to period
4 when maximum number of notch filters is four (d) when the maximum
number is 5.

VII. CONCLUSIONS

The paper proposed a modified DWPT with data expansion

method for harmonic extractions of power line current. The

results have shown that this method identifies the rms values

of the dominant harmonics accurately and responds quickly to

the current waveform changes. Importantly the technique was

shown to reduce the edge distortion effect compared to the

traditional method. The DWPT identifying harmonic elements

has been used to update the number and frequencies of a

notch filter chain which is embedded in the current control

system of an MMCC-STATCOM. The results from harmonic

cancellation performed by the STATCOM show that using the

DWPT with data expansion, the controller responded faster,

with less than 15ms, to the transient changes of the current

waveform compared to that without data expansion ( more than

20ms). The accuracy in harmonic cancellation is evaluated

according to the THD of the PCC current measured at the

steady-states. In all operation conditions, the THD values are

lower than obtained using the DWPT without data expansion.
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