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Abstract—Active participation from human subjects can 

enhance the effectiveness of robot-assisted rehabilitation. 

Developing interactive control strategies for customized assistance 

is therefore essential for encouraging human-robot engagement. 

However, existing human-robot interactive control strategies lack 

precise evaluation indicators with effective convergence method to 

steadily and rapidly customize appropriate assistance during task-

oriented training. This study proposes a performance-based 

iterative learning control algorithm for robot-assisted training, 

which aims at providing subject-specific robotic assistance to 

encourage active participation. Three performance indicators 

based on a Fugl-Meyer Assessment (FMA) regression model are 

introduced to associate clinical scales with robot-based measures, 

and a fuzzy logic is employed for comprehensive performance 

evaluation. To increase efficient training time, a piecewise learning 

rate based iterative law is applied to quickly converge to a subject-

specific control parameter session by session. The proposed 

strategy is preliminarily estimated for a case of bilateral upper 

limb training with an end-effector based robotic system. 

Experimental results with human subjects indicate that the 

proposed strategy can obtain appropriate parameters after only 

several iterations and adapt to random perturbations (like muscle 

fatigue). 

 
Index Terms—Bilateral upper limb, performance-based, robot-

assisted rehabilitation, subject-specific, training task planning. 

 

NOMENCLATURE 𝐿𝑏 Distance between the handles. 𝑃𝑐  Center position of 𝐿𝑏. 𝑞𝑑  Desired position. 𝑞𝑚 Measured position. 𝐹 Interactive force. 𝑀,𝐵, 𝐾 Admittance parameters. 𝑃𝑛 , 𝑆𝑛 , 𝐷𝑛  Measured peakspeed, smoothness, and 

duration of the 𝑛𝑡ℎ round. 
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I. INTRODUCTION 

 eveloping an effective rehabilitation strategy is one of the 

most significant aspects of research on motor recovery [1]-

[4]. Conventional rehabilitation interventions mainly rely on 

one-on-one therapy by physiotherapists. However, this manual 

training lacks efficient outcomes owing to its great work 

intensity and poor repeatability [5]. To address this issue, robot-

assisted rehabilitation has been increasingly reported [6]-[9]. 

Unlike isolated robotic systems in which the devices only 

need to perform high tracking precision and control stability 

[10]-[12], another key principle should be taken into account in 

rehabilitation robots, that is developing assistive strategies to 

improve patients’ active participation during the training. 
Current evidence indicates that training with a high level of 

engagement contributes to the remodeling of the premotor 

cortex [13]. Therefore, providing tailored robotic assistance to 
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involvement and recovery by designing appropriate human-

robot interaction controllers is particularly significant. 

Impedance/admittance control was developed as a baseline 

control method to perform compliant human-robot cooperation 

[14]-[18]. On that basis, several advanced strategies were 

further exploited with adaptive laws to provide appropriate 

assistance only when patients cannot accomplish training tasks, 

which is also known as “assist-as-needed (AAN)” control 
techniques [19]-[24]. Pehlivan, et al. [23] proposed a minimal 

AAN controller for wrist rehabilitation robots, in which the 

adaptive input estimation scheme included extended Kalman 

filter with Lyapunov stability analysis. The experimental results 

on healthy subjects showed that the algorithms could promote 

active participation of subjects with varying degrees of 

impairment. Luo, et al. [24] proposed a Gaussian radial basis 

function (RBF) networks-based method to quantify the degree 

of users’ impairment, and a greedy principle was employed to 

update the networks to increase human active engagement. 

Agarwal and Deshpande [25] developed two adaptive 

impedance controllers to provide accurate torque assistance to 

a subject. A neural-network-based force-field model was built 

to assist the finger motion to follow a target trajectory, and a 

radial basis function (RBF) network was used to provide a 

feedforward assistance for accurate trajectory tracking. Zhang, 

et al. [26] proposed a reinforcement learning-based impedance 

controller to achieve AAN training, where the stiffness of the 

force-field was regulated based on the trajectory tracking errors. 

The proposed controller implemented an actor-critic structure 

to avoid the requirement of the prior knowledge. While the 

above-mentioned studies achieved good results, using a single 

variable, such as trajectory tracking error, movement velocity, 

or interactive force, has limited reliability and stability to 

accurately estimate subjects’ motor functions. In this case, the 

robotic system has more possibility of providing unsuitable 

assistance, which may cause patients’ negative emotion or 
intermittent slack during the training. Thus, it is important to 

evaluate motion state accurately to formulate robotic subject-

specific assistance for maximizing active participation of the 

patients. 

To address this issue, performance-based control strategies 

have been proposed [27], [28]. These strategies are dependent 

on multiple kinematics indicators to comprehensively evaluate 

subjects’ motor functions, and adaptive controllers are designed 

to optimize robotic assistance based on the evaluation results. 

Krebs, et al. [27] detailed a concept of performance-based 

progressive robot therapy with MIT-MANUS, which included 

four diverse indicators in task-oriented training. A piecewise 

function was adopted as an adaptive algorithm to tune the task 

difficulty. Similarly, Papaleo, et al. [28] presented a patient-

tailored approach by using a 7 degrees of freedom (DOFs) robot 

arm for three dimensional (3D) upper limb training. Three 

different performance indicators were developed to evaluate 

motor ability through a weighted sum method. Although these 

objective measures appear to be useful, they are not tightly 

linked to widely accepted clinical scales, such as Fugl-Meyer 

Assessment (FMA), the Motor Status Score (MSS), or the 

modified Ashworth Scale, which may reduce the evaluation 

reliability of limbs’ motor ability. Additionally, using fixed 
weights based linear combination or simple piecewise function 

cannot guarantee that the control parameters will converge to 

some stable values, which potentially leads to frequent changes 

of robotic assistance. This negative robotic intervention would 

affect patients’ active engagement and even bring about unsafe 

training process. 

In this study, we propose a performance-based iterative 

learning control strategy to adaptively and rapidly convergent 

to subject-specific training difficulty levels. Three kinematic 

parameters of a FMA regression model are applied as the 

measurement indicators to characterize subjects’ motor 
functions, and a fuzzy logic is involved as an information fusion 

technique for comprehensive evaluation of the performance. 

Finally, a piecewise learning rate based iterative law is 

employed to optimize control parameters to achieve subject-

specific. Compared with prior studies, the main contributions 

of the paper include the following. 

1) Clinical scales related measures can improve the reliability 

of the performance evaluation for limb’s motor ability and 
avoid the multicollinearity between the evaluation indicators. 

Besides, using fuzzy logic can help to establish a precise and 

quantitative evaluation model. 

2) A piecewise learning rate based iterative method can speed 

up searching process for optimal parameters and remain the 

convergence procedure stable, which contributes to increasing 

efficient training time. 

II. METHODS 

A. System Configuration 

The robotic device is a platform for human bilateral upper 

limb training with three degrees of freedom (DOFs). It 

comprises two components, including a motion module and two 

hand holders. The motion module consists of three mutually 

perpendicular linear slide systems that with the aim to transfer 

the rotatory motion of the motors to the linear motion of the 

eight sliders by using six dustless linear motion modules. The 

hand holders are respectively and rigidly connected with sliders 

through two three-axis force sensors.  

The predefined data on the PC are transferred to the main 

control platform CompactRIO through an ethernet network. 

The output signals of CompactRIO are used to control the servo 

system. Then, the servo system provides position feedback in 

the form of pulse signals to the CompactRIO based on a digital 

acquisition module. Two three-axis force sensors are installed 

to measure real-time human-robot interaction, thereby 

facilitating the interactive bilateral upper limb training. For 

training safety, a series of photoelectric switches are set up at 

the side edges of the dustless linear motion modules. They are 

also used as a reference to set the starting position of the hand 

holders. 

B. Task and Performance Indicators 

The proposed robot-assisted bilateral training strategy is 

presented in Fig. 1. During the training, the subject is asked to 

straightly stand on the ground, grasp the handles, and focus on 
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the training task shown on the visual interface. The handles are 

coupled as a link by programming, where the distance is 

denoted as 𝐿𝑏 . The synchronous movement of the handles is 

actuated by the resultant force. The task is a two-dimensional 

target-to-target reaching training, as shown in Fig. 1. The 

annulus with light orange shadows denotes the targets. Each 

target’s position 𝑃𝑐 is located at the center of the robotic handles. 

After reaching one target, another random target will be 

generated for a new round in the same session of the training. 

To make each round of the training consistent, the distance 

between any two targets is equal, denoted as 𝐿.  

To quantize the performance of target-to-target task, 

Bosecker, et al. [29] built a detailed FMA model by using linear 

regression analysis based on clinical data from 111 chronic 

stroke subjects, which is obtained in (1), 𝐹𝑀𝐴 = −22.39 + 44.04 ∙ 𝑃𝑛 + 112.94 ∙ 𝑆𝑛 + 2.15∙ 𝐷𝑛 − 20.00 ∙ 𝐽𝑛 
(1) 

where the parameter 𝑃𝑛  represents peakspeed, defined as the 

maximum speed of movement. The parameter 𝑆𝑛 is smoothness, 

defined as the ratio mean value of speed to the peak value. The 

parameter 𝐷𝑛 denotes duration, which is the completion time of 

the nth round of the training task. The parameter 𝐽𝑛 means joint 

independence, and it is mainly applied for circle drawing task 

evaluation. Considering that the proposed training strategy 

belongs to the reaching task, the former three indicators are 

adopted to evaluate the training performance of the subjects’ 
motor functions. 

C. Control System with Adaptation 

The control system consists of an admittance law module, a 

position controller, a performance acquisition module, a fuzzy 

logic module, and an iterative tuning module, as presented in 

Fig. 2. 

The admittance law module makes the device operate with 

specific inertia, specific damping, and unfixed stiffness by 

measuring and controlling the force from two force sensors. 

These parameters are equal on the X-axis and the Y-axis. The 

admittance equation is written as in (2). 𝑞𝑑 = 𝐹𝑀𝑠2 + 𝐷𝑠 + 𝐾 (2) 

𝐹 = 𝐹𝑙 + 𝐹𝑟  (3) 

Here, 𝐹 = [𝐹𝑥 𝐹𝑦]𝑇  denotes the measured interactive force 

vector along the X-axis and the Y-axis, which is determined by 

the forces applied on the left handle 𝐹𝑙 = [𝐹𝑙𝑥 𝐹𝑙𝑦]𝑇and the 

right handle 𝐹𝑟 = [𝐹𝑟𝑥 𝐹𝑟𝑦]𝑇 , as shown in (3). Setting 𝑞𝑑 = [𝑞𝑑𝑥 𝑞𝑑𝑦]𝑇  as the desired position vector caused by the 

interactive forces, the admittance law can be simplified into (4) 

as a linear spring, where 𝑀 = 𝐷 = 0 [30].  
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Fig. 2. Control diagram of the robotic system. The measured parameter 𝐹 is 

the vector of human-machine interactive forces on the X-axis and the Y-axis. 

The output of the admittance law 𝑞𝑑 is the vector of the desired position, and 𝑞𝑚 is the vector of the measured position. The output of the PID controllers U 

is the vector of voltage, which is the input for motors. For the performance 

evaluation, the parameters 𝑃𝑛𝑒 , 𝑆𝑛𝑒  and 𝐷𝑛𝑒  are performance evaluation 

indicators corresponding to the errors of peakspeed, smoothness, and duration 

in the 𝑛𝑡ℎ training round. Then, the fuzzy logic is to obtain a comprehensive 

performance error 𝐸𝑛. After tuning the 𝐾𝑛−1 by iterative learning, the modified 

admittance parameter 𝐾𝑛+1−1  can be calculated and used in the (𝑛 + 1)𝑡ℎ 

training round. 
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Fig. 1. Schematic diagram of the proposed training strategy. The orange 

arrowed lines refer to the global coordinate system. The distance between two 

handles is fixed as 𝐿𝑏 . The parameter 𝑃𝑐  is the center position between the 

handles. As shown in the visual interface, the parameter 𝐿  represents the 

distance between any two targets. 
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𝑞𝑑 = 𝐾−1𝐹 (4) 

The position controller is used to convert the desired position 

vector into the required motor voltage 𝑈 = [𝑈𝑥 𝑈𝑦]𝑇. 

In terms of the performance acquisition module, the 

measured performance 𝑃𝑛, 𝑆𝑛 and 𝐷𝑛 will be worked out when 

the nth round of the task is accomplished, as in (5) to (7), 

𝑃𝑛 = 𝑚𝑎𝑥 {𝑑‖ 𝑞𝑛1 𝑑 ‖2𝑑𝑡 , 𝑑‖ 𝑞𝑛2 𝑑 ‖2𝑑𝑡 , … , 𝑑‖ 𝑞𝑛𝑚 𝑑 ‖2𝑑𝑡 } (5) 

𝑆𝑛 = �̅�𝑛𝑃𝑛 

      = ∑ ‖ 𝑞𝑛𝑖 𝑑 ‖2𝑚𝑖=1∑ ‖ 𝑡𝑛𝑖 ‖2𝑚𝑖=1𝑚𝑎𝑥 {𝑑‖ 𝑞𝑛1 𝑑 ‖2𝑑𝑡 , 𝑑‖ 𝑞𝑛2 𝑑 ‖2𝑑𝑡 , … , 𝑑‖ 𝑞𝑛𝑚 𝑑 ‖2𝑑𝑡 }  
(6) 

𝐷𝑛 = 1𝑚∑ 𝑡𝑛𝑖𝑚
𝑖=1  (7) 

where the parameter 𝑞𝑛𝑖 𝑑 is the 𝑖𝑡ℎ desired position vector in the 𝑛𝑡ℎ round on X-axis and Y-axis, respectively. The parameter 𝑡𝑛𝑖  

represents the corresponding time. The parameter 𝑚  is the 

sample number in one round. Then, the performance errors can 

be calculated based on three measured performance indicators 

with desired task performance as in (8) to (10), 

𝑃𝑛𝑒 = {𝑃𝑑 − 𝑃𝑛 , 𝑃𝑛𝑒𝜖[−𝑃𝑡ℎ𝑟 , 𝑃𝑡ℎ𝑟]𝑃𝑡ℎ𝑟 , 𝑃𝑛𝑒𝜖(𝑃𝑡ℎ𝑟 , +∞)−𝑃𝑡ℎ𝑟 , 𝑃𝑛𝑒𝜖(−∞, 𝑃𝑡ℎ𝑟)  (8) 

𝑠𝑛𝑒 = {𝑆𝑑 − 𝑆𝑛, 𝑆𝑛𝑒𝜖[−𝑆𝑡ℎ𝑟 , 𝑆𝑡ℎ𝑟]𝑆𝑡ℎ𝑟 , 𝑆𝑛𝑒𝜖(𝑆𝑡ℎ𝑟 , +∞)−𝑆𝑡ℎ𝑟 , 𝑆𝑛𝑒𝜖(−∞, 𝑆𝑡ℎ𝑟)  (9) 

𝐷𝑛𝑒 = {𝐷𝑛 − 𝐷𝑑 , 𝐷𝑛𝑒𝜖[−𝐷𝑡ℎ𝑟 , 𝐷𝑡ℎ𝑟]𝐷𝑡ℎ𝑟 , 𝐷𝑛𝑒𝜖(𝐷𝑡ℎ𝑟 , +∞)−𝐷𝑡ℎ𝑟 , 𝐷𝑛𝑒𝜖(−∞,𝐷𝑡ℎ𝑟)  (10) 

where parameters 𝑃𝑑 , 𝑆𝑑 , 𝐷𝑑  are the desired peakspeed, 

smoothness and duration. 𝑃𝑡ℎ𝑟 , 𝑆𝑡ℎ𝑟  and 𝐷𝑡ℎ𝑟  are 

corresponding threshold values to limit the maximum and 

minimum ranges of variations. To make the thresholds 

appropriate, a physiotherapist is involved to give basic 

references at first. Then, they are further adjusted according to 

the feedbacks of the subjects after a series of previous 

experiments. 

For the calculation procedure of the desired performance 

indicators, the Fitts’s law is used to define 𝐷𝑑 of one round as 

in (11) [31], 𝐷𝑑 = 𝑎 + 𝑏 ∙ 𝑙𝑜𝑔2(𝐿𝑅) (11) 

where 𝑅 denotes the radius of the targets, and 𝐿 represents the 

distance between any two targets. The parameters 𝑎 and 𝑏 are 

constant values, which are commonly set according to clinical 

training requirements. 

Considering that the training belongs to the type of reaching 

task, the minimum jerk principle is involved to associate the 

motion time with the displacement as in (12) [32], 𝑄 = 𝐿 ∙ (10𝑡3𝑇3 − 15𝑡4𝑇4 + 6𝑡5𝑇5 ) (12) 

where the parameter 𝑇 is equivalent to 𝐷𝑑. To further analyze 

the speed variables, the equation (13) can be obtained by taking 

the derivative of (12). 𝑉 = 𝑄′ = 𝐿 ∙ (30𝑡2𝐷𝑑3 − 60𝑡𝐷𝑑4 3 + 30𝑡𝐷𝑑5 4) (13) 

Then, the parameter 𝑃𝑑 can be calculated as in (14)  𝑃𝑑 = 𝑚𝑎𝑥 (𝑉) (14) 

Further, the desired mean speed can be written as in (15) �̅�𝑑 = 𝐿𝐷𝑑 (15) 

Finally, the parameter 𝑆𝑑 is adapted as followed 𝑆𝑑 = �̅�𝑑𝑃𝑑 (16) 

The fuzzy logic module has a function of multi-information 

fusion for a multiple-input single-output system to obtain a 

comprehensive performance error. In general, the fuzzy logic 

mainly consists of three stages, including fuzzification, fuzzy 

inference, and defuzzification. The stage of fuzzification is the 

process of conversing the inputs and the output into 

membership functions. The inputs of the fuzzy logic module are 

above-mentioned performance errors 𝑃𝑛𝑒 , 𝑆𝑛𝑒 , 𝐷𝑛𝑒 , and the 

output is the comprehensive performance error, denoted as 𝐸𝑛. 

To define the linguistic variables, the range of variations of the 

inputs need to be transformed into normalized universe of 

discourses, which can be calculated based on linear 

transformation as in (17), 

{𝑈𝑃 = [−𝜆𝑃𝑃𝑡ℎ𝑟 , 𝜆𝑃𝑃𝑡ℎ𝑟]𝑈𝑆 = [−𝜆𝑆𝑆𝑡ℎ𝑟 , 𝜆𝑆𝑆𝑡ℎ𝑟]𝑈𝐷 = [−𝜆𝐷𝐷𝑡ℎ𝑟 , 𝜆𝐷𝐷𝑡ℎ𝑟] (17) 

where 𝜆𝑃, 𝜆𝑆, 𝜆𝐷 are proportionality coefficients. In this study, 

the universe of discourse is set as [-6,6] for both inputs and the 

output. The fuzzification of the inputs and outputs was through 

the triangular membership functions shown in Fig.3. Each input 

consists of three linguistic variables, denoted as E (easy), M 

(medium), and H (hard). The output variable has five linguistic 

variables, corresponding to BE (big easiness), SE (small 

easiness), NC (no change), SD (small difficulty), and BD (big 

difficulty). The parameters of each membership function were 

defined by the combination of the reference [33] and the pre-

experiments, whose shape is an isosceles triangle and the 

overlap between two adjacent membership functions is 50%. 
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The stage of fuzzy inference is to obtain linguistic variables 

of the output based on the fuzzified inputs and the fuzzy rules. 

The fuzzy rules commonly depend on experience to establish 

the mapping relationship between fuzzified inputs and the 

output, commonly using fuzzy language as 

“IF…AND…AND…THEN”. Table I lists the fuzzy output 

obtained by 27 combinations of the three fuzzy sets of input 

variables. The fuzzy rules are first developed by the weight 

relationship among the performance measures in (1) and further 

tuned through experiments. The Mamdani’s max-min method 

[34] is used for the inference process. Then, the membership 

degree resulted by each of the possible combinations is 

calculated first as in (18), 𝜇𝐸𝑗 = 𝑚𝑖𝑛{𝜇𝑃𝑗 , 𝜇𝑆𝑗 , 𝜇𝐷𝑗 }, 𝑗 = 1,2, … , 𝑙 (18) 

where 𝑗  is the number of possible combinations of input 

linguistic variables that lead the 𝑗𝑡ℎ output linguistic variable. 𝜇𝑃𝑗 , 𝜇𝑆𝑗, 𝜇𝐷𝑗  are the corresponding input linguistic variables to 𝜇𝐸𝑗 . 

The membership degrees of the output linguistic variable can 

be calculated as in (19). 𝜇𝐸𝑖 = 𝑚𝑎𝑥{𝜇𝐸1 , 𝜇𝐸2 , … , 𝜇𝐸𝑙 } (19) 

Finally, the stage of defuzzification is to convert the 

membership degrees of the output linguistic variable to the 

exact values for comprehensive performance evaluation. The 

centroid of area method is applied in this process to obtain more 

smooth output, as in (20), 

𝑧 = 𝑑𝑓(𝑧) = ∫ 𝑧𝜇𝐸𝑏𝑒𝑎𝑒 (𝑧)𝑑𝑧∫ 𝜇𝐸𝑏𝑒𝑎𝑒 (𝑧)𝑑𝑧  (20) 

where 𝑧 is the non-fuzzy output value. 𝑎𝑒 and 𝑏𝑒 are the lower 

and upper bounds of the area. 

The iterative tuning module is used to modify the admittance 

parameter to guarantee the convergence of the nth 

comprehensive performance error 𝐸𝑛  to zero with actions 

session by session, which can be described as in (21), 𝐾𝑛+1−1 = 𝐾𝑛−1 + 𝜌𝑛𝐸𝑛 (21) 

where 𝜌𝑛 is the iterative learning rate. It should be noted that a 

small 𝜌𝑛 will increase the training rounds to converge, which 

affects the training effectiveness. In contrast, a big 𝜌𝑛  will 

generate oscillations of the parameter, which may reduce the 

training safety and comfort. Accordingly, a piecewise function 

is developed to switch the various iterative learning rates based 

on 𝐸𝑛 as in (22),  

𝜌𝑛 = {𝜌𝑙 , |𝐸𝑛| ∈ [0, 𝐸𝑛𝑙 )𝜌𝑚, |𝐸𝑛| ∈ [𝐸𝑛𝑙 , 𝐸𝑛ℎ)𝜌ℎ , |𝐸𝑛| ∈ [𝐸𝑛ℎ, 𝐸𝑡ℎ𝑟] (22) 

where 𝐸𝑛𝑙  and 𝐸𝑛ℎ  are segment points to classify 𝐸𝑛  into three 

levels, and 𝜌𝑙, 𝜌𝑚, 𝜌ℎ are corresponding iterative learning rates. 

The parameter 𝐸𝑡ℎ𝑟  is the output threshold.  

III. EXPERIMENTAL RESULTS 

A. Experimental Protocol 

Eight healthy subjects (eight males: age 27.33±4.73, height 

1.76±0.04 m, weight 76.00±12.29 kg) volunteered to 

participate in this study. The study was approved by the 

Southern University of Science and Technology, Human 

Participants Ethics Committee (20190004) and consents were 

obtained from all participants. During the experiments, each 

participant was required to actively reach 50 targets displayed 

on the screen. 

In terms of the robotic device, the distance between two 

handles was set as 𝐿𝑏=350mm. Due to all the subjects being 

healthy individuals, the initial 𝐾0−1 was set at 0.1, and the range 

of 𝐾𝑛−1 was limited in [0, 0.12]. To guarantee the safety of the 

training, a stop button was provided for subjects to instantly 

shut down the system. In order to test the performance of the 

proposed control strategy, the experiments were divided into 

three blocks.  

 
(a)                                                       (c) 

 
(b)                                                       (d) 

Fig. 3. The membership functions of the input and the output variables. (a) The 

fuzzy peakspeed error. (b) The fuzzy smoothness error. (c) The fuzzy duration 

error. (d) The output membership function. 

 

TABLE I 

THE RULE TABLES FOR THE FUZZY LOGIC.  

No. 𝑃𝑛𝑒 𝑆𝑛𝑒  𝐷𝑛𝑒 𝐸𝑛 No. 𝑃𝑛𝑒 𝑆𝑛𝑒  𝐷𝑛𝑒 𝐸𝑛 

1 E E E BE 15 M M H NC 

2 E E M BE 16 H M E NC 

3 E E H BE 17 H M M NC 

4 M E E BE 18 H M H SD 

5 M E M SE 19 E H E SD 

6 M E H SE 20 E H M SD 

7 H E E SE 21 E H H SD 

8 H E M SE 22 M H E SD 

9 H E H SE 23 M H M SD 

10 E M E SE 24 M H H BD 

11 E M M SE 25 H H E BD 

12 E M H SE 26 H H M BD 

13 M M E SE 27 H H H BD 

14 M M M NC      

Note: Total 27 fuzzy rules are listed in Table I. The input and the output 

linguistic variables are shaded in light blue and light red, respectively.  
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The first experiment was conducted to estimate the feasibility 

of using three mentioned performance measures in robot-

assisted training, including four trials on eight subjects, as 

shown in Fig. 4. In the first trial (T1), the distance between any 

two targets was set as 𝐿=200mm, and the radius of the targets 

was set as 𝑅 =50mm. According to a series of preliminary 

training tests, the parameters 𝑎 and 𝑏  in Fitts’s law were set 

both at 1. Combined with equations (11) to (16), the desired 

performance indicators can be worked out as 𝑃𝑑 =125mm/s, 𝑆𝑑=0.53 and 𝐷𝑑=3s, respectively. During T1, all the subjects 

were asked to execute the training task with double hands in 

their natural ways. In the second trial (T2), the training 

parameters and the desired performance indicators were set as 

equal as the values in T1. All the subjects should perform with 

the same requirement during the first 25 rounds, while they 

were required to complete the last 25 rounds with only one hand 

to simulate the situation of muscle fatigue. For the third trial 

(T3) and the fourth trial (T4), the training modes were designed 

as similar to T1 and T2, while the parameter 𝐿 was changed to 

400mm. Accordingly, the desired performance indicators were 

redefined as 𝑃𝑑 =93.75mm/s, 𝑆𝑑 =0.53, and 𝐷𝑑 =4s, 

correspondingly. In these four trials, 𝑃𝑡ℎ𝑟 , 𝑆𝑡ℎ𝑟 , 𝐷𝑡ℎ𝑟  were set at 

30mm/s, 0.15, 1.5s, respectively. For the iterative tuning 

module, the range of 𝐸𝑛 was set between -0.03 and 0.03, and 

the segment points 𝐸𝑛𝑙  and 𝐸𝑛ℎ were separately set as 0.02 and 

0.03. The iterative learning rates were set as 𝜌𝑙=0.4, 𝜌𝑚=0.5, 𝜌ℎ=0.6.  

The second experiment was designed to verify whether the 

fuzzy logic is more effective than the weighted sum in 

comprehensive evaluation of motor ability. The subject was 

required to conduct the training task as same as in T1 with a 

weighted sum method rather than fuzzy logic. The weighted 

sum was expressed as in (23) 𝐸𝑛 = 𝜔𝑝�̃�𝑛𝑒 +𝜔𝑠�̃�𝑛𝑒 + 𝜔𝑑�̃�𝑛𝑒 (23) 

where �̃�𝑛𝑒, �̃�𝑛𝑒, �̃�𝑛𝑒 represent the normalized performance errors, 

limited in the range of [-1, 1]. The corresponding weights 𝜔𝑝=0.28, 𝜔𝑠=0.71, 𝜔𝑑=0.01 were designed according to the 

proportional relation among 𝑃𝑛, 𝑆𝑛, 𝐷𝑛 in (1) by linear scaling.  

In the third experiment, one subject was required to execute 

two trials with same training requirement with T1, but with two 

different levels of fixed learning rates (𝜌=0.4 and 𝜌=0.6). The 

purpose of this experiment is to validate the advantages of 

implementing the piecewise rates compared with the fixed rates 

in convergence of 𝐾−1.  

B. Experimental Results 

Fig. 5 reports the results of desired and measured 

performance indicators in T1 and T3. It can be seen that all the 

measured performance indicators are close to the desired values 

after 10 training rounds. For quantitative analysis, Fig. 5 (d) to 

Fig. 5 (f) show the corresponding average tracking errors. The 

values of the root-mean-square error (RMSE) from the 10th 

round to the 50th round in two trials are 14.27mm/s, 0.01, and 

0.08s, which are all in the range of the desired performance 

thresholds. The measured interactive forces in T1 and T3 are 

given in Fig. 6. The results show that the forces vary with small 

fluctuations during the last 40 rounds in both two trials, which 

intuitively reflects stable interaction between the subjects and 

the robotic system during the training. Fig. 7 depicts the 

variations of 𝐾−1 , which can be found that all 𝐾−1  values 

50 rounds D.H.

First 25 rounds D.H.

Last 25 rounds S.H.

Trial 3  (T3) Trial 4  (T4)

Trial 1 (T1) Trial 2  (T2)

Pd=125mm/s

Sd=0.53

Dd=3s

Pd=93.75mm/s

Sd=0.53

Dd=4s

First 25 rounds D.H.

Last 25 rounds S.H.50 rounds D.H.

R=50mm

L=200mm

R=50mm

L=200mm

R=50mm

L=400mm

R=50mm

L=400mm

 
Fig. 4. Four different experimental trials. The orange circle represents the 

target, where its radius is denoted as R. In T1, subjects should accomplish 50 

rounds training using double hands (D.H.) in nature way with indicators 𝑃𝑑=125mm/s, 𝑆𝑑=0.53 and 𝐷𝑑=3s. Based on the same level of performance 

requirement, T3 asked the subjects to complete the task employing double 

hands in first 25 rounds, and single hand (S.H.) in last 25 rounds. T3 and T4 

were designed with the same training modes as T1 and T2, respectively. To 

further validate the proposed strategy, a different level of performance 

indicators was defined as 𝑃𝑑=93.75mm/s, 𝑆𝑑=0.53 and 𝐷𝑑=4s. 

 

 
(a)                                                       (d) 

 
(b)                                                       (e) 

 
(c)                                                       (f) 

Fig. 5. The results of measured performance indicators applied by eight 

subjects in T1 and T3. The black and grey imaginary lines represent different 

desired performance indicators. Fig .5 (a) to Fig .5 (c) use red and blue lines 

to represent the mean values of measured performance indicators, and apply 

light blue and light red shadows to describe the standard deviations. Fig .5 (d) 

to Fig .5 (f) represent the results of corresponding errors, where the grey lines 

with dots represent mean values, and the grey shadows represent standard 

deviations. 
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rapidly reduce from 0.1 at the first 7 rounds and moderately 

adjust in the next 2 rounds. Then, they converge to various 

levels and slightly float around them. Statistical results of the 

convergent parameters are summarized in Table II. On one 

hand, the data imply that the system has a function of adaptively 

adjusting the parameter to help the same subject handle training 

tasks with diverse difficulties. On the other hand, the results 

indicate that the system can specify customized control 

parameters for individuals according to their different athletic 

abilities. 

Fig. 8 reports the results of desired and measured 

performance indicators in T2 and T4. The variation trends of 

the measured indicators are similar to the results from the 10th 

round to the 25th round in T1 and T3, while a large fluctuation 

appears in the next 5 rounds and then return to be stable. This 

phenomenon can be explained by the switching from double 

hands to the single hand. The results of the RMSE values from 

the 10th round to the 25th round in two trials are 16.21mm/s, 0.01, 

0.15s, and 15.63mm/s, 0.02, 0.16s during the last 20 rounds. Fig. 

9 presents the eight subjects’ results of applied interactive 

forces. It can be seen that the average forces of all the subjects 

in the last 25 rounds are distinctly smaller than the values in the 

first 25 rounds. The results of the convergent parameters are 

summarized in Table III and Table IV. A statistical analysis 

with paired-T test is used for comparisons among the trials. The 

result given in Fig. 10 shows that no significant difference is 

represented among these four trials from the 10th round to the 
25th round (p=0.1625), which would be possibly explained that 

 
(a)                                                          (e) 

 
(b)                                                         (f) 

 
(c)                                                         (g) 

 
(d)                                                         (h) 

Fig. 6. The results of measured interactive forces in T1 and T3. Fig. 6 (a) to 

Fig. 6 (h) represent the results of eight subjects, where the light blue and light 

red shadows represent measured forces 𝐹1 and 𝐹3 in T1 and T3, respectively. 

To make it clear, the blue and red dots are used to show the corresponding 

average forces in 50 training rounds, which are denoted as 𝐹1𝑎 and 𝐹3𝑎. 

 

 
(a) 

 
(b) 

Fig. 7. The results of parameter 𝐾−1 in T1 and T3, being separately given in

Fig. 7 (a) and Fig. 7 (b). The light grey shadow represents the searching region, 

and the light blue shadow represent the convergent region. The eight lines with 

dots are measured 𝐾−1 corresponding to eight subjects. 

 

TABLE II 

THE RESULTS OF STATISTICAL ANALYSIS FOR CONVERGENT PARAMETERS  

FROM THE 10TH
 ROUND TO THE 50TH

 ROUND IN T1 AND T3 

K 

T1 T3 

Convergence 
Value 

RMSE 
Convergence 

Value 
RMSE 

1 0.0205 0.0045 0.0167 0.0060 

2 0.0166 0.0037 0.0149 0.0034 

3 0.0138 0.0072 0.0123 0.0059 

4 0.0165 0.0018 0.0126 0.0004 

5 0.0179 0.0033 0.0111 0.0002 

6 0.0146 0.0016 0.0125 0.0025 

7 0.0175 0.0018 0.0133 0.0039 

8 0.0132 0.0015 0.0134 0.0066 

 

  
(a)                                                       (d) 

  
(b)                                                       (e) 

  
(c)                                                       (f) 

Fig. 8. The results of measured performance indicators applied by eight subjects 

in T2 and T4. The black and grey imaginary lines represent different desired 

performance indicators. Fig .8 (a) to Fig .8 (c) use red and blue lines to represent 

the mean values of measured performance indicators, and apply light blue and

light red shadows to describe the standard deviations. Fig .8 (d) to Fig .8 (f)

represent the results of corresponding errors, where the grey lines with dots 

represent mean values, and the grey shadows represent standard deviations. 
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the output forces of the healthy individuals are similar. In 

contrast, the result shows significant differences between the 

training with double hands (T1 and T3) and the training with a 

single hand (T2 and T4) during the last 20 rounds, including the 

differences between T1 and T3 (p=0.000031), T1 and T4 

(p=0.000035), T2 and T3 (p=0.000036), and T2 and T4 

(p=0.000025). These significant differences imply that using a 

single to perform the movement successfully simulated the 

muscle fatigue. However, the more essential aspect is to analyze 

the stability of the interactive force, which can validate whether 

the provided 𝐾−1 is appropriate for the subject. For this purpose, 

coefficient of variation was used to analyze the fluctuations of 

forces, denoted as the ratio of the standard deviation to the mean 

of the forces. It can be worked out that the mean values of 𝑐𝑣 

performed by eight subjects during the four trials’ convergent 
procedures are 𝑐𝑣1𝑚 =7.84%, 𝑐𝑣2𝑚 =7.85%, 𝑐𝑣2𝑚∗ =7.39% 𝑐𝑣3𝑚=7.48%, 𝑐𝑣4𝑚=8.15%, 𝑐𝑣4𝑚∗=8.16%, which are all less than 0.1. 

Therefore, these small force fluctuations demonstrate that the 

subjects executed the training tasks well with appropriate 

control parameters. Fig. 11 presents parameter 𝐾−1 variations 

of eight subjects as similar as Fig. 7. The results show that each 𝐾−1 can converge to a certain value after around 10 training 

rounds from the beginning of both trials. After tuning for only 

about five rounds, the values newly converge to another levels, 

which have significant differences compared with the former 𝐾−1  values. It can be summarized that the system can 

adaptively provide optimized parameters for subjects who 

suffer from muscle fatigue. Psychologically, it is useful to 

improve engagement when people have negative feelings that 

they refuse to well perform in the whole training.  

In the second experiment, the comparative results of 𝐾−1 via 

the weighted sum and the fuzzy logic are given in Fig. 12. It can 

be seen that the 𝐾−1 via the weighted sum rapidly reduce from 

0.1 during the first 5 rounds, and moderately tune in next 5 

rounds. However, it continuously varies during last 40 rounds, 

instead of converging to a certain value, which reflects that the 

robotic system kept tuning the training difficulty level all the 

time. For quantitative analysis, the 𝐾−1 via the fuzzy logic is 

0.0146±0.0003, which shows better stability than the 𝐾−1 of 

the weighted sum method (0.0185±0.0019). This suggests that 

using a precise evaluation model, like a weighted sum form, has 

limited robustness to uncertainties and anomalies during the 

training.  

To further explore the effects of the learning rate on 𝐾−1, the 

results of 𝐾−1  by using the fixed learning rates and the 

piecewise learning rate are presented in Fig. 13. It can be found 

 
(a)                                                          (e) 

 
(b)                                                         (f) 

 
(c)                                                         (g) 

 
(d)                                                         (h) 

Fig. 9. The results of measured interactive forces in T2 and T4. Fig. 9 (a) to 

Fig. 9 (h) represent the results of eight subjects, where the light blue and light 

red shadows represent measured forces 𝐹2 and 𝐹4 in T2 and T4, respectively. 

To make it clear, the blue and red dots are used to show the corresponding 

average forces in 50 training rounds, which are denoted as 𝐹2𝑎 and 𝐹4𝑎. 

 

 
Fig. 10. The statistical analysis results of eight subjects’ average during the 
convergent procedures in all trials. 𝐹1𝑎, 𝐹2𝑎, 𝐹3𝑎, and 𝐹4𝑎 are the average forces 

performed from T1 to T4. 

 

 
(a) 

 
(b) 

Fig. 11. The results of parameter 𝐾−1 in T1 and T3, being separately given in 

Fig. 11 (a) and Fig. 11 (b). The light grey shadows represent the searching 

regions, while the light blue and light red shadows represent two convergent 

regions in diverse phases. The eight lines with dots are measured 𝐾−1 

corresponding to eight subjects. 

 



 9 

that the 𝐾−1  via a small fixed learning rate converges and 

changes smoothly, while the declining process from the start 

value to the convergent value behaves slow, which could result 

in a reduction of the effective training time. In contrast, the 𝐾−1 

by using a large fixed learning rate presents a big decreasing 

slope during the declining process. However, the variation of 𝐾−1  is sensitive. That is, a series of perturbations will be 

generated when some special circumstances, such as 

momentary desertion and occasional misoperation, which may 

cause discomfort for subjects. Employing the piecewise 

learning rate can make the declining process rapid and the 

convergent process smooth. Therefore, the results reflect that 

using a piecewise learning rate leads to a rapid and smooth 

convergence.  

IV. DISCUSSION 

The developed control strategy can benefit robot-assisted 

rehabilitation training in three aspects. Firstly, the control 

paradigm is capable of obtaining a subject-specific control 

parameter within a few training rounds, which avoids repeating 

modification and increases effective training time. Secondly, 

the proposed method can keep the convergent control parameter 

stable, while it can adaptively adjust the parameters to other 

values when the interactive situation changes, like natural 

muscle fatigue. Finally, rather than providing real-time 

assistance or correction, progressively modifying the control 

parameter can reduce the excessive intervention of the 

autogenic training, which is essential for motivation 

improvement and training safety. 

Experiments on healthy subjects are enrolled to estimate the 

feasibility of the proposed control strategy. The results show 

that the performance-based iterative learning control is capable 

of providing different subject-specific parameters for 

individuals and stabilizing the performance indicators at the 

desired level. In addition, the results of interactive force 

indicate that the customized robotic assistance can realize a 

stable interactive environment. 

However, there are still some limitations to this study. First, 

the training tasks are defined only in a two-dimensional space, 

while most activities of daily living belong to the category of 

three-dimensional space. Second, the design of fuzzy rules 

mainly relies on subjective experiences, and as such, a more 

objective method should be involved to define the rules. Third, 

it is considered that the proposed performance evaluation 

method needs further investigation, and the parameter 

assignments warrant optimization in future studies. 

In the future work, the training tasks will be extended to three-

dimensional space, and more bilateral upper limb training 

modes will be considered. Besides, the fuzzy based method will 

be further improved with deep learning techniques to adjust 

membership functions and fuzzy rules, which can optimize 

robotic assistance. In addition, more performance indicators 

will be involved to make the evaluation of the limbs’ motion 
function more accurate, such as joint angle, muscle activation 

and oxygen consumption. Based on above improvements, this 

work will be further verified on a number of patients suffered 

from motor disability of limbs. 

V. CONCLUSION 

In this paper, a performance-based iterative learning control 

strategy is proposed to optimize robotic assistance and improve 

subjects’ engagement. Three clinical scale related performance 

indicators with a fuzzy logic are used to synthetically and 

quantitatively evaluate human users’ motor functions, and a 
piecewise learning rate based iterative method is developed to 

adaptively converge to an appropriate assistance level. The 

experimental results demonstrate that the proposed control 

strategy can prompt acquisition of appropriate subject-specific 

Fig. 12. The comparative result of 𝐾−1 via the weighted sum method and the 

fuzzy logic on one subject in T1. The light grey shadow represents the 

searching region, and the light blue shadow represent the convergent region. 

 

Fig. 13. The comparative results of 𝐾−1 via the fixed learning rates and the 

piecewise learning rate on one subject in T1. The light grey shadow represents 

the searching region, and the light blue shadow represent the convergent 

region. 

 

TABLE III 

THE RESULTS OF STATISTICAL ANALYSIS FOR CONVERGENT PARAMETERS  

FROM THE 10TH
 ROUND TO THE 25TH

 ROUND IN T2 AND T4 

K 

T2 T4 

Convergent 
Value 

RMSE 
Convergent 

Value 
RMSE 

1 0.0197 0.0001 0.0155 0.0008 

2 0.0135 0.0016 0.0135 0.0016 

3 0.0159 0.0015 0.0209 0.0035 

4 0.0147 0.0006 0.0110 0.0009 

5 0.0167 0.0008 0.0123 0.0016 

6 0.0148 0.0071 0.0137 0.0011 

7 0.0179 0.0009 0.0133 0.0005 

8 0.0153 0.0003 0.0116 0.0027 

 

TABLE IV 

THE RESULTS OF STATISTICAL ANALYSIS FOR CONVERGENT PARAMETERS  

FROM THE 30TH
 ROUND TO THE 50TH

 ROUND IN T2 AND T4 

K 

T2 T4 

Convergent 
Value 

RMSE 
Convergent 

Value 
RMSE 

1 0.0399 0.0035 0.0383 0.0079 

2 0.0334 0.0007 0.0334 0.0007 

3 0.0374 0.0037 0.0348 0.0046 

4 0.0241 0.0024 0.0227 0.0017 

5 0.0282 0.0030 0.0243 0.0016 

6 0.0284 0.0004 0.0243 0.0046 

7 0.0276 0.0011 0.0240 0.0014 

8 0.0260 0.0015 0.0219 0.0011 
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parameters within various training situations.  
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