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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

Accurately modelling the frictional forces between the tool-

chip and the tool-workpiece contact is critical in machining 

simulations as this impacts the cutting forces, chip formation, 

resultant surface integrity of the machined surface, and the rate 

of tool wear [1]. These frictional interactions are complex 

primarily due to the high normal contact pressures, 

temperatures, and sliding speeds [2]. Most of the friction 

models implemented in simulation of chip formation are based 

on the Coulomb friction law [3], [4] and the stick-slip model 

developed by Zorev where the frictional shear stress is limited 

to the upper bond approximation of the shear strength of the 

material and evidence of which is already reported in the 

literature [5]. this accounts for the elastic (sliding) and plastic 

(sticking) contact regime within the secondary deformation 

zone where the coefficient of friction (COF) and frictional shear 

stress play crucial role [6]–[8]. This limiting shear stress, like 

the COF, is heavily dependent on the local deformation 

conditions and temperature [9].  

However, the coupling of limiting shear stress with flow 

property of the material at the contact point has been rarely 

reported, e.g. Refs [2], [10]–[12] in the literature for simulation 

of chip formation. This is commonly assumed as a constant 

value [2].  Although velocity and temperature dependent 

friction model have already developed for simulation of 

machining [13], [14] and forming [15] processes these are not 

directly coupled with the friction models sensitive to local 

material properties at the contact point between the tool and the 

chip.  

Friction models are reported to have 25% higher impact on 

the predicted feed force than the cutting force [6]. While most 

of the simulation results in the literature are validated against 

the cutting force or the chip geometry there is always large 

discrepancies in the predicted thrust forces compared with the 

experimentally measured values.  This could be linked to the 

low friction coefficients (between 0.2 – 0.6 across a range of 

materials [16]) or ignoring the effect of plastic deformation on 

the material in the secondary deformation zone contacting the 

tool rake face affected by the applied limiting shear stress in the 
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Abstract 

A deformation dependent stick-slip based friction model is realised to better represent the contact stresses in the secondary shear zone. The 

instantaneous nodal limiting shear stress is implemented in a VFRIC friction model subroutine in ABAQUS\Explicit in 2D ALE orthogonal 

cutting simulations to investigate effects on the accuracy of the simulations. This study highlights that the limiting shear stress varies along the 

rake face, as well as with the rake angle and uncut chip thickness. Lower coefficients of friction are necessary at lower rake angles and higher 

uncut chip thicknesses, although a variable coefficient of friction model is still necessary to predict both the cutting force and thrust force 

accurately together. 
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models. The latter can only be calibrated observing the shearing 

and plastic deformation in this zone directly ahead of the tool 

that is almost impossible due to the severity of the deformation 

condition and image processing techniques such as Digital 

Image Correlation [17], [18] cannot resolve the deformation. 

The stick-slip model has been shown to be more 

representative of the shear frictional stress distribution than the 

Coulomb models on the tool rake face, yet these have been 

shown in studies of orthogonal cutting to be slightly less 

accurate [2]. Therefore, more development in friction 

modelling is required. Aside from the choice of model, it has 

been shown that the correct calibration of the coefficients of 

friction and the limiting shear stress in the stick-slip models 

significantly impact the prediction accuracy. It is already 

reported that the friction coefficient could be linked to the 

applied rake angle and other cutting parameter [16], however 

the effect of this dependency on the predicted process outputs 

has not been investigated.   

In the present research a systematic study has been 

conducted to investigate the variation of the friction coefficient 

and limiting shear stress distribution in the secondary shear 

zone with the rake angle and the uncut chip thickness during 

orthogonal cutting of AA2024-T351 while the frictional shear 

stress is coupled with the local material properties. This is the 

first time, to the best knowledge of the authors, that the 

frictional limiting shear stress is coupled with the local 

deformation conditions in order to study the variation of the 

friction coefficient and frictional shear stress distribution in the 

secondary shear zone in detail. Although the microgrids 

technique has been previously used to determine deformation 

field with in the primary deformation zone and at the machined 

surface, this research is for the first time reports on 

characterization of deformation within the secondary 

deformation zone and at the vicinity of the tool rake face in 

order to determine the realistic friction coefficient responsible 

for the measured deformation field. 

2. Experimental Setup 

A complete set of experimental data is required for this 

research that included cutting and thrust forces, chip 

morphology under a variation of uncut chip thicknesses and 

rake angles. Therefore, the available experimental results for 

orthogonal cutting of AA2024-T351 from List et al. [19] was 

selected.  

Additionally, low speed linear orthogonal cutting tests were 

carried out to quantify local deformation fields where two 

blocks of 25mm by 25mm with 5mm thickness were used. The 

contacting surface of the samples were prepared with a mirror 

polish and microgrids of 10μm pitch were printed on the 
polished side of one of the blocks using electron beam 

lithography as explained in [21]. The tests were carried out with 

a cutting speed of 2.4m/min, a rake angle of 7° and the uncut 

chip thickness of 0.25mm and 0.5 mm and interrupted by rapid 

disengagement of the cutting tool to preserve plastic 

deformation in the primary deformation zone (PSZ) and the 

secondary deformation zone (SDZ). Higher cutting speeds are 

not achievable due to limitations of the equipment and 

technique used to rapidly disengage the tool in this study. 

3. Modelling Methodology 

Thermo-mechanically coupled Finite element models of the 

orthogonal cutting were developed in Abaqus/Explicit using 

Arbitrary Lagrangian Eulerian (ALE) formulation with second 

order advection to preserve initial mesh bias and sizes. Two 

sets of simulations were conducted to study the effect of rake 

angle variations and friction coefficient on the accuracy of 

predicted cutting forces and measured deformation fields in 

machining of AA2024-T351. The workpiece material was 

developed with a predefined chip geometry and CPE4RT 

thermally coupled reduced integration elements in the chip 

formation zones were used to mesh the Eulerian domain. Fig. 

1 shows a schematic of the developed model together with the 

applied boundary conditions wherein the cutting tool is 

modelled as a rigid body with thermal properties. 

 
Fig. 1. Model geometry with red arrows indicating the Eulerian inflow 

boundaries. 

The workpiece material behavior was modelled using the 

Johnson-Cook (JC) constitutive equation and it was assumed 

that 90% of the mechanical work and all the frictional energy 

are converted to heat that is equally partitioned between the 

workpiece and the cutting tool. An additional contact 

conductance of 200 kW/m2K was used to describe the thermal 

conduction between the tool and the chip as determined 

experimentally for the used cutting conditions [20]. Table 1 

shows the mechanical and physical properties of the cutting 

tool and the workpiece material implemented in all the 

simulations. The applied cutting parameters and tool geometry 

variations in each simulation sets are described in Table 2. In 

the first set of modelling, the cutting speed was kept constant 

at 60m/min and the rake angle was varied, then in the second 

set of modelling results the uncut chip thickness was increased 

to 0.3 mm whilst the speed and rake angle were kept constant 

at 60m/min and 15°, respectively. The experimentally 

measured cutting and thrust forces in [21] were used to 

compare the models performance. 

The kinematic contact algorithm together with a user 

subroutine (VFRIC) was used to describe the stick-slip 

frictional condition according to, equation (1), where the 

Coulomb friction model is used to calculate the frictional shear 

stresses (𝜏𝜏𝑓𝑓 ) in an elastic slipping contact (where 𝜎𝜎𝑛𝑛  is the 

contact pressure), and the local nodal limiting shear stress (𝜏𝜏𝑦𝑦) 

is used to limit this frictional stress in plastic sticking region. 

The local stresses calculated at the integration points of the 

elements were used to determine stresses at the contacting 

𝜀𝜀𝑝𝑝
𝜎𝜎

Poisson’s ratio, ν

Density, ρ (kg/m³)𝜀𝜀0̇𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑇𝑇𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚

𝜏𝜏𝑓𝑓 = {𝜇𝜇𝜎𝜎𝑛𝑛 , ��𝜇𝜇𝜎𝜎𝑛𝑛 < 𝜏𝜏𝑦𝑦�̅�𝜎√3 , ��𝜇𝜇𝜎𝜎𝑛𝑛 ≥ 𝜏𝜏𝑦𝑦
𝜏𝜏𝑦𝑦 = {[𝐴𝐴][1−( 𝑇𝑇−𝑇𝑇0𝑇𝑇𝑚𝑚−𝑇𝑇0)𝑚𝑚]√3 , ��𝜀𝜀𝑝𝑝 < 0�̅�𝜎√3 , ��𝜀𝜀𝑝𝑝 > 0

Rake angle, γ (°)
Clearance angle, α (°)

𝜀𝜀0̇𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑇𝑇𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚

tch (10 μm). 
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polish and microgrids of 10μm pitch were printed on the 

𝜏𝜏𝑓𝑓 𝜎𝜎𝑛𝑛 𝜏𝜏𝑦𝑦

nodes within the developed (VFRIC) user subroutine to better 

represent stress state at the contacting bodies. These local 

limiting shear stresses were calculated in the subroutine as 

shown in equation (2) as limitations of the ALE mesh 

formulation meant history-dependent variables, such as the 

plastic strain rate, could not be accurately calculated. At plastic 

strains (𝜀𝜀𝑝𝑝) above “0” the material is assumed to be actively 

yielding so the flow stress is equivalent to the strain rate, 

temperature and plastic strain dependent von-Mises equivalent 

stress (𝜎𝜎). At plastic strains below “0”, the stress is calculated 

using the reduced form of the Johnson Cook constitutive model 

to only consider temperature dependent term at the yield point. 

The friction model application and nodal interpolation of 

integration point values components of the subroutine were 

validated separately by comparing each component to the GUI 

implementation. 

Table 1. Physical and mechanical properties of the workpiece material and 

cutting tool [22]. 

JC parameters Mechanical/Physical properties 

A (MPa) 265 Young’s modulus, E 

(GPa) 

AA2024-T351 73 

B (MPa) 426 Tool 630 

C 0.015 Poisson’s ratio, ν AA2024-T351 0.33 

m 1 Tool 0.23 

n 0.34 Density, ρ (kg/m³) AA2024-T351 2,780 𝜀𝜀0̇ (s-1) 1 Tool 15,000 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (K) 293 Conductivity, k 

(W/mK) 

AA2024-T351 120 𝑇𝑇𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 (K) 775 Tool 100 

Specific heat, cp 

(J/kgK) 

AA2024-T351 856 

Tool 240 

𝜏𝜏𝑓𝑓 = {𝜇𝜇𝜎𝜎𝑛𝑛 , ��𝜇𝜇𝜎𝜎𝑛𝑛 < 𝜏𝜏𝑦𝑦�̅�𝜎√3 , ��𝜇𝜇𝜎𝜎𝑛𝑛 ≥ 𝜏𝜏𝑦𝑦      (1) 

 

𝜏𝜏𝑦𝑦 = {[𝐴𝐴][1−( 𝑇𝑇−𝑇𝑇0𝑇𝑇𝑚𝑚−𝑇𝑇0)𝑚𝑚]√3 , ��𝜀𝜀𝑝𝑝 < 0�̅�𝜎√3 , ��𝜀𝜀𝑝𝑝 > 0    (2) 

This was also further validated by re-creating the model by 

Atlati [22] which also implement a variable limiting shear 

stress model with minimal discrepancy of less than 5% for both 

cutting force and thrust force predictions. 

Table 2. Cutting parameters and tool geometry used in the simulations 

Cutting speed, vc (m/min) 2.4 60 

Uncut chip thickness, h (mm) 0.25; 0.5 0.1, 0.3 

Rake angle, γ (°) 7 0; 15; 30 

Clearance angle, α (°) 12 7 

Cutting edge radius, r (µm) 10 10 

Friction Coefficient (µ) 0.2; 0.4; 0.6; 0.8; 1; 1.2; 1.4 

In the third set of modelling, the slow speed cutting 

conditions, described in section 2, were modelled across a 

range of coefficients of friction up to 0.4. To account for the 

deformation mechanics at the slower (2.4 m/min) cutting 

speed. The required parameters Johnson Cook constitutive and 

damage model parameters for the used material in these cutting 

tests, Table 3, were determined. Neglecting the damage 

consideration at these lower cutting speeds resulted in model 

instability and failure. 

Only the 0.25 mm uncut chip thickness condition was 

successfully modelled as the 0.5 mm uncut chip thickness 

produced a significantly segmented chip in the experiment (Fig 

2b) which cannot be accurately predicted by the ALE with 

Eulerian boundaries modelling methodology used. 

Table 3. JC parameters for the slow cutting speed simulations. 

JC Constitutive Parameters JC Damage Parameters 

A (MPa) 350 d1  0.12 

B (MPa) 675 d2 0.1 

C 0.0085 d3 -1.7 

m 1 d4 0.011 

n 0.57 d5 0 𝜀𝜀0̇ (s-1) 0.0013 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (K) 293 𝑇𝑇𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 (K) 775 

4. Results and Discussions 

4.1. Secondary shear zone deformation characterisation 

The in-situ cutting trials generated semi-continuous chips 

where the shear localisation increased with the uncut chip 

thickness as expected. Fig. 2 shows the micrographs of the chip 

sections together with the grid patterns used to measure the 

local deformation field. The local deformation in the PDZ and 

SDZ where measured according to the finite plastic 

deformation theory using the deformed configurations of the 

grid lines. Fig. 3a and b shows the plastic equivalent strain 

maps within the PDZ of samples cut with 0.25 and 0.5mm 

uncut chip thicknesses while the strain maps within one chip 

segment of the latter is shown in Fig 3c. The maps of Fig 3 

indicate that material experiences plastic strains as high as 1.3 

before the onset of shear localisation within PDZ leading to the 

chip segmentation and the cyclic deformation pattern as it is 

observed in Fig. 3c. 

      

Fig. 2. Chip section of machined samples at 2.4m/min with (a) 0.25 mm and 

(b) 0.5mm uncut chip thickness 

Although the DIC technique has recently been used to 

determine the evolution of deformation during chip formation, 

the resolution of optical systems used restricts the accurate 

deformation measurement within critical regions ahead of the 

tool rake face. The applied technique here helps to quantify 

machining induced deformation as close as few microns to the 

rake face as demonstrated by the highlighted grid lines (1-7) in 

Fig. 3a and 3c. The lines follow the deformed horizontal grid 

lines where the distance of adjacent lines was equal to the grids 

pitch (10 μm). The imposed deformation cannot be quantified 

accurately due to very severe distortion of the grids, however 

variations of the grids lines spacing indicates the extent of 

deformation experienced by the material. 
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Fig. 3. Distribution of measured equivalent plastic strain at the chip section in 

orthogonal cutting with 2.4m/min cutting speed and a uncut chip thickness of 

(a)0.25mm and (b,c) 0.5mm. 

The distorted grid lines in Fig.3a indicates that the 

deformation increases drastically for the material closer to the 

rake face as lines 6, 5, and 3 are further separated with a 

maximum extension of 178% in the grids length. A stagnation 

point was formed between lines 2 and 3 where the material 

along the red line is pushed under the tool nose radius while a 

nominal logarithmic strain values above 6 could be expected 

within the SDZ in the applied cutting conditions as indicated 

by the excessively distorted grids shown by the red arrow in 

Fig. 3a.  As the uncut chip thickness increases, material in chip 

section experiences a complex deformation in the sticking 

region (shown by lines 1-4 in Fig. 3c) involving a very large 

compression on the rake face with up to about 75% reduction 

in the grids width within the 20 µm proximity of the rake face. 

The highlighted lines shows a transition in the material flow 

pattern due to the changes in the frictional condition and chip 

segmentation mechanisms. At the early stages of segmentation 

due to the sticking friction the nominal logarithm strain is as 

high as 2.2 (points 1 and 2 along the rake face) while as the 

material slides over it reduces to about  1.6 (between points 2 

and 3) close to the maximum strain observed in the localised 

shear zone (~ 1.4). The measured strain values at vicinity of the 

tools’ rake face shows not only the friction condition changes 

by the rake angles, but also a constant friction coefficient will 

not truly represent the tribological condition of the highly 

deformed material with a very large deformation gradient along 

the rake face. 

The observed variations of local compressive, shear and 

tensile deformations along the rake face, makes a localised 

shear stress limit necessary for the friction modelling along the 

rake face. This should also be coupled with the flow properties 

of the material given the complex deformation history observed 

from PDZ to the SDZ.  

4.2. Rake angle and uncut chip thickness effects on friction 

coefficient and modelling accuracy 

The differences in predicted results are plotted against the 

applied friction coefficient for variation of rake angles in Fig. 

4 and for the variation of uncut chip thickness in Fig 5.  The 

red dashed lines show the cutting force data while the solid 

lines correspond to the thrust force prediction accuracy. As the 

rake angels increases, the predicted forces become less 

sensitive to the variations of friction coefficient which is linked 

to the plastic sticking length gradually increasing with COF and 

approaching the full contact length as demonstrated in Fig.6a. 

Fig 6a demonstrates the lower rake angles are the most 

sensitive as the ratio of plastic sticking to elastic sliding contact 

on the rake face is smaller. The COF that yields the most 

accurate result progressively increases with the positive rake 

angle, and the results indicate that higher coefficients of friction 

are required to accurately predict the thrust force compared to 

the cutting force. These values also do not always correlate 

with the apparent coefficient of friction as shown in Fig.4. 

Fig.5 shows that lower COF values are required to more 

accurately predict the thrust force at higher uncut chip 

thicknesses, although there is a minimal change in the response 

of the cutting force error with varying COF. 

These graphs (Fig.4 and Fig.5) indicate that although an 

accurate prediction of both the cutting and thrust forces is not 

possible using a constant friction coefficient, an optimised 

value can be used to reach a reasonable accuracy with less than 

20% error in both values in various deformation conditions. 

Fig. 4 also shows despite the coupling of the limit shear stress 

with the local properties of the material, variation in local 

deformation field and material properties along the rake face, 

as shown in Fig. 3, requires a more complex friction coefficient 

model to accurately describe the contact conditions where there 

exist large deformation and stress gradients. 

 
Fig. 4. Variation of modelling error with COF across rake angles from 0 to 

30°. Green, blue, and orange vertical solid lines represent the experimental 

apparent COF values. 

 
Fig. 5. Variation of modelling error with COF for 0.1 mm and 0.3 mm uncut 

chip thickness with a constant rake angle of 15°. Green and blue vertical solid 

lines represent the experimental apparent COF values. 

 

(𝐴𝐴/√3
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 a) b)

Fig. 6. The effect of the rake angle (a) and the uncut chip thickness (b) on the 

chip contact lengths (shown by solid lines) and the rake face sticking zone 

length (shown by dashed lines). 

a) b)

Fig. 7. Predicted maximum equivalent plastic strain and temperature in SDZ 

with varying COF for the rake angles (a) and uncut chip thicknesses (b). 

The limiting shear stresses variation along the rake face and 

the edge of the tool are shown in Fig.8a and 8b (graphs start at 

the cutting edge) comparing the rake angle and uncut chip 

thickness effect, respectively. The limiting shear stresses at the 

rake face were not significantly affected by the COF value. The 

limiting shear stress at the cutting edge of the tool progressively 

decreases from about 350 MPa to 275MPa as the rake angle 

decreases from 30° to 0°, respectively. This is due to the 

reduced thermal softening at higher rake angles, shown in Fig 

7a. The increased uncut chip thickness (at a 15° rake angle, Fig 

8b) does not affect the limiting shear stress around the nose 

radius of the cutting edge. However, there is a drop of about 

20% in the limiting shear stress further up the rake face at the 

higher uncut chip thickness that is linked to increased thermal 

softening on the rake face at higher uncut chip thicknesses as 

demonstrated in Fig 7b; this significant reduction is not seen at 

the lower uncut chip thickness because of the smaller tool-chip 

contact length as shown in Fig.6b and reduced frictional work 

converted to heat. Therefore, the limiting shear stress is not 

constant and is varying with the tool geometry and cutting 

conditions. 

a) b)

Fig. 8. The effect of the rake angle (a) and the uncut chip thickness (b) on the 

limiting shear stresses along the cutting edge and rake face of the tool. 

Additionally, these shear stress limits across all the 

conditions tested are between 37% and 56% higher than the 

limiting shear stress (153MPa), commonly calculated using the 

reference uniaxial yield strength (𝐴𝐴/√3 ), seen in Table 1. 

Therefore using a constant material-only dependent limiting 

shear stress would under-predict the shear stresses on the rake 

face, reduce the predicted thrust forces, and reduce the 

predicted cutting forces at rake angles above 0°. 

4.3. Slow speed cutting deformation conditions prediction 

accuracy 

Fig. 9 shows the equivalent plastic strain maps of the slow 

cutting speed at 0.25mm uncut chip thickness. The  local 

deformation at the shear plane (~1) and the proximity of the 

rake face (~6) is better predicted with the COF of 0.4 compared 

with the measured experimental results in Fig. 3a while the 

cutting force prediction is within 14% error of the 

experimentally measured values. 

a) b)

Fig. 9. The predicted plastic equivalent strain of the slow cutting speed model 

at 0.25mm uncut chip thickness with a COF of (a) 0.2 and (b) 0.4. 

In contrast to the previous models where the limiting shear 

stress was not affected by the COF, it is very sensitive to the 

COF in the current models, Fig.10, as material softening due to 

damage initiation and propagation was implemented. 

Increasing the COF from 0.2 to 0.4 resulted in about a 50% 

reduction in the limiting shear stress that highlights the need 

for a lower COF values when using a deformation dependent 

limiting shear stress friction model and material damage 

softening together. Above a value of 0.4, the model became 

unstable as the limiting shear stress was reduced significantly 

in the SDZ. Fig.10 also demonstrates that at a COF of 0.2 the 

contact is purely elastic due to the high limiting shear stresses, 

but at 0.4 this contact became fully plastic. 

 
Fig. 10. The predicted limiting shear stresses (represented by the solid lines) 

and frictional shear stresses (represented by a dashed line) along the cutting 

edge and rake face of the tool. 

5. Conclusions 

A high-resolution experimental method was utilised to 

quantify local deformation filed within the PDZ and SDZ 

during an interrupted orthogonal cutting process. It is 
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demonstrated that the applied method can accurately determine 

material deformation history as well as local plastic strains at 

20 μm proximity of the cutting tool rake face.  

It is shown that a deformation dependent limiting frictional 

shear stress is necessary, assuming this to be a constant value 

and calculating this using the material uniaxial yield strength at 

the reference strain rate and temperature is not representative 

of the contact mechanics in the SDZ. The proposed model 

improves the physical meaning of the frictional shear stresses 

in the SDZ by incorporating the mechanics of deformation that 

change depending on the tool geometry, cutting conditions, and 

the material model. The model marginally improves the 

commonly under-predicted thrust force, although good 

agreement with the experimental cutting or thrust force could 

only be achieved separately at different manually tuned COF 

values, with a lower coefficient required to accurately predict 

the cutting force compared with the thrust force. 

The limited benefit on the accuracy of the predicted forces 

is likely linked to the constant COF, which is not the case since 

the tribological condition of contact is not constant. Therefore, 

a more complex friction coefficient model is necessary that is 

dependent on the chip deformation and local tool-chip thermo-

mechanical interaction properties, such as the temperature and 

relative velocity. 
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