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A B S T R A C T

Flying ad hoc network (FANET) provides portable and flexible communication for many applications

and possesses several unique design challenges; a key one is the successful delivery of messages to the

destination, reliably. For reliable communication, routing plays an important role, which establishes a

path between source and destination on the basis of certain criteria. Conventional routing protocols of

FANET generally use a minimum hop count criterion to find the best route between source and des-

tination, which results in lower latency with the consideration that there is single source/destination

network environment. However, in a network with multiple sources, the minimum hop count routing

criterion along with the 1-Hop HELLO messages broadcasted by each node in the network may dete-

riorate the network performance in terms of high End-to-End (ETE) delay and decrease in the lifetime

of the network. This research work proposes a Reliable link-adaptive position-based routing protocol

(RLPR) for FANET. It uses relative speed, signal strength, and energy of the nodes along with the

geographic distance towards the destination using a forwarding angle. This angle is used to determine

the forwarding zone that decreases the undesirable control messages in the network in order to dis-

cover the route. RLPR enhances the network performance by selecting those relay nodes which are in

the forwarding zone and whose geographic movement is towards the destination. Additionally, RLPR

selects the next hop with better energy level and uses signal strength and relative speed of the nodes

to achieve high connectivity-level. Based on the performance evaluation performed in the Network

simulator (ns-2.35), it has been analysed that RLPR outperforms the Robust and reliable predictive

based routing (RARP) and Ad hoc on-demand distance vector (AODV) protocols in different scenar-

ios. The results show that RLPR achieves a 33% reduction in control messages overhead as compared

to RARP and 45% reduction as compared to AODV. Additionally, RLPR shows a 55% improvement

in the lifetime of the network as compared to RARP and 65% as compared to AODV. Moreover, the

search success rate in RLPR is 16% better as compared to RARP and 28% as compared to AODV.

1. Introduction

Due to the vast technological advancements in mobile

computing and in wireless communication, the exchange of

information among various devices through wireless means

is becoming more popular. Wireless media usually provides

low operating- and installation- costs as compared to wired

media. Information exchange through wireless medium is

generally carried out either through Infrastructure-based or

through an infrastructure-less network. The infrastructure-

less network is generally referred as an ad hoc network. Each

and every device in an infrastructure-based wireless network

is directly connected to a central entity; and if a device wants

to communicate with another device in the network, it needs

to communicate through a central node, that is generally known

as an access point. A cellular network is one of the common

examples of Infrastructure-based network. In such types of

network, all mobile devices are connected with the corre-

sponding base station as single-hop fashion. One of the ma-

∗Corresponding author

engrqamarusman@gmail.com (Q. Usman);

omer.chughtai@cuiwah.edu.pk (O. Chughtai); drnadia@ciitwah.edu.pk (N.

Nawaz); zeeshankaleem@gmail.com (Z. Kaleem); kai@biba.uni-bremen.de

(K.A. Khaliq); nguyendinhlong1@duytan.edu.vn (L.D. Nguyen)

ORCID(s): 0000-0001-7511-2910 (O. Chughtai)

jor requirements in such types of networks is that each device

or node must be under the coverage area of a central entity or

base station. However, if a node moves outside the coverage

area of a base station then the node might not able to com-

municate, unless or until there is some graceful handover of

connection between the central entities. In an infrastructure-

based wireless network, the entire network depends upon a

central entity and if a central entity goes down then the entire

network collapse.

In an ad hoc network with decentralized nature, there is

no central entity or base station; therefore, the devices may

communicate with each other directly without the interven-

tion of a base station. Here, each node acts as a transceiver

or relay with the capabilities of transmitting, receiving, or

forwarding the data to its next hop. The devices in an ad hoc

network may communicate with each other either in single-

hop or multi-hop manner. If a node desires to communi-

cate with a destination and the destination node is not in

its vicinity then the intermediate nodes act as relay nodes

between source and destination, such type of communica-

tion is known as multi-hop communication. Ad hoc network

does not depend on pre-established infrastructure and can be

deployed where installation of the infrastructure-based net-

work is difficult. Several types of ad hoc network are pre-
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sented in literature such as Mobile ad hoc network (MANET),

Vehicular ad hoc network (VANET), Wireless sensor net-

work (WSN), Wireless mesh network (WMN), Wireless body

area network (WBAN), Flying ad hoc network, etc. These

networks are classified by their applications and some of the

networks are shown in Figure 1. FANET can be observed

as a special form of ad hoc network. Some of the basic dif-

ferences of the aforementioned networks are discussed in [1]

and are tabulated in Table 1.

❚❛❜❧❡ ✶

❈♦♠♣❛r✐s♦♥ ♦❢ ▼❆◆❊❚ ❱❆◆❊❚ ❛♥❞ ❋❆◆❊❚✳
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Due to the vast technological advancements in a data

communication system, UAV provides new methods of in-

formation sharing in military- and civilian-based communi-

cation systems [2]. It provides a flexible way of communica-

tion from the last decade with low operating and installation

costs. One of the methods to use UAVs for communication

is a single UAV-based communication system in which UAV

is directly connected with the ground base station. In a sin-

gle UAV-based communication system, if UAV goes down,

then apparently the mission cannot be fulfilled. Therefore,

instead of using single-UAV-based communication, a group

of UAVs is a better alternative, as it may provide enormous

benefits compared to a single UAV-based system. One of the

advantages of using a multi-UAV-based system is to have a

larger monitoring area. Moreover, in one of the multi-UAV-

based communication systems, where all UAVs are directly

linked with ground base-station in a point-to-point fashion;

if one of the UAVs among several UAVs goes down, the

overall communication can still be preceded; however, if

central node expires, the whole communication disturbs. If

any UAV that wants to participate in the communication and

is not in the vicinity of the ground base-station, then the

communication might not be possible, in that case the in-

termediate UAVs are required to cooperate and coordinate

to forward the traffic to the ground base station.

Several articles have been proposed for UAV-enabled com-

munication using the TCP/IP layering architecture with multi-

purpose objectives and resourceful applications. as discussed

in the following text. Like for the physical layer, a multi-

user communication system has been developed for UAVs

to exchange the message through secure means, by using

Han-kobayashi signaling (HKS) [3]. Similarly, for disaster-

relief, a mobile crowd sensing based stochastic system has

been proposed [4] for dynamic environments using social-

aware UAVs to show the average payoff of the Mobile crowd

sensing (MCS) and UAV with respect to the number of sub-

regions. It showed that payoff increases with the increase

in the number of subregions becuase of increasing the uti-

lization rate of the UAV. In analogous to this, software de-

fined network, cloudlet, and the radio access network layers

based public disaster-resilient edge architecture for delay-

sensitive communication has been proposed in [5]. It has

been compared with the conventional computing that uses

centralized approach, and the results showed better perfor-

mance in terms of delay and energy consumption.

Numerous other applications have been developed that

show the usability of FANET. Some of the applications are

shown in Figure 2. UAVs are usually placed in the air with

the ability to communicate with each other so that they can

work together to perform a specific or assigned task. As

discussed earlier that FANET provides new methods of in-

formation sharing for the military- and civilian-based com-

munication systems. In a military operation, FANET can

be used for border surveillance and monitoring. Addition-

ally, drones (UAVs) are usually equipped with cameras and

they may continuously measure the activity of the enemy on

the border and send updated reports to the base station. In

search-and-rescue applications, UAVs may be used to ac-

cess the inaccessible areas. The network of UAVs can be

used by mobile phones to find probable survivors or it can

be used in disaster situations like an earthquake. FANET
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can provide mobile services to the users, if existing cellular

system goes down. Traffic monitoring is another applica-

tion of FANET, in which UAVs can notice and report traffic

crashes, easily. FANET also plays a vital role in the agri-

culture field, it can be used for spraying pesticides in crops.

FANET can also be deployed in forest to monitor any dis-

aster situation. Despite numerous advantages, FANET en-

counters several unique challenges. One of the Unique chal-

lenge of FANET is successful reliable delivery of data to

destination with minimum End-to-End delay.

The problem of unreliable data delivery and high ETE

delay in FANET is due to the inappropriate selection of path

or next-hop node in the network. Because of this, the packet-

loss rate would increase, thereby, leading to an increase in

the control messages overhead, which would degrade the

overall network performance. Furthermore, in majority of

the techniques, ETE delay is reduced by selecting a route

with a minimum number of hops. Such techniques reduce

average throughput and increase energy consumption in the

network. Because of a wide variety of applications, high en-

ergy efficiency and low installation cost; FANET became a

major research motivation for governments, defense, indus-

tries, and academic institutions. In [6], a Testbed has been

designed and developed for FANET with low-cost and with

easily available hardware; therefore, the desired objectives

based on the constraints can be implemented for FANET

within a limited budget. The cooperation among UAVs in

multi-hop communication can increase the performance of

the entire network. Swarms of UAVs increase the network

scalability, as higher numbers of UAVs complete a task more

efficiently. Additionally, the mission can be completed faster

and precisely in a timely manner with the consideration of

the environment and topological structure. In most of the ap-

plications, performance is directly associated with the num-

ber of UAVs, like in search-and-rescue operations [7]. How-

ever, the successful deployment of FANET consists of a num-

ber of important components, a key one of which is the suc-

cessful delivery of a message to a destination. Data commu-

nication between nodes is one of the crucial challenges in

FANET. As described earlier, the communication between

source and destination is usually carried out using single-hop

or multi-hop fashion. Information sharing with the UAV,

which is within the vicinity of a source UAV is usually done

through a single-hop communication. In contrary to this, the

information sharing with the UAV which is not within the

vicinity of a particular source UAV is usually done through

multi-hop communication. Intermediate nodes retransmit

the message until the message reaches a destination. Fur-

thermore, data communication in multi-hop communication

is usually done through flooding or routing.

In flooding each node in the network rebroadcasts the

received information once; until the it reaches to destina-

tion. Considering the basic phenomenon of flooding, one of

the disadvantages is the redundant packets that are received

by the node, in accordance with node density. Additionally,

flooding creates high traffic in the network, which increases

the energy consumption that leads to a decrease in network

lifetime. Conversely, routing procedure establishes a route

between source and destination and only those nodes are

allowed to forward a message, which knows the route to a

destination. All the other nodes discard the message. This

mechanism reduces duplicate message arrival at a destina-

tion. Moreover, the routing path is created on the basis of

certain criteria, such as received signal strength, power con-

sumption, buffer utilization, remaining energy, etc.

Traditionally routing procedures use a minimum hop-

count criterion to discover a route between source and des-

tination. However, it is quite possible that in a single source

and destination network environment, the minimum hop-count

criterion may result to have a better performance in terms of

ETE delay. However, in a network with multiple sources,

this criterion may deteriorate the network performance in

terms of high ETE delay, unreliability, and may increase the

control messages overhead along with the energy consump-
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tion. So FANET requires a routing protocol that rapidly ac-

cepts topology variations in the network and may able to for-

ward the traffic reliably with reduced ETE delay and with

a smaller number of control messages in the network. By

considering the above-stated problems, the energy-efficient

route selection mechanism is required that can enhance the

network lifetime and also reduce the control messages over-

head. Therefore, the aim of this research work is to de-

sign and develop a lightweight, reliable, and energy-efficient

routing protocol for FANET. In this context, the specific re-

search objective is to design and develop a routing protocol

that allows the nodes along the ETE route to select an appro-

priate next-hop node based on the forwarding zone towards

the destination in order,

1 To reduce the control signaling overhead.

2 To increase the network lifetime.

3 To reduce the number of messages required to discover the

destination per unit time that is the search success rate.

Moreover, the goal of this research work is to design and

develop a reliable link adaptive position-based routing proto-

col for FANET. Evaluation of the proposed routing protocol

is carried out through simulation and is compared with the

state-of-the-art routing protocols of FANET. The algorithm

of the proposed work is developed and simulated using a net-

work simulator (ns-2.35). The following list shows the major

contribution of this research work:

• A reliable link-adaptive position-based routing proto-

col is designed for FANET that can work in a highly

dynamic environment and enhances the network per-

formance in terms of high connectivity-level with a

minimum control overhead.

• An on-demand strategy of reactive routing protocols

is used with the assumption that each node or UAV in

the network knows about its position and the position

of the destination and then the path between source

and destination is created on the basis of composite

metrics using geographic distance and relative speed.

• Forwarding zone of each node is determined to iden-

tify the front relative nodes and then only the selected

front relative are allowed to rebroadcast the received

packet. This reduces the number of control messages

in the network. Here, only those UAVs are selected as

a front relative nodes that have better energy level.

• Each UAV selects the next suitable UAV with a bet-

ter connectivity-level with respect to the relative speed

and signal strength. Additionally, for reliable com-

munication, next hop is selected on the basis of link-

characteristic metric by using the geographical posi-

tion of the node that is closest to destination.

• An interval (zoom out) is initialized that is used to trig-

ger the node to discover the next hop node based on the

link-layer dis-connectivity, during the course of data

communication.

The rest of the paper is organized in such a way that, Sec-

tion 2 discusses the literature review. Section 3 thoroughly

elaborates on the proposed routing mechanism along with

the system model. Next-to-Follow is Section 4, that illus-

trates the simulation and results. Finally, Section 5 discusses

the conclusion and future work.

2. Literature review

In this section existing routing protocols of FANET and

their objectives are discussed, and in the end, this section

gives an overview for the design challenges of routing pro-

tocols in FANET.

2.1. FANET routing protocols
Routing protocols of FANET are generally categorized

into two main groups [8]. The first one is the Topology-

based routing and the second is the Geographical-based rout-

ing, as presented in Figure 3. The illustration of these cate-

gories with reference to their state of the art routing protocols

is discussed in the following text.

2.1.1. Topology-based routing protocols

Topology-based routing protocols need topological in-

formation of nodes and the associated links along with the

orientation to create and maintain the routing path. Nodes

generally interchange the topology information with other

nodes and on the basis of topology information, the routing

table is constructed to record the information about next hop.

Topology-based routing is further categorized into three cat-

egories such as; proactive, reactive, and hybrid.

Proactive routing protocols are also called table-driven

protocols. In these types of routing protocols, nodes period-

ically exchange HELLO messages or 1-hop messages based

on the vicinity in the network with the neighboring nodes.

With the shared information, the routing table is created and

maintained. Furthermore, the routing table is updated peri-

odically and each node stores the received information and

compares the entries with the already stored one. Through

this process, the complete topology information of the net-

work is available on each node. If there is any change in the

network, then the update is gain shared with all the nodes.

Due to the high mobility in FANET, periodic updates for

the routing table are not optimal. One the other hand, one

of the main benefits of proactive routing protocols is that

the nodes store recent information about the routes. But due

to the maintenance of the routing information at each node,

overhead as signaling, increases in FANET because of the

high mobility and therefore, proactive routing is not suitable

for such networks.

However different proactive routing protocols were pro-

posed for FANET by different authors. In [9] authors pro-

posed Directional optimized link state routing (DOLSR) over

a well-known proactive routing protocol that is the Opti-

mized link state routing (OLSR). In DOLSR, UAVs are equipped

with a directional antenna. If a node has a data packet for

transmission, it first calculates distance towards the destina-

tion node. In case of greater distance than the Dmax
/
2 (where
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Dmax is extreme range of directional antenna), then DOLSR

uses directional antenna for data transmission. If distance is

less than Dmax
/
2 then a node applies the conventional OLSR

protocol settings and the omni-directional antenna is used.

Using DOLSR routing protocol, fewer multipoint relays are

selected as compared to OLSR and that would attain perfor-

mance improvement in terms of lower communication over-

head as well as minimum ETE delay.

In [10] predictive-OLSR (POLSR) protocol is proposed

by authors. In this protocol geographical positions of the

nodes are exchanged through the HELLO packets. On the

basis of geographical positions, nodes know the location of

its neighbors and the Expected transmission count (ETX)

metric [11] is calculated through which the relative speed

between two nodes is obtained. Through such information,

the quality of the communication link is evaluated and nodes

with higher link-quality are selected as the next forward-

ing node in the network. Another proactive routing proto-

col that is the Link-quality traffic load-aware optimized link

state routing (LTA-OLSR) is proposed in [12]. The objec-

tive of LTA-OLSR is to deliver reliable data transmission for

FANET. In this protocol, link awareness was considered to

distinguish link qualities among neighbor nodes by taking

information of Received signal strength indicator (RSSI).

In [13], pengcheng xie extends the functioning of OLSR

routing protocol and proposed OLSR-ETX routing protocol

for Ocean FANETs, that is built on nodes’ link termination

time and remaining energy. For the selection of Multi-point

relay (MPR) nodes, a new metric using ETX and residual

energy is used. Here, location information is used to esti-

mate the ETX. Here, that node is selected as MPR whose

ETX is smaller than one and whose energy is greater than

the threshold energy. Mobility and load aware OLSR (ML-

OLSR) protocol is suggested by [14]. ML-OLSR avoids

choosing a high-speed node as MPR because of the usage

of relative speed and the location of neighboring nodes. To

reduce packets’ interference among neighboring nodes, the

packet load of all UAVs is also taken into account to find

steady routes with less congestion. In a proactive routing

protocol, the routing table must be maintained each time,

whenever there is any change occur in the network. So huge

Bandwidth is required to maintain routing information. In

contrary to this; to minimize the usage of bandwidth con-

sumption in the network, reactive routing can be utilized.

In reactive routing, routes between the nodes are deter-

mined only when the host wanted to forward packets. Such

routing strategies are suitable solutions for highly dynamic

FANET. However, such strategies may suffer from high la-

tency, due to the time it takes to discover the route. Nu-

merous reactive routing protocols are proposed for FANET.

In [16], a Topology-aware routing protocol with choosing

scheme (TARCS) is proposed that builds the effects of peri-

odic topology change awareness (PTCA) and Adaptive route

choosing scheme (ARCS). PTCA precisely measures topol-

ogy change and decides the movement. ARCS selects an

appropriate routing for current motion and to certify that net-

work performance is affected as little as possible. In [17], au-

thors suggested a Geolocation-based multi-hop routing pro-

tocol (GLMHRP). The purpose of this protocol is to con-

serve robust connectivity between ground stations and UAVs.

Each node shares its position, speed, and direction to its

neighbors, continuously. From this information, every node

selects its forwarder node. The metrics of selecting the next

nodes are based on the greedy forwarding technique. Link

stability estimation based preemptive routing (LEPR) is pre-

sented in [18]. In this protocol, the geographic position of

the node is used to predict node’s mobility and link-quality

between the nodes. For route discovery, all disjoint paths

are rejected and only that path is selected which has fully

connected nodes.

Hybrid routing protocols are a combination of reactive

and proactive routing. In [19], a Hybrid routing protocol

based on clusters (HRC) is presented. In this protocol, proac-

tive routing is used for intra-cluster and reactive routing is

used for inter-cluster data transmission. Because of the high

mobility in FANET, maintaining and storing the routing ta-

bles using a proactive routing procedure is not feasible. In

contrary to this, finding a routing path every time in reactive

routing is a costly procedure. A Mobility prediction cluster-

ing algorithm (MPCA) was proposed in [20]. Where a GPS-

based data is used to compute the Link expiration time (LET)

between two UAVs. The UAV with the largest permanent

neighbor has the highest linking degree to be represented as

a cluster head. Furthermore, MPCA increases network scal-

ability. The main problem of MPCA is that it is not energy-

efficient in a highly dynamic network environment. In [21],

an energy-aware and link-based routing is discussed. In this

protocol, authors have applied optimization to determine the
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routing path with the goal to save the energy of the UAVs by

means of controlling their transmission range to efficiently

clustering the whole network.

2.1.2. Geographical-based routing protocols

To solve various problems of topology-based routing pro-

tocol, geographical-based routing is proposed, in which the

routing path is established by predicting the positions of the

nodes in the network. Each node defines its position using

Global positioning system (GPS) and the nodes using ge-

ographic routing, deliver a message over multiple hops by

knowing nodes’ position. Decisions of the routes are neither

built on network addresses nor through maintaining routing

tables. Therefore, routing decision in geographical routing

generally does not take place using routing tables. Each

node selects a next-hop node from its neighboring nodes

whose position is closest to the destination. The position of

the neighbors is obtained by periodically exchanging beacon

packets with the neighboring nodes. Geographical routing

protocols capable to work in highly dynamic situations like

used in FANET. The geographical-based routing is classified

into two sub categories; Delay tolerant networks protocols

(DTN) and Non-delay tolerant networks (non-DTN).

1. Delay tolerant networks protocols (DTN)

In Delay tolerant network (DTN) techniques, nodes store

data for some time until another node meets, by moving into

the vicinity. These methods are designed to resolve tech-

nical problems of networks that are usually suffered from

regular disconnections, because of high mobility. Addition-

ally, nodes are required to save data until they meet another

forwarding node (s). Although, such protocols decrease the

packet loss, at the same time these protocols increase the de-

lay in the network. A geographical and delay-tolerant Location-

aware routing for opportunistic delay tolerant (LAROD) net-

work is presented in [22]. LAROD is built on store-carry-

and-forward and with a greedy forwarding mechanism to for-

ward data packets to the destination. Each node is required to

broadcast a data packet to its neighboring node. Neighbor-

ing nodes after receiving the data packet, hold it for some

time and start a timer, accordingly. Any intermediate that

has the least expiry time, rebroadcast the data packet. Other

nodes will just overhear the rebroadcast transmission. This

prevents the network to forward duplicate packet transmis-

sion. All the nodes in the network use the same procedure

until the data packet reached to the destination.

In [23], a Geographic routing protocol for aircraft ad hoc

networks (GRAA) is proposed. The decision of the path is

made locally at each and every intermediate node. To deter-

mine the selection of the next hop, every node in the network

predicts the location and the speed of the neighbors along

with the destination. Firstly, the source UAV computes the

predictable location of a destination and afterward with a

time period t, based on its present location, its speed is cal-

culated. After this, it computes the predictable location of all

its neighbors. Node that has the closest location to the desti-

nation is selected as next-hop among multiple nodes, based

on the node density. Authors proposed Robust and reliable

predictive based routing (RARP) in [24]. The aim of this

protocol is to achieve a high connectivity level among the

nodes in a highly dynamic network. Each next relay node is

selected by using the optimum value of the determined com-

posite metric, which is based on expected connection time

and the time duration during which node is in the vicinity

of the previous node and with the minimum hop count. The

risk value of the network is also computed, which is based on

the operational requirements and environmental conditions.

The destination node receives multiple route request packets

and waits for a certain amount of time and then sends a route

reply to that node which has a better utility function. RARP

uses the omni-directional antenna to exchange the route re-

quest packet between nodes to discover a routing path and

the data-packets are sent using a directional antenna. Dur-

ing data forwarding, each node also piggybacks its fresh lo-

cation and speed. Each and every receiving node updates

the received information and maintain the forwarding table.

From simulation results, it can easily verify that RAPR rout-

ing increases route setup success rate by achieving the high

connectivity-level between the nodes.

As examined previously, proactive-based routing depends

on routing tables that must be updated periodically, even if

there is no data packet for transmission. This introduces a

large number of control messages which increases the over-

head and also consumes a lot of energy. On the other side, re-

active routing protocols update the routing tables, on-demand.

Comparatively, reactive routing is more appropriate in an

extremely dynamic environment, when compared with the

proactive routing. But reactive routing protocols have ex-

tensive transmission delay. On the other side, hybrid routing

protocols give better performance as compared to the proac-

tive and reactive routing protocols. This is because of the

usage of the benefits of both techniques. The performance

of geographical-based routing strongly depends on the cor-

rect prediction of nodes’ position. This minimizes the over-

head of the network and enhances the scalability of the net-

work. The comparative analysis of FANET routing proto-

cols is shown in Table 2.

2. Non-delay tolerant networks protocols (non-DTN)

The key objective of non-DTN-based protocols is to trans-

mit the data packet to the destination as fast as possible. Non-

DTN-based applications may use a beacon-based or beacon-

less strategy. In [25], the authors proposed Geographic posi-

tion mobility oriented routing (GPMOR) using a non-DTN

geographical routing protocol. In GPMOR, Gauss-Markov

mobility model [26] is used to predict position of node. Each

and every UAV is required to determine its geographical po-

sition through GPS. Additionally, all UAVs in the network

periodically broadcast their position and velocity to their neigh-

boring nodes through HELLO beacon packets. If a node has

data to send to a destination, it uses the position of a desti-

nation and the neighbors, then it calculates the distance be-

tween the destination with respect to each neighbor node.

The node with the shortest distance from the destination is

selected as a next-hop. In [27] another geographic routing

protocol as Global positioning stateless routing (GPSR) is
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presented. Here, if a node needs to transmit data, it first pre-

dicts the location of the intended destination. Routing deci-

sion on each and every node is constructed based on the loca-

tion of the destination node and then all forwarding nodes are

required to select the next hop, which is nearer to the desti-

nation to forward the data packet. Mobility prediction based

geographic routing (MPGR) is proposed in [28]. MPGR pro-

tocol has the same principle as used in GPSR. Furthermore,

MPGR predicts mobility based on the gaussian distribution

function. When a UAV has a data packet for transmission,

it broadcasts a Neighbor discovery (ND) packet to find the

optimal next forwarding UAV on the basis of information,

which is included in the reply packet. In [28], a Reactive

greedy routing (RGR) is proposed. In RGR, the path is es-

tablished using AODV protocol and the source node starts

sending data towards the destination, after path discovery.

Due to the high mobility, the path is established between the

source and destination, which may be disconnected. In such

a situation, RGR switches to a Greedy geographic forward-

ing mode (GGF) and the nodes forward the data packets to a

node which is nearest to the destination.

In [29], Ad hoc routing protocol for aeronautical MANETs

(ARPAM) is proposed. Its working principle is the same

as used by AODV. However, geographical positions of the

UAVs are used to select the shortest path along with the min-

imum hop count, through the dissemination of RREQ pack-

ets in the network. In ARPAM, the velocity vector and the

geographical location of node are used. The intermediate

nodes use this information to predict the position of a UAV

and select the shortest path between source and destination.

2.2. Design challenges for new reliable routing

protocol
Considering the network challenges of data transmission

in FANET, as discussed in Table 2, there is a need to de-

sign and develop a routing strategy that can work in a highly

dynamic environment as used in FANET. The majority of

the routing protocols in the literature, establish a route be-

tween source and destination, using a single criterion such

as the minimum number of hops. Using the minimum num-

ber of hops between source and destination may results in

better network performance in terms of reduced ETE de-

lay, but with the assumption of a single source and destina-

tion network environment. However, with multiple sources,

the minimum number of hops as a routing criterion may in-

crease the ETE delay because of the bottleneck at some in-

termediate node in the network. This is because, probably

the same path might be selected by most of the sources in

a multi-source environment, which may deteriorate network

performance in terms of high ETE delay, energy consump-

tion, packet loss probability, and reduced reliability.

Moreover, the reactive routing strategy is more suitable

in FANET to establish a route between the source and des-

tination. With reference to the literature review discussed in

Section 2, it is concluded that when a source node wants to

establish a routing path, it broadcasts a route request to all its

1-Hop neighbors, like used in conventional AODV protocol.
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Where all 1-Hop neighbors rebroadcast the route request un-

til a path for the desired destination is found or the actual des-

tination is discovered. This increases the control overhead in

finding the path, however, a path may be selected with poor

link-quality or those nodes are being the part of the path with

remaining energy less than the threshold. So, from all these

challenges, the neighbor selection is one of the crucial chal-

lenges in FANET. Therefore, the reliable delivery of a mes-

sage to the destination is dependent upon next-hop selection.

The next-hop must be selected on the basis of certain met-

rics to achieve high reliability in the network. Considering

these facts, a reliable link-adaptive and position-based rout-

ing protocol is proposed in this work, which enhances the

network performance as discussed in detail in Section 3.

3. Proposed reliable link-adaptive

position-based routing protocol for FANET

This section provides a description of the proposed rout-

ing protocol. It includes those routing metrics that directly

affect links and nodes deployed in the network. Further-

more, a complete working principle of the proposed routing

protocol is presented.

3.1. System model
A system model based on the assumptions used in de-

signing the proposed routing protocols is discussed in the

following text. It is assumed that each node or UAV knows

the position of the destination in order to estimate the di-

rection towards the destination. Figure 4 represents a sys-

tem model for the prosed work in FANET, where a number

of UAVs creates an ad hoc network with each other based

on the coverage area. The major applicable area is when a

source UAVs are required to search the assigned target area

and send the updates to the designated Ground base station

with the help of intermediate nodes.

3.1.1. Assumptions used in the proposed RLPR
i All nodes in the network are equipped with IEEE 802.11

[30] wireless devices and operate at 2.4 GHz [31] of fre-

quency and each node is equipped with TCP/IP architec-

ture.

ii Each and every node has a unique identifier (ID) to dis-

tinguish itself with other UAVs in the network

iii Each node in the network is equipped with a GPS device

to acquire its location.

iv There is no disjoint path in the network.

v All nodes are moving with random speed and random-

way point mobility model is used, where maximum speed

of nodes in the network is 25km/h.

vi Nano UAVs are used that are flying at altitude of 100m

and have transmission range less than or equal to 250 m.

vii Free space radio propagation model is used for simula-

tion with simulation area of 1000 × 1000m2.

viii Destination is fixed and geographic position of the des-

tination is known to all the nodes.

ix Energy threshold of Network is 10 Joule and RSSI thresh-

old of network is -64 dBm.

3.1.2. Forwarding zones criterion

The forwarding zone is established at each energy-efficient

and reliable node in the network towards the destination for

a certain data flow. One of the criteria in selecting the for-

warding zone is to select that particular node that has a longer

lifetime in terms of energy and node is moving toward the

destination and shall maintain the connection for a longer

duration within a limited region according to the maximum

defined transmission range. Also, all the other nodes are re-

jected to form a forwarding zone. One of the advantages of

establishing a forwarding zone is that it decreases the possi-

bility of selecting those nodes which are far away from the

destination based on the vicinity. This usually decreases the

ETE delay in the network in a single source and destination

scenario. For this purpose, every node sets a forwarding
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zone and only those nodes are allowed to rebroadcast the

message which lies inside the forwarding zone of a partic-

ular node. The procedure of selecting the next hop in the

forwarding zone is as follows.

i The node that wants to select the next-hop node from

the forwarding zone first checks whether its distance to

destination is within the defined communication range,

R. If the destination falls within the defined threshold of

a forwarder, then it means that the destination is within

the communication range of forwarder and it can directly

send as a unicast packet to the destination. In contrary

to this, the forwarder embeds the forwarding angle in the

packet and broadcasts the packet to its 1-hop neighbors.

ii Receiving node computes its energy if node energy is

greater than some defined threshold level then receiving

node computes forwarding angle and checks whether it

is in forwarding zone of previous relay node based on

information in packet receive from previous forwarding

node. If it is not in the forwarding zone, it discards the

packet. Forwarding zone is determined through the for-

warding angle � and the maximum value of forwarding

angle is used as 180◦.Forwarding angle is computed us-

ing Equation 1 as also discussed in [32].

� = cos−1

||||||||

xrn − xpℎ
√

(xrn − xpℎ)
2 −(xrn − xpℎ)

2

||||||||

≤ 180◦ (1)

Consider the network with 12 nodes as depicted in Fig-

ure 5. Here, the angle to compute the forwarding zone

is set as 180◦. All receiving nodes based on the defined

vicinity as per the maximum transmission range calcu-

lates their energy and if their energy is greater than de-

fined threshold nodes computes forwarding angle. If the

value of the forwarding angle is less than 180◦ then the

receiving nodes are considered to be in the forwarding

zone and are allowed to rebroadcast the received packet.

All the other nodes that do not satisfy the condition, shall

discard the received packet. Node 1 is the source and

node 12 is the destination node, and destination node

is not in the communication range of the source node.

Node 1 broadcast the message in the network upon re-

ceiving the message each node first computes their en-

ergy if their energy is greater than define threshold level

then nodes computes forwarding angle with respect to

node 1. Node 6 and 7 lies in the forwarding zone of

node 1 whereas node 5 energy is less than some defined

threshold level so due to that it does not lie in the for-

warding zone of node 1. Now nodes 6 and 7 rebroadcast

the packet in the network, whereas nodes 2, 3, 4, and 5

do not satisfy the forwarding zone condition and discard

the packet.

3.1.3. Front relative nodes

All the nodes which lie in the forwarding zone of a par-

ticular node within 1-hop neighbors are nominated as the
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front relative nodes because of the forwarding zone. Ad-

ditionally, all such nodes have the direction towards the

destination. This selection mechanism can decrease the

control overhead message in the network. Now when

a source node needs to discover a route, it broadcasts a

message in the network; only those nodes are allowed

to rebroadcast that are towards the destination and must

be the part of the front relative list of the predecessor

node. In this way highly connected network among 1-

Hop neighbors is achieved and that highly connected chain

starts from the source node and terminated at the destina-

tion node. From Figure 5 it is shown that front relatives

of node 1 are node 6 and node 7.

3.2. Routing metric for RLPR
In this section, certain routing metrics for selecting the

routing path that can enhance the network performance is

discussed in detail.

3.2.1. Received signal strength

High Received signal strength (RSS) is considered as an

indication for better link quality and the distance between

two nodes. To achieve high connectivity level between the

nodes, every node upon reception of a packet calculates its

signal strength; if it is greater than the defined threshold

value, then it rebroadcasts the packet in the network, oth-

erwise, it discards the packet.

3.2.2. Geographic distance of nodes towards

destination

As already discussed, that if a node fulfills the forward-

ing zone criteria, then it is allowed to rebroadcast the packet

in the network. Another way to enhance the network perfor-

mance is to select that relay or next-hop node from the for-

warding zone whose geographical progress is towards the

destination and should have to be within the communica-

tion range for a longer duration. By computing this metric,

a node that is closer to the destination and that has high link

stability is selected as a next forwarding node in the network.
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This procedure will be carried out until the destination is

reached. Now each and every front relative node in the net-

work computes the aforementioned metric.

The (GD) [33] of a node towards the destination is com-

puted using the following Equation 2.

GD =

|||||||
1 −

→

|DP |−
→

|DN|
r

|||||||
(2)

→

|DP |is distance from previous forwarding node to destina-

tion and
→

|DN|is distance from receiving node to destination

and r is maximum transmission range of node.

3.2.3. Relative speed of a node

To achieve a high connectivity level among the nodes,

the relative speed is computed. When a node receives any

packet from its previous node, it calculates relative speed

with respect to the previous relay node. Node with analo-

gous relative speed rebroadcasts the packet in the network.

The relative speed between the nodes is computed through

the following Equation 3.

VRL =
||||
Vpℎ −Vrn

Vmax

||||
(3)

Vpℎ is speed of previous forwarding node, Vrn Speed of re-

ceiving node where as Vmax is maximum speed of node in

the network

3.2.4. Composite routing metric

The composite routing metric is computed from several

routing metrics as defined in Equations 2 and 3. By using

a composite metric, a node with high connectivity level and

whose position toward the destination is selected as a next

forwarding node. Each node in the network computes the

composite metric set its timer and node whose timer expires

first will rebroadcast the packet in the network and all other

nodes in the network will discard the packet and reset their

timer. Composite metric is calculated by using the following

Equation 4:

Composite metric = � × GD + � × VRL (4)

here � and � are the weights with equal weightage.

With reference to Figure 6, Node 1 is a source node and

its front relatives are Node 6 and Node 7. Node 12 is a des-

tination node and it is not in the vicinity of Node 1. All the

front relative nodes upon receiving a packet from Node 1

calculates the composite metric using Equation 4 and set a

timer. Both front relative Node 6 and Node 7 compute com-

posite metrics and start their timer. The Node whose timer

expires first will forward the route request in the network.

The values of the composite routing metric of all front rela-

tive nodes shown in Figure 6 are tabulated in Table ??. With

reference to the computed values, Node 6 timer will expire

first and it will rebroadcast the message to all the other nodes

within its vicinity. Node 7 will discard the route request and

reset its timer. It is to be noted that the geographic distance of

Node 6 and Node 7 is 0.44m and 0.72m, respectively. Simi-

larly, the relative speed considered to select the appropriate

node in the above particular scenario for Node 6 and Node 7

is 0.08m/s and 0.16m/s, respectively. Therefore, the values

of composite metric that has been computed for Node 6 and

Node 7 are 0.26 and 0.44, respectively.

3.3. Working principle of RLPR
This section briefly describes the working principle of

the proposed routing protocol that is RLPR. Three different

types of messages are exchanged between the nodes in a net-

work to achieve the desired objectives. The periodic 1-hop

HELLO broadcast message along with an adaptive zoom

out interval. HELLO-message is a periodic broadcast mes-

sage in the network that is used to show the presence and to

share the geographical position, speed, distance, and energy

of nodes in the network. In contrast to this, the zoom-out

HELLO message is triggered, if any change at the link-layer

level of the TCP/IP layering model is detected. A Reliable

link route request (RLRQ) message is a broadcast message

that is broadcast by the source node in the network. When

a source node needs to send the data to the destination and

a reliable and energy-efficient path is not available for the

required destination, it generates RLRQ. When an RLRQ

message reaches the destination, it creates an RLRP (Reli-

able link route reply) message which is a unicast message

sent by the destination.

3.4. 1-Hop/Zoom-Out broadcast messages
Two types of 1-hop broadcast messages are used in RLPR.

The first one is the 1-Hop HELLO broadcast message that is

generated by each and every node in the network, periodi-

cally. The periodic interval for 1-Hop HELLO message is

used as 1sec. Along with this, an adaptive zoom out 1-Hop

message broadcasted when a change in the network is de-

tected. The Hello message format is shown in Figure 7.

Steps involved in 1-Hop HELLO broadcast message are

as follows:

i Each node in the network sends Hello message with its

1-Hop Neighbors if its energy is greater then threshold

level. Figure 7 shows the information that is exchanged

through Hello broadcast packet.
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ii Based on the information from 1-hop Hello message,

each node calculates, and stores the necessary informa-

tion of its 1-hop neighbor in the neighbor table. All re-

ceiving nodes based on the defined vicinity as per the

maximum transmission range calculates their energy. Nodes

whose energy levels are greater than the defined thresh-

old energy level play the role for further processing.

iii The node which fulfills the criteria mention in step 2

checks whether its 1-Hop neighbors lie in the forward-

ing zone by calculating the forwarding angle. If a 1-hop

neighbor lies in the forwarding zone, then the node re-

ceives the information and store it in the front relative

neighbor table.

3.5. Reliable link route request (RLRQ)
The following steps show the description of RLRQ mes-

sage.

i RLRQ message is broadcast to all its 1-Hop neighbors

in the network. When a source node wants to send the

data to the destination and source node does not have an

optimal path it broadcast RLRQ. A node that receives

the RLRQ message is a destination or it has a path to the

destination, it will unicast a route reply message. RLRQ

packet shares the information as shown in Figure 8.

ii If the node is not a destination or it has no optimal path

to destination then the node will rebroadcast the RLRQ

message in the network. Only those nodes will rebroad-

cast the message that is a front relative of the previous

forwarding node, otherwise, they will discard the packet.

iii If the front relative receives the RLRQ message, it will

compute the received signal strength and the front rel-

ative that signal strength then is lower than the defined

threshold level will discard the packet.

iv Node whose Signal strength is greater than the defined

threshold level plays the role for further processing. Now

front relative nodes that signal strength is greater than

define threshold level calculate relative speed with re-

spect to the previous forwarding node.

v On receiving the RLRQ message, the nodes determine

the geographical distance with respect to the destination.

vi Each and every front relative node calculates the com-

posite metric and sets a waiting time. The node whose

waiting time expires first to rebroadcast the RLRQ mes-

sage in the network. When the nodes who have stared

Originator Node  IP address

Originator Node  Sequence Number

Originator Node  Geographic Position

Originator Node Speed

Originator Node Energy

0 7 8 12 13

32 bits

Type Flag

23 24

Reserved

31

❋✐❣✉r❡ ✼✿ ✶✲❍♦♣ ❍❡❧❧♦ ❇r♦❛❞❝❛st ▼❡ss❛❣❡ ❋♦r♠❛t ♦❢ ❘▲P❘

RLRQ ID

Originator Node  IP address

Originator Node  Sequence Number

Destination Node IP address

Geographic postion of Destination Node

List of Front Relative Node

0 7 8 12 13

32 bits

Type Flag

23 24 31

Reserved Hop count

Geographic position of Originator Node

❋✐❣✉r❡ ✽✿ ❘❘▲◗ ▼❡ss❛❣❡ ❋♦r♠❛t

their timer receive an RLRQ packet for the same path

based on the source, destination, broadcast, and sequence

number identifiers, it discards the packet, otherwise it re-

broadcast the RLRQ message when its timer expires.

vii When the RLRQ packet is rebroadcasted by an inter-

mediate node, only the front relative will able to accept

the packet, all the others node will discard the packet as

per the criterion defined in the forwarding zone. All the

front relatives will discard the packet if they already have

received the RLRQ packet for the same source and the

same destination with the same sequence number, how-

ever, the next step will be carried out from steps 2 to 6. If

the RLRQ packet reaches the destination, it will unicast

Reliable link route reply (RLRP) packet.

Destination Node  IP address

Destination Node  Sequence Number

Originator Node  IP address

Life Time

7 8 19 20

32 bits

Flag

23 24 31

Reserved Hop countPrefix Size

9 100

❋✐❣✉r❡ ✾✿ ❘▲❘P ▼❡ss❛❣❡ ❋♦r♠❛t

3.6. Reliable link route reply (RLRP)
When the RLRQ message arrives at the destination, it

maintains a backward table and sends a unicast route reply

message along a reliable path based on the backward en-

tries maintained during RLRQ. The RLRP message format

is shown in Figure 9. If an intermediate node receives an

RLRP message, it will maintain a forward table and resend

a Unicast RLRP message to the next hop until the packet

arrives at the source node. When the source node gets the

RLRP message, it will start data forwarding.

3.7. Algorithm for RLPR
The process of discovering the route from source to des-

tination using forwarding angle and the front relatives based

on the defined routing criteria is elaborated in accordance

with Algorithm-1, Algorithm-2, and Algorithm-3. The no-

tation used in these algorithms is tabulated in Table 3. Each
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and every node in the network is required to share the ge-

ographical position and energy to its 1-hop neighbors us-

ing Algorithm-1. Additionally, each and every receiving

node computes its forwarding angle and selects its front rela-

tive and populate/update front Relative table. Furthermore,

Algorithm-2 is used, when a source node wants to send a

data to an intended destination. Moreover, if a source node

does not have any path to destination, it broadcasts RLRQ

packet. This packet contains the Source ID, Destination ID,

list of front relative nodes, Speed, and Position. If receiv-

ing node is in the front relative nodes, it computes routing

metric for path selection and starts its timer. When a desti-

nation node receives RLRQ packet, it unicasts the Route re-

ply packet using Algorithm-3. If receiving nodes is a source

node, it forwards data packet and the rest of the nodes with

valid entries, update their forward tabled and send unicast

RLRP packet.

3.8. Performance evaluation
For evaluation of the RLPR, we used the following per-

formance evaluation parameters for the proposed PLPR.

3.8.1. Control packet overhead

Routing protocol needs to send control information in or-

der to find a routing path. It is important to examine that how

much control information is sent by each protocol in the net-

work. This is because, whenever a node needs to send the

information, it needs to acquire the channel. If the chan-

nel acquisition rate is high, then the chances of collision in-

crease. This increases the energy consumption that leads to

a decrease the lifetime of the network. In the RLPR protocol,

a number of relay nodes in the network is less, this reduces

control messages overhead. As only those nodes that are in

❚❛❜❧❡ ✸

◆♦t❛t✐♦♥s ❯s❡❞ ✐♥ ❘▲P❘ ❆❧❣♦r✐t❤♠s

◆♦t❛t✐♦♥ ❉❡s❝r✐♣t✐♦♥

◆ ◆✉♠❜❡r ♦❢ ◆♦❞❡s ✐♥ t❤❡ ◆❡t✇♦r❦

Ni itℎ ◆♦❞❡ ✐♥ t❤❡ ◆❡t✇♦r❦

Pi {x, y, z} ♣♦s✐t✐♦♥ ❝♦♦r❞✐♥❛t❡s ♦❢ ♥♦❞❡ i

Zi ❋♦r✇❛r❞ r♦✉t❡ ❡♥tr✐❡s ♦❢ ♥♦❞❡ i

�
i ❘❡✈❡rs❡ r♦✉t❡ ❡♥tr✐❡s ♦❢ ♥♦❞❡ i

Vi ❙♣❡❡❞ ♦❢ ◆♦❞❡ i

Ai ◆❡✐❣❤❜♦rs ♦❢ ♥♦❞❡ i

Ei ❊♥❡r❣② ♦❢ ◆♦❞❡ i

TE ❊♥❡r❣② ❚❤r❡s❤♦❧❞

Si ❙✐❣♥❛❧ str❡♥❣t❤ ♦❢ ◆♦❞❡ i

Ts ❙✐❣♥❛❧ ❙tr❡♥❣t❤ ❚❤r❡s❤♦❧❞

FRi ❋r♦♥t ❘❡❧❛t✐✈❡ ❚❛❜❧❡ ♦❢ ◆♦❞❡ i

Ri ◆❡✐❣❤❜♦r ❚❛❜❧❡ ♦❢ ◆♦❞❡ i

�i ❋♦r✇❛r❞✐♥❣ ❛♥❣❧❡ ♦❢ ◆♦❞❡ i

Sid ❙♦✉r❝❡ ◆♦❞❡ ✐❞

Did ❉❡st✐♥❛t✐♦♥ ◆♦❞❡ ✐❞❡♥t✐✜❝❛t✐♦♥

Bid ❇r♦❛❞❝❛st ✐❞❡♥t✐✜❝❛t✐♦♥

V ri ❘❡❧❛t✐✈❡ s♣❡❡❞ ♦❢ ◆♦❞❡ i

Gdi ●❡♦❣r❛♣❤✐❝ ❉✐st❛♥❝❡ ♦❢ ◆♦❞❡ i

�i ❚✐♠❡r ❢♦r ◆♦❞❡ i

the forwarding zone of the Previous-hop will relay the route

request and all others will discard the packet.

3.8.2. Search success rate

The search success rate can define as the ratio of a total

number of route request messages and route reply messages

that are broadcast by nodes for path discovery to total time

taken by the network to discover the path.

3.8.3. Network lifetime

Network lifetime can be defined as the time from net-

work initialization to first node failure because of battery

depletion. Failure of a node may result in forming a dis-

joint path in the network. In a network, if an intermediate

node is bottleneck node it decreases the network lifetime as

the energy of this bottleneck node is consume more quickly

and this cause disjoint path in the network Reliability of the

Network can be achieved if Network has the better Network

lifetime. In our proposed mechanism Reliability of the net-

work is achieved as that next relay node in the forwarding

zone is selected with a better energy level.

4. Simulation and results

This section presents simulation results and performance

analysis of the proposed RLPR routing protocol. RLPR is

implemented using Network simulator (NS-2.35). Each sim-

Algorithm 1: 1-Hop/Zoom-out Hello Broadcast

Message

1 Input: N , Pi, Vi, Ei, �i, Bid , Ai

2 Output : Ri, Fri

3 Initialization;

4 for Each Node i ∈ N do
/* Assign position cordinates to each node and Update

Neigbour Table */

5 Ri ←
{
Ai, Ei, Pi

}

6 if Ei ≥ TE then

7 Broadcast 1-Hop Hello Broadcast Message

8 end

9 end

10 for Each Node i ∈ N do
/* For each node i that receives the broadcast message */

11 if (i ∈ Ri) && (Ei ≥ TE) then
/* For All Receiving Node ∀i ∈ N, Compute

Forwarding angle */

12 Compute �i using Equation 1

13 if �i ≤ 180◦ then
/* Populate and Update Front Relative Table */

14 Fri ← Ri ∴Ai ∈ Ri

15 end

16 else

17 Discard the Entry

18 end

19 end

20
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Algorithm 2: Reliable Link Route Request Pro-

cedure of RLPR

1 Input: Sid , Did , �i, Fri
, Pi, Vi, Bid

2 Output : Zi, �i
3 Initialization;

4 Sid = Null,Did = Null, Pi = Bid = Fri = Vi = 0

5 Request to send Data packet

6 if Sid has path to Did then

7 Forward data packets using information in �
i

8 else

9 Broadcast RLRQ packet

Sid , Did , Pi, Bid , F ri, Vi
10 while (i! = Did) ∀i ∈ N do

11 if Reiceving Node i has a path to Did then
/* Reiceving Node is Destination Node or it has

Path to Destination */

12 Go to step 23

13 else if i ∈ Fri then
/* if Recieving node is Front Relative Node Then

Compute Composite Metric */

14 Compute Si

15 if Si>=Ts then

16 Compute VRi, GDi using Eq-2 and 3

17 Compute Composite Metric using

Equation 4 and start time �i
18 end

19 if �i Expire then

20 Update �
i Rebroadcast RLRQ

message

21 end

22 else

23 Discard Packet

24 end

25 if i == Did then
/* Destination node recieves RLRQ packet */

26 Update Zi

27 Unicast Reliable Link Route Reply

28 end

29 end

30 end

31

ulation scenario ran for 30 times with random seed value,

to get 95% confidence so that the results show an admissi-

ble range along with average, minimum, and maximum val-

ues. For the simulation analysis, it is assumed that there is

only a single destination in the network for all the scenarios;

however, with a varying number of sources. Additionally, a

random waypoint mobility model is used, by considering a

random speed between a range of 10 - 25 km/h.

Furthermore, a free space radio propagation model is

used for simulation and each node in the network is equipped

with an omnidirectional antenna that has the capability of

transmitting and receiving to/from all directions, respectively.

Moreover, Constant bit rate (CBR) traffic is used over the

Algorithm 3: Reliable Link Route Reply Proce-

dure of RLPR

1 Input: Sid , Did , Bid

2 Output : Zi

3 Initialization;

4 for Each Node i ∈ N do

5 if i = Sid then

6 Forward Data Packets on the available Path

7 else
/* Update Forward Route Entry */

8 Update Zi

9 Unicast RLRP GO to step 3

10 end

11 end

12

❚❛❜❧❡ ✹

❙✐♠✉❧❛t✐♦♥ P❛r❛♠❡t❡rs

P❤②s✐❝❛❧ ▲❛②❡r P❛r❛♠❡t❡rs ❱❛❧✉❡s

❘❛❞✐♦ Pr♦♣❛❣❛t✐♦♥
▼♦❞❡❧✭♦✉t❞♦♦r✮

❋r❡❡ s♣❛❝❡

▼♦❜✐❧✐t② ▼♦❞❡❧ ❘❛♥❞♦♠ ✇❛② ♣♦✐♥t ♠♦❜✐❧✐t②

❘❡❝❡♣t✐♦♥ t❤r❡s❤♦❧❞ ✲✻✹❞❜♠

❆♥t❡♥♥❛ ♠♦❞❡❧ ❖♠♥✐✲❞✐r❡❝t✐♦♥❛❧

❙♣❡❡❞ ♦❢ ◆♦❞❡s ✶✵✲✷✺ ❦♠✴❤

❈❛rr✐❡r ❋r❡q✉❡♥❝② ✷✳✹●❤③

▼❛①✐♠✉♠ tr❛♥s♠✐ss✐♦♥ ❘❛♥❣❡ ✷✺✵♠

❊♥❡r❣② t❤r❡s❤♦❧❞ ✶✵ ❏♦✉❧❡s

▼❆❈ ❧❛②❡r

❈❲ ♠✐♥ ✶✺

❈❲ ♠❛① ✶✵✷✸

❙❧♦t t✐♠❡ ✷✵

◆❡t✇♦r❦ ❧❛②❡r
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Pr♦t♦❝♦❧ ❯❉P

■♥t❡r❢❛❝❡ q✉❡✉❡ t②♣❡ ◗✉❡✉❡✴❉r♦♣❚❛✐❧✴♣r✐◗✉❡✉❡

■♥t❡r❢❛❝❡ q✉❡✉❡ ❧❡♥❣t❤ ✶✵

❆♣♣❧✐❝❛t✐♦♥ ❧❛②❡r
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P❛❝❦❡t s✐③❡ ✺✶✷ ❇②t❡s

User datagram protocol (UDP) of the transport layer with

a packet size of 512 bytes. Simulations are carried out for

three different routing protocols; AODV, RARP, and RLPR.

Whereas, the performance evaluation metrics simulated for

each protocol are (1) control message overhead, (2) search

success rate and (3) network lifetime. The proposed RLPR

protocol is compared with RARP and with the conventional

AODV and by varying the numbers the nodes, a number of

sources, and simulation time.

Figure 10 shows the control message overhead generated

in the network by varying the number of nodes in a single

source and destination scenario. The horizontal axis repre-

sents the numbers of nodes and the vertical axis shows the

corresponding control messages generated by the nodes in
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the network. It has been observed that the control message

overhead increases with the increase in the number of nodes

in the network using RLPR, RARP, and AODV routing pro-

tocols. However, RLPR has shown better results as com-

pared to RARP and AODV in terms of control message over-

head. This is because, in RLPR, only front relative nodes,

which are in the forwarding zone and are towards the desti-

nation are allowed to rebroadcast the message in the network.

The nodes which are not in the forwarding zone, simply dis-

card the message.

Additionally, in RLPR, nodes are selected on the ba-

sis of received signal strength and speed of the nodes; this

leads to an increase in the reliability in terms of connectiv-

ity level that ultimately decreases the control message over-

head as compared to RARP and AODV. In contrary to this,

RARP and AODV allow all the nodes in the network to re-

broadcast the request/message. However, RARP shows bet-

ter results as compared to AODV. This is because, RARP

uses the Omni-directional antenna while broadcasting the

request and directional transmission towards the predicted

location using a directional antenna, that enables a longer

transmission range, and therefore, the control message over-

head decreases. On the other hand, AODV generates higher

control message overhead as compared to RARP and RLPR.

This is due to the fact that AODV just uses the hop count cri-

terion to discover the route between source and destination,
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so there might be a chance that the nodes that are selected in a

route may become a bottleneck, this increases the packet loss

that leads to rebroadcast the message for better ETE route.

Figure 11 shows the control message overhead generated

in the network by varying the number of sources. In this

scenario, a single destination with 30 numbers of nodes in

the network is considered. The horizontal axis represents

the number of sources and the vertical axis shows the cor-

responding control messages generated by the nodes in the

network. It has been observed that the control message over-

head increases with the increase in the number of sources in

the network using RLPR, RARP, and AODV routing pro-

tocols. Using RLPR significantly decrease the number of

control message as compared to AODV and RARP. This

is because in RLPR each and every source node initially

computes its own front relative nodes and only front relative

nodes of every source node are allowed to re-broadcast the

route request in the network. The rest of the nodes which are

in the backward zone do not rebroadcast the packet. On the

other side, RARP and AODV allow all the nodes in the net-

work to rebroadcast the messages/route-requests. However,

RARP shows better results as compared to AODV. This is

due to the usage of a utility function to discover the route.

The utility function is computed on the basis of longer con-

nection time between nodes and the minimum risk value,

where risk value is computed on the basis of nodes’ energy

and their geographical position, such as environmental con-

ditions and terrain structure. On the other hand, AODV just

uses the hop count criterion to discover the route between

source and destination. It allows all the nodes to rebroadcast

the message once.

Figure 12 shows the control message overhead generated

in the network by varying the Pause time in a single source

and single destination scenario with 20 numbers of nodes in

the network. The horizontal axis represents the pause time

and the vertical axis shows the corresponding control mes-

sages generated by the nodes in the network. As the control

message is periodically broadcasted in the network and when

the pause time increases more control messages are broad-

casted in each protocol. However, RLPR has shown better

results as compared to RARP and AODV in terms of con-

trol message overhead by varying the pause time. This is
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because, in RLPR, the route is selected on the basis of com-

posite metric which considered nodes as well as link charac-

teristics. Therefore, with respect to the simulation time, the

route does not become a bottleneck and hence the control

messages decrease. In contrary to this, RARP and AODV

allow all the nodes in the network to re-broadcast the con-

trol messages. It is quite possible that multiple routes may

contain some common nodes. This may introduce the con-

gestion, which ultimately increases the control messages in

the network due to the re-discovery of the path. However,

RARP shows better results as compared to AODV, this is

because, in RARP, the destination node receives multiple

route request packets and among several requests, it selects

the best among all the routes. This increases the reliability to

some extent which results in a decrease in control messages

as compared to AODV. On the other hand, AODV tries to

select those nodes in the network which has the path to the

destination, without considering that it might be congested.

This increases the frequency of failure and increases the con-

trol messages overhead.

Network lifetime is also evaluated and analyzed by vary-

ing the number of nodes and by varying the number of sources.

Figure 13 shows the network lifetime by varying the number

of nodes in a single source and single destination scenario.

The horizontal axis represents the numbers of nodes and the

vertical axis shows the corresponding network lifetime of

nodes in the network. Different energy levels are assigned to

all nodes that range from 10 to 100 Joules. RLPR has shown
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better network lifetime as compared to AODV and RARP.

This is because, in RLPR, only those nodes are allowed to

rebroadcast the route request whose energy is greater than

the threshold value. If the energy of the node is less than

10Jule then that node shall not participate in the commu-

nication. Additionally, the nodes along the discovered route

shall remain active for a longer period of time because of the

front relative selection in the forwarding zone. This selection

is based on another criterion that is the composite metric.

Based on the composite metric, only that node is allowed to

rebroadcast the request whose timer expires first. All other

nodes that overhear the request discard the message. In con-

trary to this, in RARP and in AODV, all the nodes in the

network re-broadcast the request, so this decreases the net-

work lifetime, as the energy of the nodes consumes at a high

rate because of the shared intermediate node due to the rout-

ing criterion. However, RARP shows better results as com-

pared to AODV. This is because, in RARP, nodes are se-

lected based on the better energy level that ultimately en-

hances the network lifetime as compared to AODV.

Figure 14 shows the network lifetime by varying the num-

ber of sources by considering a single destination with 30

numbers of nodes in the network. The horizontal axis rep-

resents the numbers of sources and the vertical axis shows

the corresponding network lifetime. When the number of

sources in the network increases the contention may occur.

This is due to the fact that multiple sources in a network try

to access the medium or channel, simultaneously, and there-

fore, the chances of collision increases in the network. Due

to collision, nodes consume more energy that significantly

decreases the network lifetime. RLPR has shown better net-

work lifetime as compared to AODV and RARP. This is be-

cause in RLPR, all source node have their own front relative

nodes and there is less chance of collision because in for-

warding zone front relative nodes that have high connectiv-

ity level and better energy level is allowed to rebroadcast the

message in the network. On the other hand, in RARP and in

AODV, chances of collision increase, as both of these pro-

tocols allow all the nodes to rebroadcast the message in the

network, and as a result, nodes consume more energy that

significantly decreases the network lifetime.

Figure 15 shows the Network lifetime by varying the
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Pause time in a single source and single destination scenario

with 20 numbers of nodes in the network. The horizontal

axis represents the pause time and the vertical axis shows

the Network lifetime of the nodes. As control messages are

periodically broadcasted in the network, and when the pause

time increases, more traffic is generated in the network. Due

to this, the contention increases that may increase the packet

loss and as a result, the intermediate nodes may become bot-

tleneck nodes that significantly decrease the lifetime. RLPR

has shown better network lifetime as compared to AODV and

RARP. This is because, in RLPR, the route is discovered by

considering the load and energy level of the nodes in the net-

work. Therefore, with the increase in the pause time does not

really affect the connectivity level among the nodes. How-

ever, in the case of RARP and AODV, the connectivity level

decreases that results in an increase in the packet loss and

thus the source nodes ultimately rebroadcast the message in

the network. This decreases the lifetime of the network.

Figure 16 shows the search success rate by varying the

number of nodes with a single source and a single destina-

tion. Here, the horizontal axis represents the numbers of

nodes and the vertical axis shows the search success rate in

a network. RLPR has shown better results as compared to

RARP and AODV in terms of search success rate. This is

because, in RLPR, those nodes are selected which are closer

to the destination. With such a criterion, the discovered route

contains a smaller number of nodes. Due to the smaller

number of nodes, the search success rate decreases. In con-

trary to this, in RARP and in AODV all the nodes in the

network re-broadcast the request to discover the route from

source to destination. However, because of the increase in

the contention by all the nodes, there is a chance that the re-

quest reaches the destination, a bit late. Due to this reason,

the search success rate in RARP and in AODV increases.

However, RARP shows better results as compared to AODV.

This is because, RARP uses the Omni-directional antenna

while broadcasting the request and directional transmission

towards the predicted location using a directional antenna

that enables a longer transmission range, and therefore, the

search success rate decreases. On the other hand, AODV

shows a higher search success rate as compared to RARP

and RLPR. This is due to the fact that AODV just uses the
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hop count criterion to discover the route from source to des-

tination.

5. Conclusion and future work

In the event of major search and rescue operations de-

mand of FANET arises due to unavailable or limited wireless

service at critically affected area. However, design of appro-

priate routing protocol is necessary for successful data com-

munication in FANET. In this research work, we proposed a

reliable link adaptive position base routing protocol. Several

new features of the RLPR were explained in detailed. Con-

cept of forwarding zone was introduced to select that front

relative node which was moving towards destination. High

reliability in network was achieved by selecting next relay

node with better energy level. Routing path was selected on

the basis of composite metric. Performance evaluation of

RLPR was carried out by comparing with RARP and con-

ventional AODV routing protocol and simulation was run

in different scenarios. The results showed that RLPR in-

creased the network life time and minimized the number of

control message that was used for path discovery between

source and destination. With different number of nodes in

the network the control messages were reduced up to 33%

by RLPR as compared to RARP and 45% when compared

with AODV and life time of the network was enhanced by

55% when compared with RARP and 65% when compared

with AODV. Also, when the number of sources in the net-

work were increased, RLPR had also shown the reduction

in control messages, 49% as compared to RARP and 57%

when compared with AODV and life time of the network

was enhanced by 21% when compared with RARP and en-

hanced by 35% when compared with AODV. Moreover, the

search success rate had been determined in RLPR, RARP

and in AODV and the results showed that RLPR performed

16% better as compared to RARP and 28% as compared to

AODV.

The proposed RLPR considered a single destination in

the network. In future, the extension can be made by incor-

porating multiple destination nodes in the network. Addi-

tionally, an adaptive forwarding zone using the forwarding

angle can be carried out for the selection of a suitable next

hop as per the routing criterion. Due to the high mobility, if

a node that has a better cost using a composite metric, moves

outside the forwarding zone then a source node may increase

its forwarding angle and as a result there might be a chance

to save more energy. Furthermore, it may also bring more re-

liability and may able to minimize unwanted and unreliable

paths between source and destination.
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