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**Abstract**

*Background*

The endogenous nature of healthcare expenditure means that instruments are often used when estimating the relationship between expenditure and mortality. Previous English studies of this relationship have largely relied on statistical tests to justify their instruments. A recent paper proposed that exogenous components of the resource allocation formula, used to distribute the national healthcare budget to local health authorities, be used as instruments.

*Objectives*

To estimate the relationship between healthcare expenditure and mortality by disease area for England from 2003/4 to 2012/13 using exogenous elements from the resource allocation formula as instruments for expenditure. To use these disease-specific estimates to estimate the marginal cost per quality-adjusted life year (QALY) for English NHS expenditure. To compare these estimates with those that relied on statistical tests to justify their instruments.

*Methods*

The two-stage least squares estimator is used to estimate the annual relationship between mortality and healthcare expenditure by disease area across 151 local authorities. These disease-specific outcome elasticities are combined with information about survival and morbidity disease burden in different disease areas to calculate the marginal cost per QALY for English National Health Service (NHS) expenditure.

*Results*

The results suggest an annual marginal cost per QALY of between £5,000 and £10,000. This is similar to that reported previously by studies that used statistical tests to justify their instruments.

*Conclusion*

These cost per QALY estimates are much lower than the threshold currently used by the UK’s National Institute for Health and Care Excellence (NICE) (£20,000 to £30,000) to assess whether a new pharmaceutical product should be funded by the NHS. Our estimates suggest that guidance issued by NICE is likely to do more harm than good, reducing health outcomes overall for the NHS. There may be legitimate reasons why such harms are deemed appropriate, but it is only through the type of empirical analysis in this paper that the reasons for these ‘harms’ are likely to be articulated and explicitly justified.

**Key points for decision makers**

* To generate an additional quality-adjusted life year requires between £5,000 and £10,000 of NHS expenditure
* NICE recommends that a new pharmaceutical product should be funded by the NHS if it costs less than £20,000 to £30,000 to generate a quality-adjusted life year
* The NICE threshold is too high and is likely to do more harm than good, reducing health outcomes overall for the NHS.
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**How effective is marginal health care expenditure?**

**New evidence from England for 2003/04 to 2012/13[[1]](#footnote-1)**

**1 Introduction**

Early attempts to quantify the relationship between health outcomes and expenditure found rather mixed results, with some studies finding the anticipated positive effect while others struggled to identify any association [1]. Although vaguely based on the idea of a health production function, most early empirical studies failed to account for the endogeneity of expenditure (most likely due to reverse causality) and often used international datasets to undertake cross-country studies [2].

More recent research has focused on the analysis of national data (for Australia, the Netherlands, Spain and Sweden) and these studies have usually attempted to control for the endogeneity of expenditure [3-6]. Interest in this topic has been stimulated by its increasing policy relevance. The results of such studies can often be used to calculate the marginal productivity (opportunity cost) of healthcare expenditure, and such estimates can inform decisions by regulatory agencies about the maximum that the health care system can afford to pay for the benefits offered by new pharmaceutical products.

A recent study estimated the relationship between health outcomes and healthcare expenditure for 23 programme budget categories (PBCs) (disease areas) across 152 English health authorities [7]. This used disease-specific expenditure to estimate outcome and expenditure equations for each of the nine disease areas with a mortality rate, and an expenditure equation for each of the other 14 programmes. The expenditure equations show how a change in the total budget is split across different care programmes, and the outcome equations reveal how this change in programme expenditure affects programme health. The analysis used socio-economic variables as instruments for the potentially endogenous expenditure variable and the authors largely relied on statistical tests to defend their choice of instruments. With the aid of two assumptions – that the impact of a change in expenditure on the QALY burden of disease is the same as on the mortality burden, and that the average impact on mortality in those areas with a mortality-based measure can be used as a proxy for the average impact in those areas without a mortality-based measure – the study reported an annual marginal cost per QALY of between £5,400 and £14,400 for all English National Health Service (NHS) expenditure [7].

Since the completion of that study, a new approach to the instrumentation of healthcare expenditure has been proposed [8]. This ‘funding rule’ approach notes that the per capita budget allocated to each health authority is the product of the national per capita budget and various adjustments reflecting local circumstances. Where the variables used to make these adjustments have no direct link with mortality, the proposal is that they be used as instruments for expenditure [8].

Although the funding rule (FR) approach to instrumentation can be applied to disease-specific mortality, the initial FR study only reported a single all-cause outcome elasticity (=-0.706 for 2005/06) [8]. This is unfortunate because it is not possible to convert an all-cause outcome elasticity into a cost per quality-adjusted life-year (QALY) without assuming that, for a small change in NHS expenditure, the total health (QALY) effect estimated using all-cause mortality is the same as the sum of the health (QALY) effects across all disease-specific areas when separate outcome equations are estimated for each of these disease areas. Our results suggest that this assumption is not met (the disease-specific results generate more QALYs in total than the all-cause result) and so we believe that disease-specific results provide a more secure basis for cost per QALY estimates.

Following the initial FR study, a small pilot study obtained plausible results using the FR approach for four disease areas using English healthcare data for the same single year (for 2005/06), but it presented no cost per QALY estimates [9]. A plausible cost per quality-adjusted life-year (QALY) estimate for all NHS healthcare expenditure requires disease-specific elasticities for as many conditions as mortality data permit.

In addition to better instrumentation, the FR approach has several other advantages over the use of socio-economic variables as instruments [9]. For example, by using total rather than disease-specific expenditure, the FR approach avoids the need to estimate any expenditure equations and hence it does not rely on the availability of disease-specific expenditure nor on health authorities providing an accurate split of total expenditure across different care programmes. Moreover, the use of total rather than disease-specific expenditure means that results will reflect the health benefits in each disease area generated by expenditure in all disease areas, and these may be important for patients with co-morbidities (eg an effect on deaths recorded as cardiovascular disease may reflect expenditure in non-cardiovascular areas such as diabetes).

Given the improvements offered by the FR approach, it is important to examine whether the cost per QALY estimates implied by the new approach confirm or reject the earlier results obtained using the less acceptable socio-economic instruments. To facilitate this comparison, we use the FR approach to estimate outcome equations for all-cause mortality and for nine disease areas, annually, over the ten-year period from 2003/04 to 2012/13. We use the resulting elasticities, together with information about survival and disease burden in all 23 care programmes, to calculate the implied marginal cost per QALY and the health opportunity costs associated with £10m of NHS expenditure. Ten annual estimates have been calculated to check the plausibility of any one year’s estimates and to examine time trends in the estimates. We also compare these FR-based results with those reported previously that used socio-economic variables as instruments [7].

**2 Methods**

***2.1 Institutional context***

The English NHS is a centrally planned and publicly funded health care system. Its income comes almost entirely from national taxation. Access to the Service is usually via general practitioners who act as gatekeepers to secondary care and pharmaceuticals. With some minor exceptions, the service is free at the point of consumption for patients. The Service is organized geographically, with responsibility for the local management of the NHS delegated to local health authorities. In the ten years to April 2013, these authorities were known as Primary Care Trusts (PCTs). Using various resource allocation formulae developed by the Department of Health (one for hospital services, one for pharmaceuticals and one for primary care), PCTs were assigned a fixed annual budget by the national ministry within which they were supposed to meet expenditure on almost all types of health care. The guiding principle behind the allocation formulae was that the need for medical care in a given population could be systematically calculated, allowing resources to be allocated in a fair and transparent manner, so that areas in equal need received the same budget. Well over two-thirds of all funding was for hospital and community health services (HCHS) with most of the remainder split between prescribing and primary care.

***2.2 Theoretical framework***

Most health outcome and expenditure studies estimate an equation of the form

i (1)

where is some measure of health outcome (we use the under 75 age/sex standardised years of life lost rate) , is a measure of healthcare expenditure (we use expenditure per resident), N is the need for healthcare and reflects everything not included elsewhere in the specification. Interest focuses on the size of the estimate of as this tells us how responsive outcomes are to a small change in the level of expenditure. Healthcare expenditure is likely to be endogenous due to the presence of reverse causality, that is, it is likely to be affected by (historic) mortality. This reverse causation implies that expenditure is likely to be correlated with the error term in equation (1), that the ordinary least squares (OLS) estimator will be both biased and inconsistent, and that the OLS coefficient on expenditure will under-estimate the size of the negative effect on mortality.

To obtain consistent estimates, researchers often use instrumental variable analysis (also known as two-stage least squares (2SLS)). This involves finding one or more exogenous variables (‘instruments’) that are associated with the exogenous part of the variation in the endogenous regressor (the level of healthcare expenditure) but which are otherwise unrelated to the dependent variable (the mortality rate). If Z is the selected instrument then estimation proceeds in two steps. The following first-stage equation is estimated using OLS:

(2)

The instrument (Z) and the controls from the equation of interest (N) are used to predict the ‘good’ (or exogenous) variation in the endogenous regressor (expenditure), that is, that part that is not correlated with the error term in equation (1). At the second stage, this predicted level of expenditure (i) replaces the actual level of expenditure (i) when using OLS to estimate equation (1).

For 2SLS to generate consistent estimates certain assumptions have to be met. First, the instrumental variable (Z) should be a ‘strong’ (good) predictor of the endogenous variable; ‘weak’ instruments can generate estimates with wide confidence intervals and cause the 2SLS estimator to be badly biased towards the OLS estimate. The usual rule of thumb ‘test’ for strong instruments is that the F statistic associated with the instrument(s) in the first-stage regression should be about 10 or better, and hence we report the Kleibergen-Paap F test statistic for all first-stage estimations in this study [10].

The second assumption is that the only reason for the relationship between the instrument and the outcome is the first-stage so that . Although this is called *the* exclusion restriction assumption, this assumption has two parts. The first part is that the instruments are as good as randomly assigned so that, conditional on the controls (N), they are independent of the outcome [11]. This requires that there are no unmeasured/unobserved confounders that affect both the instrument and the outcome variable. The second part of the exclusion restriction assumption is that, conditional on the controls (N), the instrument has no effect on the outcome other than through the first-stage channel [11].

The exclusion restriction assumption cannot be tested if the number of instruments is the same as the number of endogenous regressors. However, if there are more instruments than endogenous variables, we can test whether the additional instruments are valid. This test compares the 2SLS estimator with all instruments to 2SLS using a subset that just identifies equation (1). If all instruments are valid, the estimates should differ only as a result of sampling error [12]. If we fail to reject the null hypothesis that all instruments are valid, we can have some confidence in the set of instruments used. However, there remains the possibility that more than one instrument is endogenous, and that the 2SLS estimators using a full and reduced set of instruments are biased in the same direction and with the same degree of bias [12]. Where there are two or more instruments, we report the Hansen-Sargan test of instrument validity for every estimated second-stage equation.

***2.3 The funding rule approach to instrumentation***

Initial English studies used socio-economic variables as instruments for healthcare expenditure [13-15]. More recently, an alternative approach has been proposed [8]. This notes that between 2003/04 and 2012/13 the share of the national budget apportioned to each PCT was governed by the Department of Health’s allocation formula or ‘funding rule’. Strictly speaking, there were different formulae for different types of healthcare activity but the basic structure of each formula was the same and hence the discussion below talks of a single formula or funding rule.

The Department’s funding rule reflected each PCT’s need for expenditure and this, in turn, reflected the PCT’s population size, its age profile, local input prices, and other ‘need for health care’ factors. Periodically, the national ministry revised its funding rule and this, together with data updates, generated a new target allocation for each PCT. The new funding rule might generate a large change in the target allocation for some PCTs and, to avoid sudden large reductions in actual budgets, such changes were usually incorporated into annual budgets over a number of years [16]. Thus each PCT’s budget could be specified as:

Local budget per person= (National budget per person) x (Local age-cost index) x

(Local additional needs index) x (Local input price index) x (Local DFT Index) (3)

where:

(a) the age-cost index reflects the pure age/gender impact of the local population’s demographic profile on healthcare costs;

(b) the additional needs index reflects local deprivation and other factors, such as the recent mortality rate, likely to influence the need for health care;

(c) the input price index (the market forces factor (MFF)) reflects prices in the local health economy; and

(d) the distance from target (DFT) index reflects how far each PCT’s actual budget allocation is from its target allocation.

It is argued that three of the four adjustment factors in equation (3) can be used as instruments because these factors will be correlated with expenditure but are unlikely to be correlated with mortality, particularly with the inclusion of appropriate controls in equation (1) [8]. The additional needs index is not an appropriate instrument because, as constructed, it contains a measure of historical mortality which would introduce an element of reverse causality.

We saw in section 2.2 that valid instruments should be both exogenous (uncorrelated with unobservable determinants of mortality) and excludable (from the second-stage). Let us consider whether the proposed instruments meet these requirements. The MFF (input price index) adjustment reflects prices in the local health economy. It is designed to compensate health authorities for the unavoidable higher costs they incur when purchasing labour and other goods/services. If the MFF adjustment is perfect for every health authority then all

PCTs will be able to buy the same bundle of inputs and, although a useful predictor of nominal expenditure, this instrument can, in principle, have no impact on mortality because it has no impact on real expenditure. However, in practice, the MFF adjustment will not be perfect and any errors in the adjustment will lead to differences in the volume of real resources available to health authorities (we assume that this error is small relative to the adjustment for local prices). We have no reason to believe that these errors in the MFF adjustment will have any effect on mortality other than through their effect on expenditure (excludability). The MFF index reflects characteristics of the local (health) economy that could potentially be correlated with unmeasured determinants of mortality and its exogeneity is therefore conditional on health needs and socio-demographic characteristics employed in the estimated specification [17].

Similar arguments can be made for the age-cost index. This is designed to compensate health authorities for the unavoidable additional expenditure they incur due to the demographic profile of their population. If the age-cost adjustment is perfect for every health authority then all PCTs will be able to offer the same level of care irrespective of whether their population is a particularly old or young one. Again, this (age-cost) index will be a useful predictor of nominal expenditure but, if the adjustment is perfect, this instrument can have no impact on mortality because it has no impact on real expenditure. However, the age-cost adjustment will not be perfect and any errors in the adjustment will lead to differences in the volume of real resources available to health authorities. We have no reason to believe that these errors will have any effect on mortality other than through their effect on expenditure (excludability). The age-cost index reflects the impact of the local population’s demographic profile on healthcare costs. As is the case for the MFF, this profile could potentially be correlated with unmeasured determinants of mortality and its exogeneity is therefore conditional on the control variables employed in the estimated specification.

The DFT index will reflect the various funding formulae and ‘pace of change’ policies implemented under several governments of various political persuasions over the past thirty years.  While there are undeniably policy choices involved, such as the setting of the ‘pace of change’ (POC) adjustment that transitions PCTs towards their target, over the study period the POC policy focussed on providing a minimum basic budget uplift for all PCTs with a larger increase for those that were most under-target. We have no evidence to suggest that these policy choices were made on the basis of other factors such as outcomes (excludability) [18]. Moreover, health authority allocations usually include a relatively small component that seeks to address health inequalities directly and it is at this point that outcomes are considered rather than at the POC policy stage [19]. We also have no evidence to suggest that, conditional on our controls, the DFT index will be correlated with unmeasured/unobserved determinants of mortality (exogeneity).

Finally, of course, we test the empirical validity of our instruments using the appropriate statistical test (the Hansen-Sargan test).

***2.4 Estimation strategy***

To facilitate comparison with other studies, we too start with an analysis of expenditure data for 2005/06. We use three funding rule variables (an age index, an MFF index and a DFT index) from the resource allocation formulae used to distribute budgets to PCTs as instruments for expenditure. When estimating equation (1) theory suggests that it is important to control for healthcare need because need will be strongly correlated with mortality and expenditure. However, theory provides little guidance as to the precise appropriate controls. Hence following other studies and to make our results comparable with theirs, we identify a dozen socio-economic variables – such as the proportion of owner-occupied households – as potential controls for the need for health care and we use backward and forward selection techniques to reduce multicollinearity problems [7, 9, 13-15].

For each disease area, we start by estimating (1) with all socio-economic variables included as controls. This ‘full’ specification is merely a starting point (based on an evolved body of work in this area) from which we seek to identify a plausible specification that passes the usual statistical tests.The least significant regressor is removed from the specification and the equation is re-estimated. This process – of dropping the least significant regressor and re-estimating -- continues until there are only significant controls remaining (the expenditure term is forced to be ever-present). This specification becomes our preferred result if the estimated coefficients correspond with our theoretical priors (eg the coefficient on expenditure is not positive) and it passes the appropriate statistical tests (eg the instruments are valid and strong). However, if this is not the case, the specification is adjusted (eg an invalid instrument is removed) and the equation re-estimated. When the specification requires no further adjustment it becomes our preferred specification for this estimation year (2005/06).

Rather than re-derive the precise empirical specification for each programme for the following year (i.e., for 2006/7), we update the dataset and use the preferred specification for 2005/06 to re-estimate each outcome equation for 2006/07. We use this as our preferred result for 2006/07 if this re-estimation produces a result that passes the appropriate statistical tests and generates coefficients in line with our theoretical priors. If the re-estimation fails to do this, we re-estimate the equation having adjusted the specification as suggested by the initial result. This process – of using the empirical specification for the previous year and applying it to updated data – is applied to each year’s dataset both going forward from 2005/06 to 2012/13, and going back from 2005/06 to 2003/04. In addition to nine disease-specific outcome equations, we also use this estimation strategy to obtain an all-cause specification for each year.

Ideally, the same empirical specification would be relevant for a particular disease area for each data year but sometimes the specification requires adjustment (table A1 in appendix 0 provides a qualitative indicator of the degree to which the preferred specification for the current year has been changed from that for the previous year). There may be good reasons why adjustment is required. For example, the general population and the population at risk in each disease area will be changing every year and this may affect the relationship between instruments, expenditure, controls and mortality. Moreover, we only have observations for the socio-economic controls for two years (for 2001 and 2011) and values for the intervening years are estimated using interpolation. A changed specification might reflect inaccuracies associated with interpolation rather than any change in the underlying data generating process.

When estimating regressions, the values for all variables are logged so that regression coefficients can be interpreted as elasticities. All observations are weighted by the size of the area’s population and robust standard errors are reported. Estimation is undertaken using the *Stata* statistical packageand the *ivreg2* command [20]. In addition to the weak instrument and valid instrument tests mentioned above, we also report a test for whether expenditure is endogenous and a reset test (Pesaran-Taylor) for mis-specification [20, 21].

***2.5 Using the outcome elasticities to estimate the cost per QALY***

The outcome elasticities obtained by estimating equation (1) for each disease area with a mortality indicator indicate the proportionate effect on mortality in that particular disease area in one year, due to a proportionate change in total expenditure. These elasticities are used as a surrogate for the likely effect of a change in expenditure on a more complete measure of the health, which combines survival and morbidity effects (i.e., changes in the QALY burden of disease). In those PBCs without significant mortality (see table A1 in appendix 1), where mortality elasticities cannot be estimated, the proportional effect of a change in expenditure on the QALY burden of disease is assumed to be the same as the overall proportional effect on the burden of disease across those PBCs where the mortality effect can be estimated (this is the extrapolation assumption). The estimated outcome elasticities, together with these surrogacy and extrapolation assumptions, are used to calculate the change in the total QALY burden across all PBCs associated with a small change in health care expenditure, and hence the marginal cost per QALY. We also calculate the number of QALYs gained through a small (£10m) increase in the total NHS budget.

The assumptions of surrogacy and extrapolation have been found to be conservative with respect to the likely health effects of changes in expenditure [22, 23]. Both, however, require estimates of the total QALY burden of disease for the population with disease (in a PBC) in a particular expenditure year. Each PBC (with the exceptions of PBCs 16, 22 and 23) is a subset of the approximately 1500 non-procedural, 3-digit ICD 10 codes. Therefore, the QALY burden of disease is first estimated at ICD code level before being aggregated to each PBC (see appendix 1 for additional stepwise explanation, sources and specific links to the previous publication of these methods and data).

Office for National Statistics (ONS) data, which report the age of death, for all deaths, by gender for all ICD codes each year, combined with evidence about the age and gender distribution of the at-risk population in each ICD code, is compared to the life expectancy of the matched general population, to provide a measure of the survival burden of disease (YLL). The impact of disease on quality of life for those surviving with disease must first account for evidence of quality of life ‘norms’ for the general population by age and gender of the at-risk population in each ICD code. Quality of life decrements due to disease (using pooled data from the Health Outcome Data Repository (HoDAR) and the Medical Expenditure Panel Survey (MEPS)) are then applied to these age and gender ‘norms’.

Therefore, the total QALY burden of disease (for each ICD code aggregated to PBC) in one year is the sum of the YLL adjusted for quality of life norms and the quality of life impact of disease on average for the incident and prevalent population in one year. These are updated each year using the routinely reported ONS data, which provides age of death for all deaths, by age of death and gender for all ICD codes, and life expectancy for the general population matched to the age and gender of the at-risk population in each ICD code (using ONS life tables). Estimates of the YLL and total annual QALY burden by PBC are reported in table A1 in appendix 1 for each year of expenditure data.

**3 Data**

***3.1 Expenditure data***

NHS expenditure data were obtained from the NHS programme budgeting website (see <https://www.networks.nhs.uk/nhs-networks/health-investment-network/news/2012-13-programme-budgeting-data-is-now-available>). This dataset includes all expenditure by PCTs including that on inpatient and outpatient care, pharmaceuticals and primary care. We want to estimate outcome equations for as many years as possible, from the first availability of the expenditure data (for 2003/04) to the abolition of Primary Care Trusts in March 2013. The only geography for which mortality data is available over this entire period is by local authority and hence we use local authorities, rather than PCTs, as our unit of analysis. PCT expenditure data are converted to a LA geography using information from a mapper that reflects population sizes as at mid-2010. These time-fixed weights are used to map expenditure from PCTs to LAs according to the proportion of the PCT population in each LA.As Table 1 reveals, the average level of expenditure per person by LA for 2005/6 is £1,340, but this varies across LAs from just over £1,000 to just under £2,000 per person. Further details about the expenditure data are in appendices 2 and 3.

***3.2 Mortality data***

To study of the impact of expenditure in 2005/6 on health outcomes, we use the under 75 years (age standardised) years of life lost rate (SYLLR)) calculated by pooling deaths data over the three-year period 2005, 2006 and 2007 as our measure of mortality [24]. The mortality data was also pooled over a three-year period when calculating SYLLR for the other study years. This mortality data was obtained via the NHS Digital Clinical Indicators portal (see <https://digital.nhs.uk/data-and-information/publications/statistical/compendium-mortality/current/years-of-life-lost>). Descriptive statistics for the various SYLLRs for 2005/2006/2007 are in Table 1. For example, the all-cause SYLLR averaged 471 years of life lost per 10,000 head of population. However, this rate varied considerably across LAs, ranging from 257 to 736 years of life lost per 10,000 head of population. Equally large geographical variations in mortality rates are evident for some disease-specific areas. Further details about the mortality data are in appendices 2 and 3.

***3.3 Instruments***

During the study period the Department of Health employed a different resource allocation formula for each of the main types of healthcare (HCHS, primary care, pharmaceuticals) funded by the NHS. Each formula has its own age, needs, and MFF indices. These formulae were only revised intermittently so that time-varying MFF and age indices are not available for every study year (and, anyway, these will only change very slowly). We make the best use of what is available.

The Department of Health’s resource allocation books for 2003/4, 2004/5 and 2005/6 can be used to extract the relevant age and MFF indices for Hospital and Community Health Services (HCHS). However, these allocations are for the 303 PCTs in existence in April 2003. In October 2006 there was a major re-organisation of PCTs and their number was reduced from 303 to 152. As we do not have an appropriate mapper to convert the age and MFF indices for the 303 PCTs to 152, we consulted the first post-merger resource allocation book for proxies for these variables. The resource allocation book for 2009/10 contains an MFF for HCHS and we use this as our first instrument for the initial study year (2005/06) having mapped it to our local authority geography.

The HCHS resource allocation formula for 2009/10 also contains an age index but this is combined with an additional need index and the latter includes an element of historical mortality. Hence as our second instrument we use the age index from the prescribing cost resource allocation formula for 2009/10 which is a pure age index and uncontaminated with any measure of mortality. Annual distance from target (DFT) data for each PCT’s total allocation across all funding streams is available for all study years and this is our third instrument.

Table 1 shows that all three of our instruments average about one but that there is considerable variation around the country. For example, the MFF index suggests that unit costs in some LAs are between 7% lower and 15% higher than the average. Further details about the instruments can be found in appendices 2 and 3.

***3.4 Socio-economic variables***

The dozen potential socio-economic controls for the need for health care are in Table 1. These census-based variables are constructed using the 2001 census and then again using the 2011 census. Values for specific analysis years (e.g., for 2005) are constructed by linear interpolation between the values for the two censuses. For the final study year (2012) we use the same values as for the penultimate study year (2011). The descriptive statistics in Table 1 relate to the 2005 study year. They reveal that, on average, 10% of all residents are born outside the European Union, 29% of the working-age population are employed in managerial and professional occupations, and 65% of households are owner occupied. Again, these averages mask considerable variation across local authorities: the proportion of residents born outside the EU varies from less than 1% to more than 42%, and the extent of owner occupation ranges from 28% to 83% of all households. Statistics for the same variables for the other study years are in appendix 3.

**4. Results**

***4.1 Outcome elasticities***

The estimation strategy outlined above generates a large amount of statistical output when applied to ten disease areas, annually, over the study period. Here we provide detailed results for one year (for 2005/06) with summaries for the others, but detailed results for each of the other study years are in appendix 4.

*All-cause mortality for 2005/06*

The results in Table 2 illustrate the application of our estimation strategy to the estimation of equation (1) for all-cause mortality. This reports the second-stage regression for various specifications as suggested by our estimation strategy (first-stage results are in Table A10 in appendix 4). We begin with the inclusion of all potential socio-economic controls in the equation of interest (see column 1 of Table 2) and all three funding rule variables as instruments (see column 1 of Table A10). As indicated by our estimation strategy, the least significant regressor is removed from the specification and the equation is re-estimated. This process – of dropping the least significant regressor and re-estimating -- continues until there are only significant controls remaining. This process leads to the more parsimonious second-stage specification shown in column 2 of Table 2.

Unfortunately, the instrument set associated with this specification is not valid so we eliminate one instrument at a time and re-estimate the model (three times in all). The result in column 3 shows the result associated with the least invalid instrument set (this includes the age and MFF instruments) but this combination of instruments still just fails the Hansen-Sargan test at the 10% level. The specification in column 4 shows the (strongest instrument) result associated with the use of a single instrument (the MFF index). However, this specification still fails the reset test so we re-estimate this several times and, on each occasion, add back in one of our previously deleted socio-economic control variables. The results shown in columns 5 and 6 both pass the reset test and, as the final result has the strongest instrument set (the Kleibergen-Paap F statistic=26.7), this is our preferred outcome specification for all-cause mortality.

*Disease-specific mortality for 2005/06*

If we apply the same strategy to the estimation of the health outcome equation (1) for nine disease-specific mortality rates we obtain the second-stage results shown in columns 2 – 9 of Table 3 (first-stage results are in Table A11 in appendix 4). There is no result for epilepsy mortality because we were unable to find a plausible specification for this disease area for this year. The coefficient on expenditure is significant at the 10% level for all eight disease-specific areas. The endogeneity test statistics suggest that expenditure is clearly endogenous for all eight specialties. The Hansen-Sargan test statistics suggest that the instrument sets are valid. The Kleibergen-Paap F statistics suggest that, for six of the eight specifications, we have strong instruments (F statistic around ten or better) and that for the other two (for gastro-intestinal problems and for neonate mortality) the instrument sets are borderline strong (F-statistics of 8.74 and 8.95 respectively). The Pesaran-Taylor reset test statistics suggest no evidence of mis-specification. The coefficients on the instruments in the first-stage regressions (Table A11 in appendix 4) are usually significant and positive (as is anticipated).

*All-cause and disease-specific mortality for 2003/04, 2004/05, 2006/07 – 2012/13*

The estimation strategy outlined in section 2.4 is applied to each year’s dataset, both going forward from 2005/06 to 2012/13, and going back to 2003/04. The values of all variables are logged before estimation so that the regression coefficients can be interpreted as elasticities; they reflect the percentage change in mortality associated with a 1% change in NHS expenditure. The outcome elasticities for all-cause and disease-specific mortality are in Table 4. Confidence intervals associated with these point estimates are in Table A30 in appendix 5. In addition to the directly estimated outcome elasticities, Table 4 also reports the all-cause elasticity implied by the disease-specific elasticities.

***4.2 Implied cost per QALY and health opportunity costs***

The outcome elasticities reported in Table 4, together with information about the QALY burden of disease and the surrogacy and extrapolation assumptions outlined in section 2.5, enable us to estimate the marginal cost per QALY for total NHS expenditure. These cost per QALY estimates are shown in Table 5 together with the health opportunity costs (in terms of the number of QALYs forgone or gained) associated with a small (£10m) change in health care expenditure. The confidence intervals associated with the mortality elasticities were used to derive the confidence intervals for the cost per QALY and health opportunity cost estimates.

The cost per QALY point estimates and their associated confidence intervals in Table 5 are illustrated diagrammatically, using a solid line, in Figure 1. These estimates can also be presented as the number of QALYs gained or forgone associated with a small change in the level of NHS expenditure (say, £10m). These health opportunity cost estimates are also presented in Table 5 and are illustrated diagrammatically, using a solid line, in Figure 2.

One advantage of the diagrammatic form is that it permits a ready comparison with the cost per QALY and health opportunity cost estimates obtained using socio-economic instruments [7]. These estimates and their associated confidence intervals are reproduced diagrammatically using a dashed line in Figures 1 and 2.

All of the estimates in Table 5 and Figures 1 and 2 are at current prices. Outcome elasticities estimated over the pooled sample using constant (2012/13) price expenditure data are in appendix 6. This appendix also reports the annual cost per QALY at constant (2012/13) prices using (a) the cross-section results and (b) the pooled analysis.

**5. Discussion**

***5.1 Outcome Elasticities***

The disease-specific elasticities shown in Table 4 reveal that, although there is some across year variation, the elasticities for most disease areas are reasonably constant throughout the study period. This consistency is most notable for those disease areas with a relatively large number of deaths (such as cancer and circulatory disease). The disease-specific elasticities in Table 4 also demonstrate that the responsiveness of mortality to changes in expenditure varies considerably by disease area. For example, for every year circulatory disease appears to be more responsive than cancer to marginal changes in expenditure.

Two all-cause outcome elasticities are reported in Table 4. One of these has been directly estimated in the same way as the disease-specific elasticities, and the other is the elasticity implied by the disease-specific estimates. These confirm the patterns noted for the disease-specific elasticities: first, although there is some variation across years, both series are relatively consistent; and second, as these reflect total mortality, the variation in the estimates across time is smaller than the variation in the disease-specific estimates. It is also worth noting that, for all ten years, the directly estimated all-cause elasticity is smaller (absolutely) than the all-cause elasticity implied by the disease-specific elasticities. There may be some aggregation bias associated with the all-cause elasticity that is avoided through the use of more disaggregated data. A reviewer suggested that this result could also be because the disease specific result is the less robust result due to the cumulative effects of bias across the individual disease specific models. However, it is not obvious why the disease specific results should all be affected by bias in the same direction, nor why this bias should not affect the all-cause result.

Our FR-based elasticities can also be compared with those obtained when analysing a very similar English dataset but using socio-economic instruments selected using statistical tests. We find that our FR-based elasticities are similar to those reported previously using socio-economic instruments [7]. For example, over the ten-year study period we find that the average FR-based implied all-cause elasticity is -1.193 and this is almost identical to that reported using socio-economic instruments (=-1.248) [7]. In other words, the use of two different approaches to the identification of expenditure generates almost identical average (implied) all-cause outcome elasticities.

***5.2 Cost per QALY and health opportunity costs***

All of the cost per QALY estimates in Table 5 lie within a relatively narrow range, that is, between £5,800 and £9,900. The 95% confidence intervals associated with these point estimates overlap each other considerably and, across all years, fall between £4,200 and £22,400. Similarly, the point estimates of the health opportunity cost associated with £10m of NHS expenditure lie within a relatively narrow band for all of the ten years (between 1,000 and 1,800 QALYs), with all 95% confidence intervals ranging between 440 and 2,400 QALYs.

The diagrammatic presentation of our results in Figure 1 (solid line) emphasises the relative consistency of our results through time and that they are similar to those obtained using socio-economic instruments (dashed line) [7]. For eight of the ten years the two sets of cost per QALY estimates are very similar, with the socio-economic instruments generating a slightly larger cost per QALY in both 2008/09 and 2012/13. The two sets of health opportunity cost estimates shown in Figure 2 also demonstrate that two very different approaches to instrumentation generate similar results.

The cost per QALY estimates are in nominal (current price) terms and reveal an average annual growth rate of 5.4%. They can be deflated to constant prices using the average annual growth rate of the hospital and community health services (HCHS) pay and price index (2.8%) over the study period [25]. Having taken account of this, our results indicate that the estimated cost of a QALY gained by marginal NHS expenditure grew in real terms with an average real-terms annual growth rate of 2.6% (see Table A32 in appendix 6). This growth in the cost per QALY implies a fall in real marginal productivity. This may be attributed to diminishing marginal returns to the dramatically increased total NHS expenditure over this period, which followed an average real-terms annual growth rate of 4.2% (the average annual growth rate in current price NHS expenditure was 7.0% (see appendix 3) and the corresponding growth rate in the HCHS pay and price index was 2.8%) [25].

A recent paper used 28 clinical experts and 25 individuals with policy responsibilities to examine the validity of our surrogacy and the extrapolation assumptions [22, 23]. The results from the research suggest that the effect of a change in expenditure on the total QALY burden is, in proportionate terms, expected to be higher than (rather than equal to) those on the mortality burden. In other words, the surrogacy assumption is likely to underestimate the QALY benefits of a change in expenditure. The research also suggests that the extrapolation assumption is likely to underestimate QALY benefits; in particular, the health effects in disease areas without measured mortality effects are, on balance, expected to be greater than the assumed average of those effects where a mortality measure is available. This evidence suggests that the surrogacy and extrapolation assumptions are, if anything, conservative ones.

However, it is straightforward to examine the impact of the assumption that the effect of expenditure on the mortality burden of disease can be used as a surrogate for the effect on the broader QALY burden. If the effect on the QALY burden is twice as big as the effect on mortality, then the cost per QALY would be halved. Alternatively, if the effect on the QALY burden is half the effect on mortality, then the cost per QALY is doubled.

Interest in the cost per QALY for health expenditure is not confined to the UK. A study of

Spanish health care expenditure reports a cost per QALY of between 22,000€ and 25,000€ and anAustralian study suggests a figure of AU$28,000 per QALY gained [3, 5]. At current exchange rates both of these studies report slightly larger cost per QALY figures than we have found for England. Estimates are also available for the Netherlands (41,000€ per QALY) and Sweden (39,000€ per QALY) [4, 6].

***5.3 Policy implications***

An assessment of the marginal productivity of health care expenditure is of considerable policy interest. For example, the cost per QALY estimates presented above suggest that marginal increases in health expenditure, whether funded through additional taxation, borrowing or reallocation from other spending departments, appear good value when compared with estimates of the equivalent consumption value of health. Recent reviews of stated preferences suggest that £30,000 per QALY might be a reasonable lower bound on individual willingness to pay to improve their health by one QALY [26, 27].

There is limited evidence about the marginal productivity of other types of public expenditure that could start to inform UK Treasury decisions during periodic public expenditure reviews. However, a similar approach to that adopted here may generate marginal productivity estimates for other categories of public expenditure, particularly those designed to reduce mortality and/or improve the quality of life. For example, local authority expenditure on public health and social care pursue these objectives and evidence about the marginal productivity of both would usefully inform any assessment of where public money is best spent.

Some assessment of the marginal productivity of health care expenditure is also unavoidable when considering more granular choices within the health care system. For example, when considering whether a proposed investment (e.g., a programme of care, access to a new drug, procedure or intervention) will improve health outcomes, a comparison of the expected health benefits of the investment with the expected health opportunity costs of the additional resources required is necessary [28].

Importantly, the marginal productivity estimates presented here start to reveal whether the unavoidable implicit or explicit norms used in making these types of decisions are reasonable and evidence based. For example, since 2004, the National Institute for Health and Care Excellence (NICE), which issues guidance to the UK NHS, has published an explicit range for the cost-effectiveness ‘thresholds’ used in its deliberative decision-making process [29]. NICE states that the ‘threshold’ ought to represent the health opportunity costs of the additional NHS costs of a new technology. However, the stated range (£20,000 to £30,000 per QALY) was, in fact, founded on the values implied by the decisions it made between 1999 and 2003 and has been widely recognised for some time (including by NICE) as having little empirical foundation [30].

More recent evidence suggests that the ‘thresholds’ implied by the decisions NICE actually makes are, in fact, much higher [31]. The estimates of marginal productivity in this paper suggest that guidance issued by NICE is likely to do more harm than good, reducing health outcomes overall for the NHS [32]. There may be legitimate reasons why such harms might be deemed appropriate, but it is only through the type of empirical analysis in this paper that the reasons for these ‘harms’ are likely to be articulated and explicitly justified.

Other established norms are also evident in published economic evaluations. For example, in the US, thresholds of $50,000 to $100,000 per QALY have become increasingly cited but are also widely recognised as having little evidential foundation [33]. The type of ‘thresholds’ previously promoted by the World Health Organisation became widely cited but do not reflect evidence of health opportunity costs [34]. Therefore evidence-based challenges to these implied and/or explicit norms seem warranted.

***5.4 Study limitations***

Our results are reasonably consistent; the point estimates suggest a cost per QALY of between £5,800 and £9,900 (CI: £4,200 - £22,300). That we obtain similar results for several time periods could be interpreted as evidence of the reliability of our findings. Alternatively, we may have been estimating the same relationship using ten different draws from the same data generating process.

The backward selection of covariates is one of several approaches to the identification of a more parsimonious specification. It involves the application of standard statistical tests -- which assume a single test of a pre-specified model -- to a sequence of steps to identify relevant explanatory variables, and this may mean that the reported p-values are incorrect[35]. We readily acknowledge this limitation but we persevere with this approach so that our results are comparable with a similar study that used the same approach with socio-economic instruments [7].

One issue that we have not addressed is the potential lagged effect of expenditure on mortality. We have the impact of expenditure in, say, 2005/06 confined to mortality in 2005/06/07. This precludes any lagged effect on mortality in, say, 2007/08. Similarly, the mortality effect in 2005/06/07 only reflects expenditure in 2005/06 and not, say, spending in 2004/05. Therefore, our estimates will reflect the full impact of expenditure on mortality if these two lagged effects cancel each other out for each disease group although, of course, the length of this lag may be longer for some areas (eg cancer) than for others (circulatory disease).

We should acknowledge the possibility that both mortality and expenditure might be driven by local differences in some unspecified variable that we have omitted from the study (i.e., that one of the assumptions required for 2SLS to be a consistent estimator is not met).  If this were true, any claims about the causality of the relationship we have estimated between health care expenditure and mortality would be weakened.  This possibility is inevitably true of any statistical analysis where the precise details of the true underlying causal mechanisms are not known with certainty.  We have examined all plausible possibilities based on the limited guidance that theory can offer, the previous empirical work that has been undertaken in this area, and all the sources of data that are currently available.

We believe that the funding rule approach adopted here offers a substantial advance on what has gone before and that the estimates we provide can inform, and bring more accountability to, important and unavoidable social choices about health care expenditure and how it is allocated. Nevertheless, the assumptions and methodological choices that we have had to make do generate uncertainty and this is not captured in the reported confidence intervals.

**6. Conclusions**

This paper builds on previous attempts to estimate the marginal benefit associated with English NHS expenditure. Previous studies used socio-economic variables as instruments for disease-specific expenditure but a new approach proposes the use of exogenous variables in the formula used to allocate funds to local health authorities. We have applied this approach to generate annual cost per QALY estimates for English NHS expenditure from 2003/04 to 2012/13. These estimates suggest an annual cost per QALY of between £5,800 and £9,900. These figures are close to those reported previously using a similar dataset but socio-economic rather than funding rule variables as instruments.

Currently, there is limited evidence about the marginal productivity of other types of public expenditure but the approach outlined here has obvious applications to other types of expenditure and, in particular, to specific components of healthcare expenditure (e.g., pharmaceuticals) and to other types of healthcare related expenditure (e.g., public health and social care).

The most recent results reported here are for 2012/13. Clinical Commissioning Groups (CCGs) replaced PCTs as commissioners of local health services in England from April 2013. CCGs lost about one-third of their commissioning remit with responsibility for primary care, specialised commissioning and public health transferred to more central administrators. We have no reason to believe that this re-allocation of commissioning responsibility will affect the relationship between total NHS expenditure and mortality, but the identification of separate expenditure totals for specific types of healthcare since 2013 may permit the estimation of the marginal productivity of these types of activity.
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