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Abstract—Development of dependable multi-/many-core sys-
tems requires assurance that the system is operable in a range
of conditions, subjected to both functional and non-functional
requirements. To achieve this, tools need to be implemented
that can enable exploration of design options and be able to
detect deficiencies earlier to avoid costly system re-design. In
this work we discuss the challenges of design of multi-core real-
time systems with timing assurance and discuss what are the
requirements for modelling, testing and analysis tools. Digital
Twin-based predictive modelling and fast design space evaluation
are studied that work toward addressing these challenges.

Keywords—Real-Time Systems, Digital Twin, Design Space
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I. INTRODUCTION

In traditional software and hardware co-design of real-time

systems, understanding the performance of software cannot

be fully achieved until the hardware is available and even

then a good understanding may only be available when all

the software is ready. For example, the cache behaviour is

dependent on the processing device, the software and the op-

erational context including the data being processed. Problems

may only be realised later in the development cycle when the

hardware cannot be changed and any software optimisation

takes time and is expensive.

In this work, we motivate our use of predictive models based

on currently available systems to better assess how different

hardware configurations may result in a better architecture, and

how the system may cope with future changes and operational

usage scenarios. We note that better and future may not be well

defined at the time the assessment is performed which means

that any model and Design Space Exploration (DSE) needs to

be robust to uncertainties (epistemic and aleatoric) and further

system changes (design and operational use).

For example in DSE, making predictions of the performance

of a defined configuration provides usefulness only if the

underlying model, the data being used to generated that model,

and the data used to stimulate that model are all representative

(see its definition below). These bring difficulties not only

due to the increased complexity of software, hardware and

the interactions between them, but also the context and the

mode that the system is experiencing.

As part of the Modelling and Optimising Complex Hetero-

geneous Architecture (MOCHA) research project, we propose
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Fig. 1. The MOCHA-T Toolchain for real-time systems design and analysis.
The sub-systems in the diagram are: (i) Profiling and Learning; (ii) the Digital
Twin; (iii) DSE and assurance.

a Digital Twin-based simulation and DSE toolchain (namely

MOCHA-T; See Figure 1), which aims to design and optimise

high performance heterogeneous many-core real-time systems

and provide the evidence needed as part of assurance. The

research features the following components: a profiler allowing

the current software to be executed on either a host or target;

a learning module that takes the profile data and predicts what

the performance characteristics will be in different config-

urations and situations; an executable model that evaluates

a specific configuration in a particular operational context;

a design space searching and assurance that can propose

and evaluate different design options across a wide range of

operational context; and finally a Digital Twin that co-exists

with the deployed system to help understand if the system

is performing as expected, whether it needs optimising and

whether the executable models need fine tuning.

Success relies on components using models at the right level

of abstraction and being able to capture the dependencies of

functional software components, for example, by modelling

parallel tasks as Directed Acyclic Graphs (DAGs) [1]. The

models would then enable the evaluation of feasibility and

schedulability.

The structure of the paper is as follows: the open challenges

and opportunities for real-time digital twins are discussed in

Section II. Based on the proposed questions, the potential

solution with respect to modelling is further discussed in

Section III, followed by a conclusion in Section IV. The

main contribution of this paper is the definition of some open

challenges and opportunities for future research.



II. OPEN CHALLENGES FOR REAL-TIME DIGITAL TWINS

In this section some of the challenges faced in this work

from the perspective of assurance are introduced. The chal-

lenges are heavily based on previous work on the certification

of critical real-time systems [2], assurance of wider dependable

systems [3], and a previous open challenges paper written

in the context of probabilistic Worst-Case Execution Time

(pWCET) analysis [4]. The challenges are considered across

some of the components and properties outlined in the intro-

duction. For reasons of space, a full consideration cannot be

presented. The challenges (Cx) then lead to specific research

questions (Rx.y).

A. C1 - Determining the Key Parameters for the Range of

Operational Usage

Most systems have a wide operational range, especially

considering abnormal situations such as overload and failure

scenarios. It is crucially important that a system operates

as expected across the whole range and importantly that

any degradation is graceful [5]. At the same time a system

has many layers both horizontally (e.g. a number of sub-

systems and components) and vertically (e.g. application, run-

time support including the operating system, and then the

hardware). Across the range of components involved in our

research relies on appropriate key parameters across the whole

operational range and the different parts of the system. For

example when considering the profiler as part of modelling the

multi-core timing effects, there is a need to understand which

variables in which (hardware and software) components lead to

sufficient operational scenarios and the different behaviours of

the multi-core processors. This leads to the following research

questions:

• R1.1 - How to balance sufficient coverage of operational

usage with avoiding pessimism by considering implausi-

ble scenarios?

• R1.2 - How to identify the key parameters across the

layers, range of components and operational scenarios?

In the context of multi-mode system, e.g. mixed-criticality

or fault adaptive system, each mode and the transition between

modes need to be examined. In the work of [6], the multi-

core interference is examined using deep learning based on

data from performance measurement counters (PMCs). In [7],

scenario-based analysis combined with heuristic search are

applied to study the changeability of a system.

The profiler, when generating test vectors, should be able

to simulate the running environment by using models that can

represent system states and being able to reproduce failures,

for example by using fault injection. The profiler should

also be able to choose the right inputs that can reflect the

operational range while reducing the amount of data that is

generated and collected.

B. C2 - Achieving Sufficient Coverage in an Efficient Manner

Given the set of key parameters to be manipulated as part

of testing, it is important to understand what is meant by

sufficient testing. In the area of real-time systems, the only

work that considers coverage is [8] which targeted at the

Worst-Case Execution Times (WCET) for avionics systems.

In [8] coverage metrics were proposed, search-based testing

approaches employed to efficiently meet associated coverage

targets, and it was demonstrated the approach reliably outper-

formed the previous state of the art techniques. The work in

[8] was only applicable to a small part of the overall MOCHA-

T system and the type of system was much more constrained

and predictable. Here are the associated research questions:

• R2.1 - How to establish coverage metrics for Digital

Twins of Complex Systems?

• R2.2 - How to efficiently process the big data associated

with the Digital Twin?

• R2.3 - How to reduce the test cases needed?

A common practice in coverage is to use extensive testing.

The test coverage can be achieved by test automation. An

example is given in [8] which uses simulated annealing (SA)

to create test vectors that are applied to software under test

(SUT) using data from a Rolls-Royce control system. Another

example is given in [9] that uses coverage techniques to

analysis SUT. The coverage test should reproduce contentions

on shared resource and the interference that is caused by this.

For emerging systems that have increased internal and

external interactions, the coverage should not be limited to

the more-traditional software coverage, but also to a wider

scope including the system context that the software program

is to be executed within. An example from 5G base stations,

the transmission workload is based on the number of cells and

users that are sharing the cell simultaneously. Another example

is in space systems where the system is exposed to extreme

environment such as radiation and high temperature.

Any test vector generator should be able to cover the

operational scenarios defined in C1 as well as the traditional

software coverage metrics, e.g. the branch and local path

coverage metrics proposed in [8].

C. C3 - Creating Representative Models Supporting Reliabil-

ity Assessment

A challenge with search-based techniques targeting cover-

age is representativity. As part of assurance, an overarching

aim is to determine a realistic reliability target, however a

technique such as [8] has inherent bias. For example, rarely

executed scenarios will have been executed more often than

should happen in practice. A balance is therefore sought

between sufficient test cases especially for rarely occurring sit-

uations which are fundamentally important, e.g. to understand

how a system gracefully degrades, and achieving a realistic

model and determining an accurate reliability estimate. Related

research questions are listed below:

• R3.1 - How to choose the right abstractions to profile,

model and analyse systems?

• R3.2 - How to ensure the models are representative for

the wide range of operational scenarios?

• R3.3 - How to estimate the reliability of the system from

the Digital Twin?



Probabilistic modelling gives a full spectrum of probability

of reliability. One of the pioneering work in this area is to

use Extreme Value Theory (EVT) with pWCET to overcome

the limitation of static WCET [10], [11]. The pWCET can

produce probability distribution of execution times and EVT

is then applied to find extreme values. The estimations can then

be translated into response times by using measurement-based

probabilistic timing analysis [11] to evaluate the schedulability.

Machine learning is also used in the area of exploring

execution times influenced by computer architectures [12].

The authors in [6] use machine learning to explore inter-

core cache interference, known as Forecast-Based Interference

(FBI) analysis. It is also shown that machine learning can be

used for dimensionality reduction, for example, using Principal

Component Analysis (PCA) to identify the main inputs that

influence the desired behaviour(s). In [13], a comparison study

is made to evaluate the performance of WCET prediction with

various of machine learning methods. It is claimed in the work

that non-parametric methods perform better than parametric

method, and non-linearity should also be considered.

Our work will recognise that even though the modelling of

time is the core part of DSE, there are other considerations.

Two examples are: (1) The design space can only be partially

sampled so the prediction has to be made based on interpo-

lation. This requires the model to be generalised and not be

over-fitted to a certain range of operational conditions; and

(2) As hardware and software are developed simultaneously,

i.e. the hardware may not be ready when the software is

being developed, this brings new challenge of how to make

prediction on the host machine with little or no data that can

be collected from the target. A solution could be to stress the

search to enhance robustness [5].

D. C4 - Managing Uncertainties as Part of Establishing

Confidence

It is inevitable that uncertainties would occur, e.g. from a

deficiency in modelling or a systematic bias. To establish con-

fidence, it is vital that the uncertainties either from modelling

or from simulation should be handled explicitly. While some

of the uncertainties can be eliminated by simply running the

experiment multiple times, the others need a more elaborated

approach to deal with. The current practice towards verification

of multi-core systems has suggested that static analysis would

not be sufficient as the contention is too complicated to be

accurately modelled. As an alternative, measurement-based

worst-case execution times and pWCET (probabilistic WCET)

are prevailing as: (1) they explicitly consider uncertainties

as probabilities in the modelling; (2) they explicitly include

the uncertainties by capturing from the real system what

would otherwise not be considered from static modelling. The

following research questions are identified:

• R4.1 - How to assess the uncertainties associated with the

Digital Twin?

• R4.2 - How to assess the confidence associated with the

Digital Twin?

• R4.3 - How to refine the test cases and models to give

appropriate confidence?

The uncertainties need to be categorised according to

Johari’s window [14] into known-unknown and unknown-

unknown. For known-unknowns, i.e. uncertainties we know we

do not know, the uncertainties can be modelled and considered.

However, for unknown-unknowns, i.e. uncertainties that we do

not know we do not know, we need to make sure their presence

will not jeopardise the system.

The uncertainties could be justified through empirical evalu-

ations comparing the model output with the prediction using a

Digital Twin approach. Through statistical testing of difference

evaluation, a mismatch would drive the system, for example, to

generate more test cases around the region or increase the level

of abstraction in the region where low accuracy is presented.

E. C5 - Robust Decision Making in the Presence of Inaccu-

racies

With the DSE system in place, it is doubtful that whether

the evidence could provide sufficient confidence for decision

making. This introduces the argument of differentiate what is

‘belief’ and what is ‘reality’. When the decision is made based

on the belief of the model, it is possible that the decision

can have unexpected results even with a strong belief. For

example, if an underlying assumption on modelling is violated

when the system executes; or the system is beyond the desired

operational boundary.

For safety-critical systems, sufficient evidence is required to

support an argument of safety [2]. A common practice is then

constructing a safety argument (safety case) using GSN (Goal

Structured Notation) [15] or SACM (Structured Assurance

Case Metamodel) [16] to analysis the safety objectives, safety

goals/sub-goals and what evidence should be provided.

In general, the presence of inaccuracies suggests that all

the processes leading to decision making, for example timing

analysis, cannot be fully automated and engineers need to be

included in the loop to provide insightful interpretation of the

result. On the other hand, the tool should be able to collect

evidence and be able to provide confidence in the evidence to

support better decision making. Based on the discussion, we

list the research questions as below:

• R5.1 - How to make robust decisions given the inaccura-

cies and confidences in the models?

• R5.2 - How to explore the design space in a scalable

fashion?

• R5.3 - How to present a convincing assurance argument?

These questions are more difficult to answer than the others.

First, we understand the complication in the system would

sometimes make it intractable to produce a fully accurate twin

as a duplicate. It is also understood that a high confidence in

the modelling does not (and should not) lead to a high confi-

dence in decision making, as the former is often dependant on

assumptions that are not always true. It is thus considered

by the authors how to reduce this problem by introducing

feedback based on the difference between the collected data



trace from the real system and the model output (following

C4), as earlier explored in [17].

As emerging systems (e.g. autonomous driving) and new

architectures (e.g. many-core and heterogeneous systems) oc-

cur, the challenges mentioned in this section are becoming ever

more significant and cannot be ignored in the design process

of tool implementation. However, it is notable the challenges

introduced in this section are far from completed. This work is

to provide insights of the position of where the current practice

is as well as to encourage contributions to be made in related

real-time systems research.

III. CONSIDERATIONS OF MODELLING IN DIGITAL TWIN

To address the uncertainty and representativity issues, we

propose Predictive Analysis of Cache Models with AbstractioN

(PACMAN) as part of this work. PACMAN uses an executable

model, with intra- and inter-task (including inter-core inter-

ference) modelling. We use block-level abstraction and cache

correlation model in the modelling level. In the scheduling

layer, we introduce the probabilistic execution of these cache

models to obtain the distribution of response times.

To enable a Digital Twin with fast and indicative feedback,

the target system is abstracted to a higher level and focus on

the high-level system behaviours of interest. By doing so, we

hide the irrelevant implementation details so that it effectively

highlights the high-level system behaviours (e.g., cache misses

of a function) of interest. In addition, although working at a

low abstraction level would reveal more details of the system,

it is not always true that this can lead to a higher modelling

accuracy. This is due to the possibility of introducing irrelevant

data into the training, which can cause significant noise and

increases the search space, leading to reductions in model

accuracy given limited searching time. Therefore, a lower level

of analysis should only be performed when necessary, e.g. for

a small and important part of the system in which the current

abstraction level is insufficient for a full understanding.

The objective of cache modelling is to fit the function

ŷ = f(X), where ŷ is the predicted cache miss rate and

X = {x1, x2, ..., xn} is a set of system state variables.

The function f(·) can be represented by statistical models

including Linear Regression model or Neural Networks that

can allow for temporal dependencies, e.g. Long Short-Term

Memory. When determining X , Principal Component Analysis

is used to identify the major factors that influence cache

within/between cores.

Inevitability, the process of modelling and prediction is

imprecise. Our way of evaluating this is to compare the predic-

tion against the actual output under the same conditions. The

modelling precision can be quantified by the mean prediction

error over multiple trials. Through feedback, the precision

can be improved by, for example, adjusting the block size

(i.e. granularity), or collecting more evidence (i.e. data). It

is notable that functional and non-functional properties have

different requirements on precision and should be treated dif-

ferently. Also in case of a conflict, resolution should consider

the dependability requirements of the system.

IV. CONCLUSIONS

In this work, we explore the assurance challenges and

state-of-the-arts of designing dependable multi-core real-time

systems. Based on the understanding of the requirements of

representativity, coverage and confidence, we developed a

Digital Twin-based method targeted for multi-/many-core real-

time system design and analysis. We discuss the usability

and requirements of profiling, modelling and feedback. The

method benefits the design exploration, modelling and timing

assurance of high-reliable multi-core computing systems. Fu-

ture work includes formulation of an assurance argument to

address these challenges in the domain of avionics, automotive

and aerospace.
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